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Prediction of Regio1mtGround Water 
·. -~- ·. ··- - Flow to Stféallls· 

by S. Christenscn•, K.R. Rasmusscn•, and K. Mllllcr" 

Abstract 
Database information on geology, hydrology, and hydrometcorology may forman cxcellent basis for studylng ground water 

flow and seepage to ~uñace water in a catchment In a lield case study of a 114 km2 catchment, geological data base information was · · 
used to dctermi':J~ l~yer thickncsses and boundary conditions as well as to parametcrizc a ground water flow modcl. Hydr.mlic hc~1d 
and strcam flow data wcre used to estimate thc modcl parametcrs by nonlincar regrcs..o;;ion. Thc unccrtainty ofthc cstimatcd para· 
meters and of the predicted stream flow gains was quantilied by individuallikelihood method conlidence intervals. During four st.•¡:es 
of calibration, .ranging from using only head data to also using an cxtcnsivc sct of mcasured strcam now gains, no paramctcr c.~ti
matcs changcd significantly, but the number ~f parameters was increascd from 12 to 14 in order to fit local stream flow gains. This 
indicates that the geology-based paramcterizatiOn is firm. t · 

Adding stream flows lo the calibration data reduced the uncertainty of the estimated parameters signilicantly. However, the 
uncertainty of sorne of the parameters was significant even when· an extensive sct of measurcd strcam flow gains and hydraulic hcads 
was used to calibratc thc model. Parametcr unc~rtainty is reflected,in the unccrt.ainty <J.flhe prcdictcd stream flow gains. When an 
extcnsive sCt of stream flow data ~vas used during calibration, the~ prcdiction unce·rtáintY-is up to ±25% in large strcams, and up 
to ±60% in smaller streams: The confidence intérvals in general are skewed, and they are vcry skewed in the case where no strcam 
flow meas'urcments werc used to Cillibrate the model. 

The case study shows that cven when rclatively cx'tensive geological information and calibr~llion data are availablc, there may 
be significan! imcertainty connected with the prediction of local discharge of ground water to streams. Reducing uncertainty in such 
cases will require cxtcnsivc ficld invcstigations in order to improve thc definition of rechargc arcas and to describe the local fluxcs 
and flow patterns _in the aquifers. 

lntroductio!l 
Predictilig regional ground water seepage to str:ams is impor

tant in a .variety of environmental management and engineering 
problems. Thus the background for the present paper is a study of 
whether and where nutrients in seeping ground water can be 
reduced through recreation of wetlands along streams. This in vol ves 
a number of basic questions: where does ground water seepage 
occur, and is it from near-surface aquifers orJrom deep aquifers? 
Answers will typically be assessed by using a catchment scale 
ground water model, but tO what extCmt are such model predictions . 
reliable? · ·!-

Based on a case study of Danish catchments we discuss how 
well ground water seepage can be predicted by using a grc'-lnd water 
model, given that ·!he model.is (typicruly) conceptualized from qua!' . 
itative geological information a~'ailable in databases, and-cali-· 
brated to fit (1) hydraulic head data.measured throughout the 

1979; Freeze and Cherry 1979; Christensen 1994). However, after 
long dry periods drain aod overlaod flow becomes insignificant, and 
the discharge from near-surface aquifers tends to stabilize ata low 
to moderate leve) or, in areas where such aquifers are shallow, 
almost vaoish. It is in this bascflow situation when ground water dis
charge is quasi-stationary that we can actual! y estímate it from syn
chronously, closely spaced, stream flow measurements. 

In the lirst section of the paper we describe the studied area 
using available database infonnation. We describe the geology in 

· --catchment; aod (2) stream flow measured in a few main tributaries. ' 

• as great detail as we think possible on a catchment scale. In the next 
. section the geological model is used to conceptualize and para
meterize a ground water model. Thereafter, the model is cali
brated by nonlinear regression using MODFLOWP (Hill 1992). 
This method has at least two important advantages for this study: 
(1) it is efficient and objective when the model parameters are pre
delined and the accuracy of the data are known; and (2) it inakes 
it possible lo analyze and compare calibration results using sta-

. tistical methods. The calibration of the model is based on fitting·. 
to synchronously measured sets of hydraulic head data, and to more 
or less extensivo data sets of stream flow, and thus illustrates how 
stream tlow data influence parameter estimates and uncertain
ties. Then the variously calibrated models are used to predict the 
stream flow at a number of measuring stations throughout the 
catchment. Finally, predicted aod measured values are compared 
and the prediction uncertainty is quantilied by individuallikelihood 
method prediction and confidence intervals. 

Ct 

lt is commonly accepted that the efflux of ground water from 
déep aquifers varies very little during the year, or even from year 
io year, while the di~ch~ge from near-suiface aquifers can vary 
al.rhost instantaneously 'ctue to' variations in precipitation,(Bear - ' . . . 
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aquitard/secondary aquifcr. He.r~ pcrmc_ablc-refcrs-to grave! or · thc strcam water lcvels wcrc roughly cstimatcd from 1::!5.01)0 
sand. and also arca~ with a thíri éli:ty t;.ap·at thc surfacc which is ltlpogt<Ul~Jllaps. Thc ltll.."<llillll ~1nd tltickncss tlf tite strc.antlX'lls _ . 

-a..,~u_mcd to be pcrmca~lc dUC to fraC:tur~~.d~wn _to.a dcpth or 5 m. wcrc ~Sp~t~fi"1:oni thc gcolog~t.· cn)ss scc.;tion:-. anJ.~IJ~II-o\\'. •_tug~4 ~ -~-: 
... -" Bclow tlu:.¡ . .depth clay ts assumcclto.be sem~ .. penneable . .We-ltave"·-···hole.~-l!f~ng'the stre:.nm;·wherca.~1tn:·mc:nn·hcd conducllvlly ts cst1, 1 

•• · _ 

~u sed 178 well·lilhology Iogs to.Iocate the.areas wilh,Jeakage and~ rnated by Úlibraticn of thc~gmund water moJel. · 
rcchargc, respective! y (indicated in Figure 4c as areas with and with
out overburden, rcspectively). We make the rough ao;sumption that 
the water table in the aquitard is 3 m below the surface. 

The recharge depends on precipitation, evapotranspiration 
and Iand use, and il can be estimated directly from actual data 
using root zone modeling. However, land use data are not currently 
available from a database, and therefore we treat recharge as a 
parameter of the ground water model and subsequently estimate it 
by calibmtion. 

The magnitude and the direction of leakage depends on the 
thickness and vertical hydraulic conductivity of the aquitard, and 
on the vertical hydmulic gradient between the aquitard and the~ -
regional aquifer. In the present case lhc bottom surface of the 
aquitard was interpolated from the lithology Iogs of 178 bore
holes, and its top surface estimated to be 5 m below ground leve!. 
The resulling aquitard thicknesses are shown in Figure 4c. The ver
tical hydraulic conduclivity of thc aquitard is estirnated by ealibrating ~ 

the ground water model. 

Aquifer 11-ansmissivity 

The deposits of the primary aquifer can consist of glaciofluvial 
sand and grave!, Tertiary quartz sand and grave!, and'Tertiary 
micaceous sand. The aquifer transmissivity (T) has only been esti- · 
mated from pumping tests of two wells, but the lack of good qua!:·, 
ity data on.the transmissivity field is.probably typical for mos~ 
Danish catchments. It is· not economically feasible {Chiisteñsen 
1997) to acquire dáta ori the eiitíre¡;:;m~¡ssi;;ity fielcfof a regional 
aquifer fr§m pümpirig t(:,;t.i. Information on the transnÍissivit}ifield 
rnust therefore be based ón altemative melhods. We are reluctant to 
use specific capacity asan estimator for J',:mainl~_because ~e avail
able informatiOI\ on T in wells is often too sparse:to'foiñi~a rdiáble 
regression::and\iel:ondly because this--fn~lh"od ih lscime ·cases gives 
PO<!Ú-~Um~~t~~.(Christensen 1995). We theréfore assumé that the 
hydraulic conduclivity K is constan! within each Iithologically 
defined zone (Figure 5), and eslimate K by ground water model cal
ibration. Since we ha ve calculated·,the aquifer thickness (Figure 4b) 
using the well log informatiOn w~\can also estimate T. ' · · 

The Effiux from the Aquifer . \ 
The efflux from the aquifer i~ par(ly due to abstraclion and 

partly duelo ground water seepage tp streams. The abstractions were 
measured whereas the seepages were eslimated as follows, The min
imum strearn flow (MSF) is normally recorded during long dry 
spells in late summer when the only contribution to stream flow is 
ground water seepage. Therefore we use the median MSF as a 
measure of the average seepage flow from the primary and the sec
ondary aquifers. Given the zonation of the hydr~ulic conductivity 
of the aquifer we dividcd the stream system into segments betwecn 
the gauging stations in Figure 2b. This allowed us to analyze and 
compare the interaction of ground water and strearn flow for zones 
and segments along the stream. 

The interaction between stream flow and ground water seep
age is govemed by the hydraulic conductance..Q[ the strearn bed and 
of the difference between tiii;stream-water leve! and the hydraulic 
head in the aquifer. The conductance is a function of the length__ill!Si 
width of lhe stream, and of the thickness and hydraulic conductivity 

• of the strcam bed. Herc the length and width of slream reaches and 

Ground Water Model 
In order to simulaie the (quasi) steady-state flow of ground 

water to the streams within the catchmcnt. we use the numerical 
ground water modeling code MODFLOWP (Hill 1992), which is 
a non linear regression version of the USGS finite-difference mod~ 
eling code MODFLOW (McDonald and Harbaugh 1 988). 

The model is set up with two Iayers, and both are simulated as 
be~~8St>!!!'i~ed even though they are both u0confined~within pans 
of ~~-e_c:_a_t~h!!lent. This approximation is made in order to stabilize 
the caleulation of heads as well as lo stabilize the rcgression. 

The upper !ayer of the model rcpresents the area with a sec
ondary aquifer,.and the areas with a water table in till above an 
aquitard. In the secondary aquifer, in pan of zone 6, ground water 
can flow horizontally. The transmissivity function of this aquifer is 
approximated by a constant value, which is calibrated, and the 
hydraulic head is .'a depe'ndcnt variable ¿alculated by the model. 
Everywhere else in the upper !ayer we assume that horizontal flow 
(in lhe till) is negligible during stcady-state flow, and that the 
water leve! (and thus the hydraulic head) is fixed al 3 m below 
ground leve!. 

The lower modellayer represents the regional aquifer, and the 
hydraulic head in the entire !ayer is a dependent variable calculated 
by lhe model. The satumted aquifer thickness function ofthe lower(f 
!ayer was approximated in the following way: in areas where the 
aquifer is confined, we used the contoured values in Figure 4b; in 
areas with a free water table, the thickness was calculated as the dif
ference between the interpolated water table and the bottom of the 
aquifer contoured in Figure 4a. The resulting thicknesses are held 
constan! during the calibration. The hydraulic conductivity function 
of the Iower aquifer is approximated by a constan! value within each 
of lhe seven lilhology zones (Figure 5). To beuer fit the calibration 
data, zone 8 was added during the calibration. These eight con
ductivities are estimated by calibration. 

The interaction between the two model Iayers represents the 
Ieakage between the regic~aLn1uifer and the upper secondary 
aquifer or the water table in·the till. In areas with no aquitard, the 
secondruy and regional aquifers are lum~ogethcr in the Iower 
ríiodellayer and the upper !ayer is ~eactivated. There is no 80Q[~gi?J 
evidence for assuming a variable conductiVlty of thc aquitard 
witl-Íin. ~e catchment. so we assume onc constant valuC whlch iS e8ti
mated by calibration. 

The in flux is modeled in one of threc ways: ( 1) as recharge 
directly to the lower modellayer in arcas with no aquitard; (2) as 
recharge to the upper modellayer in arcas with a secondary aquifer 
above the aquitard; or (3) as lcakage from the uppcr lo the Iowcr 
!ayer in arcas with an aquitard but no secondary aquifer. The 
recharge lo each of the two layers (aquifcrs) is assumed spatially con-
stant and estimated by calibration. (f-

The efflux is modeled as abstractions oras as leakage from the • 
aquifers to lhe streams. The leakage depends on the strearn bed con
ductance, and on the difference between the (given) water leve! of 
lhe stream and the (calculated) hydraulic head in the aquifer. The 
stream bed conductance function was initially approximated by a 
constan! hydraulic conductivity times a spatially variable factor 
depcnding on Iength, width and stream bed thickness. During cal-



· ibration·a seParate hydrauli~ conduc_tivily for onc of the tributaries · - lower.limit:, of thc confidcncc intcrval lor-a function g(L\), whcrc L\ 
was added a_<; a pararilCl~r~- - ·_ · · ~· is:tlié.._l!t!.c sct of par.unctcrs, are calculatcd as thc maximum :md m in-: 

.· . . The horizontal_._-boüntfui)'- L:OnditioQ_S are no-flux.boundarics --~\-;álue'of g(b). rcspcctiv_cly. undcr the conMraiñt tlwt: ·· 
-~~ ~ -.:~coinciding .w.i!h,:the·.ground ,w:uer -di.~ideo.o;how¡¡ ooJ.-Figu.e 2b, _ :,: . 

~.which:partly~coincides wlth geological:botindaries ofiow-perme- (~ .=:.Pl S<f~L-_ S(b) S d' 
··-· ... ,._ 

able clayor till_. 
The model thus has (up to) 14 parameters estimated by cali

bration: eight hydraulic conductivities in the lower regional aquifer 
(K1-K8); one transmissivity for the upper aquifer in zone 6 (T "); one 
vertical hydraulic conductivity for the confining ]ayer" (KV); two 
recharge values, i.e., one for the lower aquifer (RCH 1) and one for 
the upper aquifer (RCH:J; and two stream bed conduciivities, i.e., 
KST 1 for the strearn system in general and KST 2 for the upper part 
ofEIIerup baek. For K 1-K8, T", KV, KST1, and KST2 we use log
transformed values during the estimation. 

The finite-difference grid is homogeneous with 250 m grid 
spacing in both dircctions. No grid rcfinement is madc near the 
strearns because these take severa! directions within the catch
ment. The number of active f!ow cells in the upper modellayer is 
!118, and the number of constant head cells is 2050. There are 3870 
active flow cells in the lower modellayer. The interaction between 
aquifers and streams was simulated using the MODFLOW strearn 
package (Prudic 1989). 

Methods of Calibra !ion and Uncertainty Analysis 

Calibration is done by nonlinear regression to make the model 
fit hydraulic head as well as stream flow data. The function mini
mized during the regression is (Hill 1992): 
S(b) ~ [h' -h(b)]TV.-1lh'-h(b)] + lóq' -t.q(b)JTV .. -1lóq' -óq(b)] (1) 

where 
b is the vector of parameters to be estimated 
h* is the vector of measured hydraulic heads 
h(b) · is the corresponding vector of predicted (modeled) heads at 

the measured wells using the parameters b 
Vh is the covariance matrix of errors of the heads 
.6.q* is the vector of measured gains in stream flow along stream 

courses 
t.q(b) is the corresponding vector of calculated flow gains using the 

pararneters b 
V~ is the ,co.variance mai;ix of.the errors in stream flow gains. · 

It is assumed that the heá:d-errcirs are independent and therefore 
Vh is a diagonal matrix. Stream :ww gains calculated from mea
surements are known to bé'correlated, and we therefore modified 
MODFLOWP to allow V.., to be a full covariance matrix. These 
covariances are calculated by Equation A 1 derived in~Appendix A. 

The uncertainty of a calibrated parameter can b<e illustr~tEd. by 
its individual confidence' interval, which is commonly calculated, 
using linear approximations (e.g., Seber and Wild 1989). However, . 
synthetic case studies (Cooley and Vecchia 1987; Vecchia and 
Cooley 1987; Hill 1989; Cooley 1993a, 1993b) and a field case study ) 
(Christensen and Cooley 1996) show that the confidence intervals 
for the parameters of ground water models, as well as the predic-

' tions.~~~~ bY: s~ch models,_~Efte.!l_ '!_On!im:ar_:}n such cases !in-) 
\.J'l'f approximat10ns·should not be used to calculate confidence 

intervals. We have therefore adopted the likelihood method 
(Donaldson and Schnabe11987), which can be used to calculate con
fidence intervals on the estimated pararneters as well as on the out
put from a nonlinear regression model with normally distributed 
residuals (Vecchia and Cooley 1987; Clarkc 1987). Thc upper and 

/, 

p S(b) 1-u 

where n is the number of calibration data, p is the number of esti
mated parameters, bis the optimum pararneters found by minimizing 
Equation l, and d2

1•0 
is a problem-dependent statistic. Notice that 

g(B) can be any function of the parametcrs: e.g., it can be a param
eter of the ground water model, or it can be a strearn flow gain cal
culated by the model. Vecchia and Cooley ( 1987) showed that the 
same computer program can be used to both estimate the pararne
ters by non linear regression and to calculate the confidence limits 
of the desired confidence intervals. We have thus implemented 
the likelihood method in the nonlinear regression code. 

For an individual (l-a)% confidence interval 

d - t1-a/2(n - p) 
1-a- \7ii (3) 

where t1-an(n-p) is the student t-distribution with (n-p) degrees of 
freedom. Donaldson and Schnabcl ( 1987) argue that individual 
likelihood method confidence intervals should be nearly exact for 
models with little intrinsic nonlinearity, whereas they may not be 
accurate for models with large intrinsic nonlinearity. In sorne of the ,., 
following cases the local intrinsic non!inearity of the model, as mea- .:, 
sured by Linssen's modified Bealc's measure (Linssen/1975), is. • 
within the roughly linear range, and the corresponding confidence ., · 
intervals calculated by the likelihood method may therefore be .. : 
too small. To partly compensate for the intrinsic nonlinearity we have '•' 
increased the used t -statistic a.S suggested by Beale (1960, Equation :.: 
2.21). 

Calibration Data 
The hydraulic head is known at 64 positions within the model 

area, but the quality of these data varies. At 31 wells the well ele
vation (WE) was measured with GPS, while in 25 wells it was esti
mated from 1 :25,000 scale maps, and in 23 of the latter wells 
gaugings were asynchroneous. Finally, the head in the secondary 
aquifer was estimated at eight positions where the well elevations 
were also estimatcd from a map. Calibration and residual analyses 
(Cooley and Naff 1990) shcnN_ed that the variance.J!(the.residuals 
between the measuied and the simulated heads l'l!'fe h!gher than 
e~·p¡a·iiiedbY~~~ertai~-ti~~ -on thc m~~u~~~~-nt -~b~ve~Thi~ is 
probably-düeio iilé.ñioclelerror introduf~<! ti y_ the· ;.¡,¡;róxiriiations 
made in t!JÚE~n;eteriiationoftil(; model, wh~"ñ! ;.e -~~gi-ect het
erogeneíiy at scales smaller than the zones, partial penetration of 
we!ls, etc. In the regression we therefore increased the variances of 
the head measurements by an equal amount (near JO~m2) for all the 
wel!s. 

Measurements of stream baseflow were available from 19 
gauging stations (Figure 2b). Wejudged the standard deviations of 
these data to be from 5% at stations with a flow higher than 50 Us, 
to 25% at stations with flows at 5-10 Us. At station 411 (Figure 2b), 
with a flow of only 1 Us the standard deviation was set to 200%. 
The measured flows were used to calculate the gain in strearn 
flow along the 19 courses (between the gauging stations in Figure 
2b), and the corresponding covariance matrix (V..,, Equation.l) of 
the f!ow gains were calculated from thc measured f!ow uncertain-



tainty is betwccn-±5% and ±.60% for thc c~urscs with .smaller 
gains. .-_-.;.:. -

·:·•.-

· · Discussion-and Omclusiims 
The study showed that the geological information in thc' GEÚS · 

database is useful to interpolatc !ayer thicknesses as well as to 
define the parameters of a regional-scale ground water model. 
From the geological data alone we defined 12 parameters that 
were estimated by model calibration. During our four stages of cal
ibration, where we went from using only data on hydraulic heads 
to also using an extensive set of stream flow gains, none of the esti
mates of these 12 parameters changed significantly. Addition of 
flow-gain data to the ·calibration record only changed (i.e., reduced) 
the uncertainty of the estimares. 

The GEUS information on hydraulic head in the aquifers was 
collected o ver more than 50 years and is obviously of questionable 
quality. We therefore collected as many accurate head data as pos
sible. However, analyses of the data showed that in this case the 
small-scale variations in head (dueto heterogeneity, partial pene
tration of the wells, etc.) dominated over the measurement error that 
we found in the GEUS data. lt is therefore likely that using the 
GEUS head data for model calibration would not ha ve affected our 
results significantly. 

Synchronous measurements of the spatial distribution of low 
tlow in catchments was introduced more than 20 years ago in 
Denmark. At least one set will now be available for many larger 
catchments; in the Gjem catchment, for instance, data from 1976 
and 1990 were available. During the project we have acquired 
severa! more sets, mostly for the purpose of testing the stability in 
our estimation procedure of the median annual mínimum dis
charge, but also to supplement with data from the smallest stream 
courses. 

Going through four stages of calibration we have demon
strated the importance of using eftlux datá together with hydraulic 
head data when calibrating a ground water model-primarily 
because the uncertainty of the estimates will be significantly · 
reduced. Take for example the estimated recharge to the lower 
regional aquifer: in the case where we only used head data, the 95% 
confidence interval for the recharge estimate ranged from 40 mm/y 
to 1432 rnmly, whereas the interval was an order of magnitude 
smaller c;,om 139 mm/y to 292 mm/y) when we also used all the 
available information about stream flow to calibrate the model. 
However, the un··enainty o(!]:!e <;stilllll_ted. !"_ChaJ_"g~ and of other esti
mated paramet,:s was significant even when we used the entire set 
of measured strearn flow gains and hydraulic h~¡!~to calibrate the 
model. 

Uncertainty in the estimated parameters is naturally reflected· 
in the uncertainty of the gains in stream tlow predicted by the 
ground water model. The confidence intervais of the predicted 
flows are very wide in the case where no stream flow data were used 
for calibration, whereas they narrow more and more a~ ~~c~~asing 
amounts of flow data were used. However, the uncertainty is stiil 
significant for sorn-e of thepreclicted flows even when we used the 
entire set of stream flows: in large streams the uncertainty is up to 
±25%, in sma!Ier streams up to ±60%. 

Nonlinear regression using MODFLOWP (Hill 1 992) was 
very efficient for ca!ibrating the model. We impiemented Vecchia 
and Cooiey's (1987) version ofthe Iikeiihood method in our regres
sion code in arder to calculate nonlinear individual confidence 

anc./ prcc./ictmn intl!r\'id .... In llltJ'I CO.I~C" thc~l.' c1kui~Hions wcrc 
·also·cff..Oént. Jt has not vct heen provcnthal indi' idual imcn·als Gll

ciÚOl~~l8 lif...~·Jiho:Jd nH:thod ;.u e c:\aL'I. hut nn !he t.Hhcr h; 

__ .tbefe·~fs: .no-cvideoce-tholl· thcy·'W(ltt/d·1tot ·he·( Hnnaldsnn :11. 

Scii~~tbcl ¡ 9H7:· Coolcy 1 <.J97: C.x>lcy llJ96). At tltC !casi; nlher stud-
ics wc havc citcc./ show cvidcncc for concluding thatlhc~c ll<llllin
ear individual inrcrvab are signilicanHy bcllcr ápproximarions 
than thc traditionally uscd lincarizcd intcrvals. lt is mcntioned that 
for our ca'\C study thc calculatcd nonlincar confidcncc intervals are 
skewed and wider (in sorne cases very skewed and much wider) than 
the corresponding Iinearizcd inlcrvais. Thcreforc, if wc had bas_cd 
our analysis on linearizcd instcad of non linear confidente intcrvals, 
the conciusions regarding thc unccrtainty of predicted stream Oow 
gains wouid have been iess pcssimistic. Further, ifwe had compared 
measured stream flow gains with Iinearizcd (instcad of Iikeiihood) 
prediction intervais, an uhiikcly Iargc number of measurements .... 
would fall outsidé their respective prediction interval, and this 
would Iead to the wrong conciusion that there is a significant dis
agreement between the model prcdictions and the measurements. 

The overall conciusion of this study is that many reievant 
data for ground water and surface water modeling studies are eas
ily availabie from databa'.es. This information is useful and in 
sorne cases, where th~ information is dense and of reasonable 
quality, it may be a sufficient base for an entirc study of the regional 
ground water and surface water flow. Howevcr, even in a case 
Iike the one studied here, with a fairiy dense geoiogicai data set and 
an extensive set of high qua! ity caiibration data, there still m ay be 
significant uncertainty connccted with the prediction of local sce¡>
age of ground water to the strcams. In such cases more dctailcd
but presumabiy more expcnsivc lo acquire-hydrogeolog(cal infor
mation will be needed to improve the definition of recharge aneas 
and to describe thc local Ouxes in the aquifers.Hydrauiic head data 
are not sufficietU.fQLJ:he _caiibration"of...a_rwoJii\i~sca.le. ground 
wmr~odel. The model uncertainty is reduced significantiy 
(m our case, Qy an order.of magnitude) ifme!lS~.re~. cliscl)arges at 
a fe~.k~y_P.,;inl~ in~h_e stre_a~ sys~eJl1_EC ipcJ~de~ il_! !he ~~Iibra
ti.Q!lJiata..Using a spatially dense, instead of a sparse, set of mea
sured stream flows for the caiibration will oniy cause a modest 
reduction ofuncertainty. On the other hand, dense stream tlow mea
surements may reveal .r:nodel error (in our case, inaccuracies in the 
geoióglcan,:<!>feifwhich, ~hen corrected, may cause simulations 
tp"Ciíañge_Bg~jficantly. · · 
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Appendix A: Derivation of Covariance of Stream 
Flow Gains 

A generaiized expression from which the stream Oow gain 
along a strearn course (with index 1) can be calcuiated from the mea
sured stream flows, Q,, is: 



l¡ is l.for Q
1 
at the downstr~nrstation of the course; -1 for Q, at thc Christcn!'>cn. S . .' ami K.L. Coolcy. 1996. SimultmlC<~u~ cnnlidcncc intcr-

upstream·stations·alon1{tfiC··co~rSe:.and Q.for Q¡ at stations not .:_..=_·yal). fnr :.~ ).tc~¡Jy-\tatc lcaky ~1quifcr groum.Jw<llcr flow mudd. tn· 
· :~-¡:¡¡,llfirm oÍ u/ Nc/iahilit\· in-Growtdwutá Mmh1lli11!-:. ~.·d. K. K1lvar 

locatcd along thc cm.irsc. ;fhU~<Jor instaJ~cc. if Oto and Q,J are thc .. .-. .::::-:-::-:anil·P. v:.~n dcT 1 kijde., 1/\1 IS pub l .. no. 237, 56i -569. ·Wallinglmtj, 
•.. : • ._.measured flowlti..a(stations ·J0.andj3·(Figure 2b), r~ively, the ~~..:~..-- ·-unitdl King'dom: IAIJS llrcss.lnstitutc ófHydrólogy. · ... 

gain.along the·corre~ponding stre.am course is: ~ :C-Iausen; B. 1995. Di~ch<~fl:.""C d:.~ta colleétion and analysis stralcgics in low 
Oow studic!-.. N m die Hydw/ogy 26. no. 3: 191-204. 

If there are tributarles to the stream course we can have more 

than one upstream station. In Figure 2b the gain along the course 

from the two upstream stations 8 and 602 to the downstream sta
tion 7 can be. calculated as: 

Ll.Q=Q,-Q,-Q602 

More than one downstream station may also occur if the 
stream branches into two or more runs. The covariance between the 
gain along two stream courses is: 

Cov(Ll.Q1,Ll.Q,) =E[ (2_I,Q,)·(~)¡Q;l)- E[2_I1Q¡) ·E[2_I1Q¡) 
1 j i J 

or 

Cov(Ll.Q1,Ll.Q,) = ¡.¡.1;1¡ [E[ Q,Q¡I- E( Q¡) E( Q¡) ]. 
' J 

If the flow measurements are independent, then: 

E[Q,Q
1
]-E{Q¡}E{Q¡I=O, i>"j 

and 

E[Q1Q1] -E(Q;)E[Q1) = rrf, i=j 

where ~ is the variance of Q,. This means that only measurements 
that are shared between the two calculated gains contribute to the 

covariance. 

For courses that are not overlapping, one measurement is 
shared if the two courses are connected, narnely the measurement 

al the connecting point. This point is obviously at the downstream 

end .of the one course and at the upstream end of the other. The 

covariance is therefore: 

Cov(Ll.Q1,Ll.Q,) = - CT~ (Al) 

where cr~ is the variance of the flow measured at the connecting 

point. 
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1 
1 Abstrae! 
i Ttie concepts of two-way coordinates and one-way coordina tes are used to describe the different characteristics of two key 

. .. i aquifer pararneters, transmissivity and storativity, under constant-rate pumping conditions. A two-way coordinate is su eh that the 
-~··! conditions ata given location are influenced by changes in conditions on either side of that location; a one-way coordina te is such 

: 1:'. ~ · that the conditions at a given location are influenced by changes in conditions on only one side of that location. Results from 
':~.r.l sensitivity analysis indicate that storativity has the characteristics oftwo-way coordina tes, but transmissivity has the characteris· 

· .: •··; ·: tics of one-way coordina tes, i.e., its information can be transferred mainly from upstream lo downstream. An upstream 
.,.,,,; observation well can produce information on storativity both upstream and downstream, but it can produce little information on 

· · ~-,:·-¡ transmissivity downstream. 
· These characteristics ofthe aquifer parametershave importan! implications on pumping-test designs and interpretation. For 

: example, lo estímate the parameters of an anomalous zone in an aquifer, an observation well should be located downstream but 
1 near the zone. It should no! be placed upstream ifthe parameters downstream are to be estimated. An observation well which can 
\ provide adet]uate information for estimating storativity may not provide adequate information for estimating transmissivity, and 
1 vice ·versa. The aquifer area represented by estimated storativity may be different from that represented by estimated 

:. :·~ transmissivity. 
; -··: ._ .. i 

. ' .,: lntroduction 

1 
The influence of heterogeneities on aquifer parameter esti-

'''!. mation based on pumping tests has received much attention for· 
••• 1 

. : ,; years. A sensitivity analysis is used asan importan! approach to 
, .. ,,,.,, understand the behavior of hydraulic parameters in an aquifer 

'··.e· '<:) with zones which have parameters significantly different from 
· ·¡·.:o ·>those of the background aquifer (e.g., McEiwee, 1982; Butler, 

l .;·~ol1988; Butler and McEiwee, 1990; Jiao, 1995). The findings about 
: !he features ofthese anomalous zones in 'the context ofpumping
~ test analyses can be summarized as the following: (1) A parame-
' ter can be best estimated from drawdown-time data when the 
1 sensitivity of the parameter is not only large but also changing 

•,,, · .: significan ti y with time; (2) The influence of anomalous zones on 
. ' 

.," :; drawdown during a pumping test lasts only a limited time; 
':·: f: (3) The influence of a zone less permeable than the background 
:(~ ,;; aquifer material is much larger than that of a zone more penne
.... 

1 able; and (4) lt is easier to estímate transmissivity than storativity 
· 1: ·.:·,; because transmissivity" sensitivity is usually much larger than 
. !-·:. ,~ storativity sensitivity. 

1 · lt has been demonstrated that the area represented by the 
jo· ,¡ estimated parameters is much smaller than that covered by the 
1·· :; cone of depression (Jiao, 1993). Therefore, after parameters are 
.•:' :·¡ estimated, it may be of interest to know what portian of the 
,,.,,,¡ aquifer is primarily·represented by the estimated parameters. 

··. !'"' ¡ Before a· pumping test, it may also be necessary to design the 
. • location of an observation well in such a way that the informa
:!y;! tion on a particular portion ofthe aquifer can be best obtained. 

· 'i;,:.:.) ~ .requir~s an understanding of the relationships among the 

_:;(J ;.-.~~·::a :' . -,. 
.-.-~} ... Departmcnt of Gcology, Univcrsity of Alabama, P. O. Box 
~- ! 1 870338, Tuscaloosa, Alabama 35487. 
·:l:,_~ :n : Reccivcd April 1995, rcvised October 1995, acccpted November 
: .. ~-.-;· 1995. '" . . . : 
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characteristics of aquifer parameters, flow fleld, and the spatial 
coordinates. 

While most studies are concerned with the general features 
ofthe properties of anomalous zones, Oliver (1993) seems to be 
the first to concentrate specifically on the different characteristics 
of transmissivity and storativity in response to pumping. He 
concluded, based on a particular case study, that the influcnce of 
storativity is nearly radially symmetric so that the effect of a 
low-storativity region is essentially the same in any direction, but 
the influence of transmissivity on drawdown at observation wells 
is not spatially uniform within that area. This suggests that 
storativity and transmissivity have different characteristics related 
to spatial coordinates. 

An attempt is made in this paper to examine the different 
characteristics of transmissivity and storativity undcr constan t
rate pumping conditions using numerical simulations: ,., \vo con
cepts; two-way coordinates and one-way ·coordinates, which 
were first used in numerical heat transfer and fluid ¡;,,w 
(Patankar, 1980), are introduced to understand thc character
istics of these two parameters. A two-way coordinate is •uch that 
the conditions at a giveri location are influenced by changes in 
conditions on either side of that location; a one-way coordinate 
is such that the conditions at a given location are influenced by 
changes in conditions on only one side of that location. For:· 
example, the flow field between two rivers provides an example 
of two-way coordinates. The head at any givcn point in the flow 
field is influenced by changing the head of either river. Another 
example is solute transport. For dispersion-dominated prob
lems, space coordinates are two-way coordinates. But a space. 
coordinate can very nearly become one-way undcr advection. lf 
there is a strong unidirectional flow in thc coordinate diCection, 
significan! influence travels only from upstream.to downstream. 
Conditions at a point are then affected largely by the upstream 
conditions and very little by the downstream ones. Advection is a 
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one-way process, but dispersion has two-way inOucncc."' For 
advection-dispersion problems-the.propenies of space coordi

_nates have _the duaLpropert~~S Úf o1_1e--Way and two-way coordi-
ates. When the velocity -·is .large; adVection -dominatcs ~>Ver 

.Jispersion and thus mak.es the Space Cé)ordin·afe·nearlj onC-way: 
. It beco mes- necessary to .u"se ·special numerical methods such as 
upstream-weighted methods and characteristics methods to 
account for one-way properties of spatial coordinates in advcc
tion-dominated problems (Jiao and Chen, 1987; Zheng and 
Bennett, 1995). 

In this paper, the sensitivity features of drawdown to aqui
fer parameters under constant-rate pumping conditions in ene
dimensional flow systems are first exarnined to investigate the 
different characteristics of transmissivity and storativity. The 
influence of the location of an anomalÓus zone on drawdown in 
an observation well is further studied by analyzing the sensitivity 
features of aquifer parameters in radial ene-dimensional flow 
systems. Finally, the impact of the characteristics of transmissiv
·Íty and storativity on their estimation is demonstrated using a 
hypothetical example. 

Sensitivity Analysis 
A sensitivity analysis is the study of a system's response to 

various disturbances. The response ofthe.aquifer system may be 
expressed in terms of drawdown or hydraulic head. Because 
pumping-test analysis is of particular concern, drawdown, s, is 
used. Mathematically, the sensivitity is the partía! derivative of 
drawdown with respect toa model parameter. Forexample, the 
sensitivity of drawdown to transmissivity, T, can be defined as: 

as 
VT=

aT 

A disadvantage of the sensitivity defined by equation (!) is that 
the magnitud e depends on the dimension and unit of the particu
lar parameter. A normalized sensitivity can be defined as (e.g., 
McE!wee, 1987): 

as as 
u·T=r-=--

aT aTjT 
(2) 

The normalized sensltlvlly describes the influence of ratio 
change in a parameter. Thus, normalized sensitivities can be 
readily plotted together and compared. The storativity sensith· 
ity Us'or n.ó.rmalized storativity sensitivity U's can be defined in 
the same way. In terms of parameter estimation, the absolute 
magnitude of a sensitivity, not its signed value, is of importance. 
In the' following discussion, when the word "sensitivity" is used, 
the absolute magnitude of sensitivity is implied. 

There are three methods for determining sensitivity coeffi
cients of aquifer parameters: (1) analytical expressions; 
(2) numerical·solution of a partía! differential equation; and 
(3) finite-<lifference approximations (Beck and Arnold, 1977). 
For simple ground-water problems, there are ana!ytical expres
sions for parameter sensitivity. When analytical solutions are not 
available, numerical solutions can be used to determine sensitiv
;ty. Sensitivity equations can be easily derived from flow equa-

ons and so!ved by conventional numerical approaches used for 
tlow modeling. For instance, sensitivity equations were solved by 
Sykes et al. (1985) using the Galerkin finite-element method to 
assess the uncertainty of prospective radioactive waste reposi· 
tories. Jia~ ( 1993) solved sensitivity equations modified from a 

-':· 

Downstrcam 
location 

Flow direction 

Upstrcam 
locatton 

Observation wcll 

X 

Fig. l. Schematic rcpresentation of an observation well, and the 
upstream and downstream locations of an anomalous zone in one
dimensional flow field. (Background aquifer parameters T' = 60 ml/d, 
S'= 6 X 10-1¡ zone parameters T' = 6 m2/d, S'= 6 X 10~). 

radial numerical flow model by Rushton and Chan (1976) to 
understand the sensitivity features of pumping-test drawdown to 
aquifer parameters. However, the easiest and most straight
forward method is the finite-difference approximation. For 
example, by running the flow model twice with two slight!y 
different va!ues of a parameter, say T, the sensitivity is simply 
given by: 

__,s ('-T_+_c._n...:._-_s...:.<n..:.. 
UT"' l!.sfl!.T =-

l!.T 
(3) 

The approximation beco mes increasingly accurate as t. T 
approaches zero. Jiao (1993) demonstrated that, for radial no--:. 
the sensitivities evaluated from the above approximation m 

' virtually identical to those using a numerical solution to the 
corresponding partía! differential sensitivity equations. ¡ 

In this paper, for sensitivity analysis in simple one
dimensional flow, the finite-difference approximation is used .• 
For sensitivity analysis in radial one-dimensional flow, the sensi
tivity equation modified from a radial numerical flow mode! 
(Jiao, 1993) is used. The details on how sensitivity equations a~ 
derived from flow equations and then solved numerically can be 
found e!sewhere (e.g., McE!wee, 1987; Jiao, 1993). 

Characteristics of Aquifer Parameters 
in One-Dimensional Fiow 

Considera semi-infinite aquifer (Figure 1). The left bound~ 
ary is a fully penetrating ditch. The parameters ofthe aquifer are 
T'=60 m2/d, S'= 6X 10-3

• Aftertimet>q, wateris pumped oui 
írom the ditch at a constant rate q = 0.025 m2jd. A simple 
finite-difference model with space increment l!.x =100m is used 
tn simulate the drawdown in the aquifer. Thc right boundary is 
'chosen to be at 1000 km so that no drawdown is obscrved at the 
boundary during the pumping period of 100 days. An observa
tion well is located at x = 900 m. Assume that thcre is an 
anomalous zone of200 m long which has parametcr T = 6 m' jd, 
S = 6 X w-•, and is 300 m from the observation well. The 
different influence of this zone on drawdown at the observation 
well when the zone is located downstream and upstrcam of the 
well will be investigated. 

Figure 2a shows how the normalized sensitivity of dimen
sionless drawdown ((2(7r)'"T's)/(ql!.x)] to downstream zone 
storativity (S,) and upstream zone storativity (S,) changes wit~ 
dimensionless pumpingtime[T't/S'(l!.x)']. Although thedow~ 
stream storativity is always more sensitive than the upstre 
storativity, the difference becomes small as pumping continues. 

Figure 2b shows how the normalized sensitivity of dimen-. 
sionless drawdown to downstream zone transmissivity (Td) and, 
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:-:-Table_l· 
· Data Se-iS Uscd-fni Calihratiun 

. A ... HycJ.ru~ticJ~d Ját<.~ 
B. · Hydrttulic.head data, and strcam Jlow at m:iin ~hl.lion ( 1) _ 
C. Hydraulic hcad data, <ind strcam 11ow at muin statum ( 1) and 

two main tributanes (stalions 6 and 40 J) 
D. Hydraulic hcad data, and 18 stream flow gain~ 
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Figure 6. Parnmeter estima tes and their 95% confidence intervals (case 
· A-D). 

ties. Calibration and residual analyses (Cooley and Naff 1990) 
indicated that this covariance matrix gives reasonable weight to the 
flow-gain data. To ill ustrate the imponance Or. the stream ... flow 
data, we cal.ibrated the model to fit the four data sets (A-D) listed 
in Table l. 

Calibration Results 
For the data in Table 1, the estimated p'lrameters and their cal

culated confidence intervals are shown in Figure 6. Residual analy
ses (Cooley and Naff 1990) shqwed that the·e is no signific'!!lt.l>i;¡s 
in the calibrated models, anda hypothesis that the residuals are nor
milllyd.isirib~i~d ~annot be rejected.; 

· · Inc.SeA.-~; Üsed i:Hilytiydra;;Íic head data to calibrate the 12 
parameters that we initially identified from our geological and 
hydrogeological models, i.e., the log 10-values of K1-K7, T,, KV, and 
KST1, andthe untransformed values ofRCH 1 and RCH2. At this 
;tage we had not recognized zone 8 (Figure 5) as a separate con
luctivity zone for the lower aquifer, and it is therefore contained in 
:one 2. Similar! y, from our initial geological information we did not 
:xpect the upper pan of Ellerup baek to ha ve different stream bed 
·onductance from that of the other stream courses, so KST 1 was 
ssumed to be effective for all streams. 

All 12 parameters could be estimated by nonlinear regres
ion, whereas there were convergence problems with calculating 
toia ·of the confidence limits. To make these calculations con
>rge we had to manually adjust two parameters (KST¡, and RCH2 
· T,, which are correlated) and Jet the algorithm estímate the 

other J Q_paramctcr valucs, 1t is thcrcfore likely that the calculatcd · 
.-. conf¡d~j:ntc,rvals are too-small. Ocspite all.cffort.~.with ÓlaJ' ·· 
. , paciiñefe?.'aújustmcnL. wc could noLcalculatc ·the-uppcr Cl 
· · d~¡iimits forl<; and KST.-. _ . _ 

. In case A. all the estima tes fall.within expected ranges except 
RCH2, which secms to be too small (26 mm/y). However, the con
fidence interval for RCH," is so wide that the parameter estímate can
not be postulated to be significantly different from that of RCH 1• 

The confidence interval for RCH 1 spans from 40 mm/y to 1432 
mm/y, i.e., from a lower ·value corresponding to the leakage rate 
through till in a similar area (e.g., Christensen 1994) toan upper 
value about twice as large as the annual precipitation, whichj¡_w¡re
a!istic. Nevenheless this case shows how well (or badly) the 
reéhiirge can be estimated from head d;l!a-aiQ!le. Similarly, Figure 6 
shows that the estimated conductivity of the confining !ayer is 
very uncertain. · . ;--..::.·--

The estimated log10 conductivities of the Iower aquifer generaiJy· 
-· show higher values for zones with Quaternary melt water deposits 7 

(K3, K,, and K,;) and lower values for the zones with Tertiary' 
limnic deposits (K 1, K.,. and K7). However, it was expected that the 
conductivity of zone 2, wpich contains layers of clean quanz sand, 
should be higher than the other zones with Teniary limnic deposits. 
Dueto the large uncenainty in the estimated recharge and leakage, 
the uncenainty of the estimated conductivities as well as of the trans
missivity in the upper aquifer and of the streai:n bed_conductance 
is !'On§_iderable. 

In case B the measured stream flow at the downstream gaug
ing station was added to the calibration record. As in case A, all J" 

parameters could be estimated, but fewer of the confidence int 
val.cclculations had convergence problems. This was avoided by 
manually adjusting one parameter, KST 1, and calculating the oth- . 
ers with the algorithm (as in case A, the intervals calcul~ted panly 
by manual iteration may be too small). For the calculation of the 
upper confidence limit of KST1 convergence could not be achieved .. 

The changes in the estimates from case Ato case B (Figure 6) 
are not significant if you take the confidence intervals from case A 
into consideration, and the ordering of estimated conductivities and 
of estimated recharge remains the sarne. 

The parameter uncenainties are reduced somewhat by also 
using information about the efflux from the catchment to calibrate 
the modeL However, the uncenainties of estimated rechalge and con
fining !ayer conductivity (and other parameters) are still Iárge. 
This indicates that even though the calibrated model fits the over
all flux within the_¡;atchment, the prediction of local flu~ is 
u~-~llaJn. 

In case C we increased the number of measured stream flow 
gains from one to three in the calibration record. The stream flow 
gains are: Gjel baek with tributaries upstream of gauging station 6 
(Figure 2b); Gjern aa with tributarios upstream of station 401; and 
Gjern ~ with tributarles downstrearn of stations 6 and 401 (the gains 
were calculated from the measured strearn flows at stations 1, 6, and 
401). 

The calculations converged for the parameter estimation as well 
as for the calculations of confidence limits. It did not change the esti
mates significantly, whereas the uncertainty of severa! of the param
eters~~!!reduce9 .. J'his is also the case for the confming layercon
ductivity, KV, and for the estimated recharge rates, RCH1 and 
RCH2• The two estimated recharge rates are each within the 
expected ranges and they are significantly different: the rate to the 
loweraquifer, RCH 1, is 289 mm/y; and the rate through till to the 
upper aquifer, RCH2• is 99 mm/y (3 X 1 D-9 mis) whid• is not sig-



• 

. nificantly difTercnt from the e_stimatcd conductivity of the confin- baek could be estimatcd. l11c total numbcrof paramcters estimatcd 
· ing till !ayer ( 1.7 X IO:'tñlf~)'."The. u~ccn.a(!ltY of sorne of the esti- .. in ci!.~J) thus incrcascd to:l4. i.e.~ the log10 valuc.'i of K1-K8, Tu~ KV. 

matcd ·hydraulic conJuCtivtiie..-;~·is .al so rcduccd .s!gnificantly. K~.:ári-d KST:!,. and .thc. untransformcq values ·ar RCH t· ~nd ··:· · 
-' Increasing·the·number.ofmcit,ured itream Jlow·gai~s thus,mproves •- _;·.RGJ-12: Anal y ses <>f-rcsidualunil-lil:dibaads showi:d lliauhis paC,~ ,:-; 

the model's ability toca !tu late the local !luxes. - -metérization produces a.better litto.the data than the initial one.lñe ;.: 
In case D the number of stream tlow gains uséd to calibrnte the estimates and their ordering are not significantly different from thc " 

model was increased to 18; i.e., we u sed the measured gains previous cases (Figure 6), but the width of most eonfi~""ce i~te_ryals 
between al! the gauging stations (Figure 2b) except at station 4 I I is considernbly reduced. However, thé.i-echarge to the lower aquifer, 
where the basetlow <1 Us. Initially we estimated the same 12 RCH 1, is still uncenain with a confidence interval ranging from 139 
parnmeters as in the previous cases. Al! calculations of estimates and mm/y to 292 mm/y. We therefore believe that even though the 
confidence limits converged. However, the estimated recharge to uncenainties of the local !luxes are reduced as compared to the pre-
the lower aquifer decreased by more than 100 mm/y compared to vious model calculations, they may still be significanL_.. 
case C, and the calibrnted model still had problems with reproducing 
the measured flow in two minor tributaries:• at gauging station 001 
the calculated flow was 5 Us against a measured flow of 16 Us; and 
at station 301 the calculated flow was 13 Us against a measured 
value of 8 Us. Analyscs of the results_sh9wed that during the 
regression the recharge was forced down to an unexpected low leve! 
to compensate for problems with matching the measured low flow 
at station 30I (EIIerup baek). This low flow could be reproduced 
only if the stream bed conductance upstream of station 301 was 
lower than for the rest of the stream system. Final! y, the relatively 
high flow measured at station 001 could not be reproduced by the 
initial zonation of loyver aquifer conductivities. '-

Additional drilling to the 1.5 m depth in the bottom of Ellerup 
baek revealed that the stream bed consists of grnvel deposits at the 
gauging station (301), but 200m upstream it"is low-permeable peal, 
and 400 m upstream it is ti! l. This indicated that the stream bed in 
the upper part of this tributary is indeed low-permeable. Further, a 
re-evaluation of our geological profiles between stream gauging sta
tions 1 and 2 indicated that the lower aquifer could be missing or 
at least be very thin south of this part of Gjem aa. If this observa
tion was implemented in the model, we expect it would increase the 
seepage of ground water upstrean¡ of station 001. 

· Al this stage, we decided to modify the parnmeterization of the 
model so that a separate hydraulic conductivity for zone 8 (Figure 5) 
anda separate stream bed conductivity for the upperpart of Ellerup 
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Figure 7. Observed and predicted (case A-D) stream Dow gains. In 
sorne cases the confidence limits can barely be distinguished from 
the prediction limits • 

Prediction of Stream Flow Gains 1 
Each of the calib~ated models (A-D) were used to predict the 

19 stream flow gains between the gauging stations. The limits of tht 
confidence intervals for the predictions were calculated in th~ 
same way as for the parameter intervals, i.e., by using Equation ¡ 
as the constraint. The limits of the comesponding prediction inte1: 
vals were calculated similarly by using the constraint 

(n-p) S(fl)-S(b)+e;!v, 2 
p S(b) sd,_a 

instead of Equation 2. In Equation 4,"" is the error of the measun. 
flow, v, is the variance of ek, and, for individual intervals, d21...,, 

the previously mentioned statistic eorrected for intrinsic nonlinearil 
The predicted flows and their 95% individual. confidence a· 

prediction intervals are shown in Figure 7. As for the parnmeter m~ 
vals, in case A and B, and also in a few cases for case C and D, KS: 
had to be manually adjusted to make the calculations of the inb 
vallimits converge. The comesponding intervals may therefore 
too small. 1 

In case A, all the measured flows fall within the prediction in¡, 
vals of the predicted flows. The prediction intervals as well as; 
confidence intervals are very wide, again a consequence of the ~~ 
uncenainty related to the estimated recharge and eonfining !ayer e¡ 
ductivity. E ven though severa! of the upper intervallimits fall¡ 
si de the range of Figure 7, they are finite and their calculations q 
verge and fulfill \!J.e a~qve constraints. . 1 

In case B, one me:isured flow gain (301) is ouÍside the cq 
sponding 95% P!"diction interval. However, it ¡, expected 1 

one out of 19 mea5urements will fall outside this i.::erval. Fig~ 
also shows that the use of the overall effiux to calibrate the m, 
narrows the confidence intervals significantly, but s~veral of 1 
are still very wide. 

In case C, two measurements (30 1 and 001) fall outside th~ 
responding 95% prediction intervals. 1his is not unlikely as.the \ 
ability that more than one of 19 measurements will fall outsi1 
95% prediction interval is 24% (test in the binomial distribu; 
Figure 7 shows that adding the three stream flow gains to thl 
ibration record narrows severa! of the confidence intervals. 1 

In case D, with 14 estimated parnmeters, all measured gai; 
within the prediction intervals. The eonfidence intervals are. ruu¡ 
than in the previous cases, but in severa! cases the uncenainty l 
significant for the stream eourses with high measw-ed gains (~ 
5, 3, and 1) the uncenainty ofthe predicted gain (measured 
relative difference between the coiifidence inteJ:Yal Hmit ·~<!..!( 
dicted.vl!l_ue) is in the range from ±10% to ±25%, whereas the' 
••. -. - · ....... -. ··t 



upstream zonc transmissivity (Tu).changcs with dimcnsid'nlcss 
pumping time. The Td sens~tivity incrc'ascs to a maximum and 
then gradually deCre_aSC; Wi't-t1 ti~e. but ·Tu sensitivity increases 
with time during the-wbóle pllmping pcripd. Thc Tu sensitivity is 

., ... " ... ·: .geneta!ly •. much >larger· than- .T,.osensilivity .e~cept ·at··the ·very 
··beginning ofpumping when the.aquifer.near the upstream zonc . 

is not yet disturbed. 

• 

Comparison of Figures 2a with 2b shows that the difference 
between S, and S. is general! y much smaller than that between 
Td and Tu. As time increases, the former decreases significantly 
and the latter increases. In terms of storativity, the influence of 
the upstream and downstream zones on the drawdo'\'n in the 
observation well is of the same order of magnitude, but, in terms 
of transmissivity, the influence of the upstream zone is much 
more significan!. This indicates that transmissivity has the char
acteristics of one-way coordinates and storativity has the char
acteristics of two-way coordinates. These characteristics beco me 
more obvious as pumping continues. 

The different magnitudes of the sensitivity values shown in 
Figure 2 have important implication in parameter estimation. It 
is much easier to estímate transmissivity of the zone than stora
tivity because transmissivity sensitivity is much larger than 
storativity sensitivity; it is much easier to estímate the upstream 
transntissivity of the zone than to estimate the downstream 
transmissivity because T. is much larger than T,. When the 
sensitivity of zone storativity approaches a constant as shown in 
Figure 2a, essentially no information can be gained about the 
storage properties of the zone from the drawdown data. The 
same is true for the transmissivity ofthe downstream zone. More 
detailed discussion about these general sensitivity features of 
anomalous zones can be found in Butler and McEiwee (1990), 
Butler and Liu (1993), and Jiao (1993) . 

• o 

... 
.f .()2 

).u 
0 
: .(),-4 

• • 
~ -os 

g .()6 

··' 
•• 

~ ·10 

~~ 
" , ... 
i~ ¡ . '"' D 

'• 
'•, 

" 

t--~.-~ .... 
'•, 

·· .. 

(a) 

.......... 

"" 

(b) 

', 

·>0+-----~-----~-~-------~ 
" "" 

Fíg. 2. Change of normalized sensitivities of dimensionless draw
downs [(2( ,.¡"' T' s)/(q ll.x)] lo (a) storativity and (b) transmissivity of 
downstream and upstream zones with dimensionless time 
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Fig. 3. Schematic representation of two-zone aquirer in a radlally 
symmetric system. 

Characteristics of Aquifer Parameters in Radially 
One-Dimensiona1 F1ow Fie1d 

Considera radially symmetric aquifer of two zones. The 
aquifer configuration, well locations, pumping rate, and 
parameters are shown in Figure 3. The aquifer is assumed to be 
confined and extended lo infinity. 

Figure 4 shows how the normalized sensitivities of dimen~ 
sionlessdrawdown[(4lTT,s)/Q] toS, and T, change with dimen~ 
sionless time (T, tf s, 12

), where 1 is the radius of inner zone. The 
general sensitivity features shown in Figure 4 have been dis
cussed in detail (Jiao, 1993). What is of interest here is the 
different characteristics between transmissivity and storativity, 
Figure 4a shows that the maximum storativity sensitivity for the 
well at 17.8 mis about 17% ofthat at 4.2 m. However, Figu' 
shows that the maximum transmissivity sensitivity at 17.8 . dl. 
only about 3% of that at 4.2 m. This indicates that an upstrelm\ 
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Fig. 4. Change o( normalized sensitivities oC dimensionleu draw· 
downs [(4rrTJS)/Q] in inner and outer zones to (a) storatlrity, and 
(b) transmissivity of inner zone with dimensionless time (T:zt/S21:z). 
(T1 = 600 m2/d, S,= J X JO"', T, = 900 m2/d, S,= 2 X JO"') • 



estimate downst-rcam transmJSSJvlty. Storativity rcllcctS thc 
aquifcr's ability. to rcleas~-~~t~r; it. has. the characteristics o( 
.two-way coordinates . .Jt:depcndS_-.on both. thc .. upstream and 

, ,. ·.downstrc~m .porlioQs of.the ¡Q;tiq-o whcrc 1t is '-'sampled'.' and 
·•can ··be,·estnnated"by ·drawdowns :both ·.upstream and down
·stream .. The estimatc of_ S1. from thc draw.down in Zone 2 is 
erroneous because, in.the radial flow model, the sensitivity of .. 
drawdown in Zon·e 2 to storativity is very small due to the 
distance from 02 to-zone l. However, the reason for the er
roneously estimated T, by drawdown in Zone 2 seems deeply 
rooted in the characteristics of the parameter. Transmissivity 
reflects the aquifer's ability to transmit water; it has the property 
of one-way coordinates. Information on transmissivity can be 
transferred mainly from upstream to downstream. The informa-
ti en on the transmissivity of the downstream portian of an 
aquifer cannot be well reflected by the drawdown in the 
upstream portion aquifer. 

This example also shows that parameters estimated from an 
observation well very near the pumping wel!_E~n_~~Jlresent_!he 
flow properties of both the aquifer portion near the pumping 
welf and the portiOniíi(iie<ilSiañce:-Parameii:iseiiímaied -fr-;,m 
an observation well al distance ~ill, however, represen! mainly 
the..J!9F. pr_oper:ty_:of the aquifer between the location of the 
observation well and the distan! portion of the aquifer which is 
iñfliieneed by the. pumping. Similar conclusions were also 
reacheif by Butler and Liu ( 1993). 

Summary and Discussion 
The different characteristics of transmissivity and storativ

ity under constan t-rate pumping conditions ha ve been examined 
and the influence of these characteristics on parameter estima
tion investigated using a hypothetical example. The results show 
that transmissivity has the characterislL~.()f one.:_~;"ay..;;Qllrdi
nates and storativity has the characteristics of two-way coordi-

r-nates. iñfO-iffiiiiOfl·o-n .. ifailslnissiVTtiiS-tliñ.SfC:rred mainly from l 
\ upstream to downstream. More specific conclusions can be pre- 1 

"·sented as: (1) Sensitivity behavior of storativity is significantly -
influenced by loe~! flow properties, butthat of transmissivity is 
controlled mainly by the general flow properties of the flow field; 
(2) Drawdown in an observation well is more sensitive lo the 
storativity of a downstream zone than that of an upstream zone, 
but the difference is not significan!; (3) Drawdown in an observa
tion well is more sensitive to t:.i:: trausmissivity of an upstream 
zone than that of a downstream zone and the difference is very 
significant. The sensitivity of drawdown lo transmissivity of a 
downstream zone is characterized by a small positive value over a 
limited time period. 

The above conclusions have implications in pumping-test 
design and parameter estimation in nonuniform aquifers. In 
order to estimate the parameters of a zone and the background 
aqüifef.an observaÍion well should be locaied downstreain' b'ut 

-heart6'íhe zon'e~. It should not be placed upstream ifthe parame
teis downstream are to be estimated. An upstream well can 
produce information of storativity of both upstream and down
stream, but it cannot produce much information about the 
transmissivity downstream. Because of the different character
istics between transmissivity and storativity of a nonuniform 
aquifer, a well may provide adequate information for storativity 
estimation, but may not provide adequate information for 
transmissivity estimation. The aguifer area represented by esti
mated storativity may be different from that represented by 

cstimated _t.ransl)'lissivi~y-~x_~n .. ~hen J>.o~~- are- estimatcd from the 
same <lata .. E5íimated storativity may rcncét the reatures oc' the 

.. a(ju;'re~~.nstrcam more than that ofthe aquifer upstream;. l_>ut 
. , thci~at~ transmissivity ~ay~rtpresent.mainly the íeatu~s of 
t~~~Ú'~r upsw:am. 

~ In this.paper, examples are limited to confined aquifers, but 
the general conclusions may be true for unconfined aquifers with 
thickness significan ti y larger than drawdown. The discussion on 
the characteristics of aquifer parameters is based on constant
rate pumping conditions in one-dimensional flow systems. The 
characteristics of aquifer parametcrs under more general condi
tions, such as regional two-dimensional flow fields, may be 
different and is a tapie for further investigation. · 
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·.Hermosillo; .. Mexico: A.: Numérica] :Analysis · 

of Water Management Proposals 

by Robert W. Andrews• 

ABSTRACT 
As a result of anthropogenic discharges of ground 

·•1tcr far exceeding natural recharge, the Costa de 
llcrmosillo aquifer is bcing activcly intruded by salt water. 
8ccause this aquifer is utiJized as the sole source of 
rrigation water for one of Mexico's principal agricultural 
districts, the application of any future management schemc 

.lo control this intrusion must be closely evaluated prior to 
,mplemcntation. A hydrologic and water qualiry simulation 
modcl is applicd to thc Costa de Hcrmosillo aquifcr to 

'mcss the areal and temporal variations in head, velocity, 
and conccntration as a rcsult of changes in the prescnt 
discharge distribution. The known hydrologic conditions 
are reproduced as a means of calíbrating the model. Only 

· qualitative statemcn ts on the future behavior of thc aquifcr 
:uc possiblc duc to thc unccrtainty of thc magnitudc of 
! n.rious aquifer paramcters and initial conditions. Thc modcl 
:rmploycd in this study is found to be a uscful tcchniquc 
: for thc analysis of thc cffccts of thc proposcd pumping 
: W'CSSeS. 

i INTRODUCTION 
! Salt-water intrusion into coastal aquifers has 
, bcen the focus of a considerable research effort. 
, The interest in and study of this proble~ has been 
. necessitated by the increased demands placed on 
. subsurface-water supplies in large metropolitan áreas 
'and irrigation projects which border many of the 
; coastal regions around the world. If the water 

1 
resources within these coastal areas are to be 

: adequately managed, it is necessary to be able to 

,------------------------¡ 3 Departmcnt of Geology and Gcophysics, Univcrsity 
! of Connecticut, Storrs, Connecticut 06268 (currcntly with ¡ INTERA Environmental Consultants, lnc., 11999 Katy 
, Frccway, Houston, Texas 77079). 

Discussion opcn until May 1, 1982. 

predict the salinity changes to be expected within 
the aquifer given any proposed discharge scheme. 
Reviews of salt-water intrusion occurrences and 
the effectiveness of current conrrol efforts are 
given by Newport (197 5) and Kashef (1977). 

Means of quantifying salt-water intrusion have 
been undertaken by numerous researchers. Early 
studies generally assumed that a discrete interface 
separated the two immiscible fluids. Analytical 
expressions of this interface, such as the Ghyben
Herzbcrg relationship, were utilized to define the 
position ofthis boundary. Bear (1979) summarizes 
the existing analytical methods used to ;tssess 
steady state and transient sharp interface locations 
within the vertical plane. Subsequent investigators, 
however, have descr\bed the existen ce of a 
dispersion zone in which the salt water mixes with 
fresh water. A steady-state solution of the 
concentration distribution in the vertical plane 
inr-:>rporating the effects of dispersion is discussed 
uy Henry (1960). . ·::,. 

Severa! numerical solution schemes have been 
aE>lied to the evaluation of salt transport in coastal 
aquifers. The models generated for application to 
salt-water intrusion may be dassified according to 
whether a sharp or dispersed interface is assumed, 
an areal or vertical cross-sectional plane through 
the aquifer is considered, transient or steady-state 
equations are used to describe the fluid flow and 
mass transpon, and finite elements,or finite 
differences are employed in the spatial 
discretizations. 

Numerical approximations of dispersed 
intrusion zones have most commonly been 
conducted within the vertical plane. Using the 
method of characteristics, Pinder and Cooper 
(1970) solved for the transient position of the 

,. 



. csalt-water front,.including the effects· of dispersion. . discharge are as have on the areal salt distriburion 
... ,, ... ·.;, :·. Lee and.Cheng (197_4Le¡nployed the.finite element. , ,, whicb must.be considered . 
. ,.,. .. ; :. >. ... :;.,·method·to eva!ua_tejhe.~ready,state chloride . . . •··• ~~efore, a.need.exists·for·a·modí+which · ·· . 
.. , :,:. ·;_:, dis_tribu tion,in-,coastabiquiferLTrapsient-.simulations· ..... _,_Q'jib6.ttilized,to.solve.theo:ar.eal ::flow . ..and on::tll5jllu.r -· ~:: ---. · 

: .. o: , .of. the;disper.Sian·.zone;USin&.tbe;finite.él.emen t.. . . :,; , ;;:JCt¡Uations,-if11101'der,,to:Bssess:areabaft::intrusion~n tu .. ' 
.. ·, -;m~thod are presented·by Segol and'Pinder (1976) •• , . ., . coastal.a~:~uifers subject to ground-water wirhdrawJh. 

,, 

. A considerable amount of work has been ·lt is this type of model which is developed in thr 
undertaken recently to evaluare the areal intrusion present investig'ation and applied to simula te thc 
of salt water. Withóut exception, the techniques salt-water intrusion within the Costa de Hermosillu 
employed have assumed the dispersive effects to aquifer in Sonora, Mexico. While perhaps not 
be negligible. VandenBerg ( 1974) approximated the suitable for all field are as and more pronc to 
positiori of the interface by displacing a set of numerical instabilities, it is felt that such a mo.ld 
traveling points located on the interface. Several can be of use in the study of areal intrusion whrn 
investigators have determined the sharp interface the dispersion zone cannot be ignored. 
position within the areal plane by solving the 
vertically integrated areal flow equations in both 
the fresh-water and salt-water regions, using the 
constraint that the fluid pressures across the 
interface are equal. This has been accomplished 
using finite differences (Bonnet and Sauty, 1975; 
Mercer et al., 1980) and finite elements ()>inder 
and Page, 1977; Sa da Costa and Wilson, l 979). 

· The justification each of the above 
researchers employ for the assumption of a sharp 
interface is that the transition zone between the 
fresh water and salt water is narrow in ¡:omparison 
to the extent of the ground-water system. Although 
this assumption certainly eases the numerical 
difficulties inheren t in solving the mass transpon 
equation and is indeed appropriate for many field 
occurrences of salt-water intrusion; it does not 
hold in all cases. lf the dispersion zone is extensive, 
as it is in the case of the Biscayne aquifer of 
southeastern Florida (Kohout, 1964), then it is 
necessary to take into account the dispersion 
process in the analysis of salt-water intrusion. 
· Nume~nm cedes have the ·capability of 

solving the areal flow and transport equations, 
incorporating the effects of dispersion, for 

·eval•Jating salt-water intrusion (including, but not 

RELEVANT EQUATlONS/SÓLUTION ROUTINE 
As the development of the appropriatc parriJI 

differential equation~ describing unconfined 
ground-water flow_and the transpon of conscr\'alirr 
chemical species in porous media have been rrpnrrr.l 
thoroughly in the lit~rature (see Bear, 1979; 1\nni~m• 
and Grove, 1977; among others), their gcncr~tinn 
will not be reitera red. The relevant equations for 
areal flow of ground water and mass transporr are 
respectively 

and 

ah aija 
Sy- +--+W= O ar · ax ( 1) 

a ac _ ac a (eCl 
- [9Da¡¡Hh)-]- q0 --2(h)--=U 
axo ax¡¡ aXa ar 

..... m 
where 

h 

specific yield, dimensionless; 

hydraulic head, m; 

specific discharge through the entire saturaH·ol 
thicknesspf the aquifer, m'/s; 

limited ro, Segol et al., 1975; INTERCOMP, 1976; W rate of recharge or discharge, m/s; 
,( 

andXonikow and Bredehoeft,1978). An examina, .. .! 9 -
eo porosity, dimensionless; 

tion of the literature to date reveals, however, that · 
none of these solution routines have been utilized 
for the specific problem of assessing areal salt 
transpon in coastal aquifers subject to ground-water 
pumpage. As discussed above, only flow and 
transpon in the vertical' plan e adjacent to coasts 
have been simulated. This is unforrunate in light 
of the fact that in most occurrences of salt-water 
intrusion it is the areal extent of intrusion which 
is of greatest interest to the planner charged with 
protecting the ground-water resource. lt is the areal 
distribution of wells and the influence these 

D0 ¡¡ macroscopic hydrodynamic dispcrsion 
coefficient, m2 /s; 

2 (h) satura red thickness of the aquifer, m; 

e concentration of conservative ion, mg/1; 

a,¡J índices describing spatial directions. 

It should be noted that the above form of thc mm 
transpon equation assumes the concentrationof 
the source/sink fluid is the same as the average 
concemration of the fluid within the aquifer arrhc 



·· .. • '• n:charge/discharge point.' If_~is wer~ not the case · a N¡ a N· 
·'1<-S,· ihen.a-sourcnerrn would_:betreguired in the · · ... ·b;¡. "'JJKa~2 (h) -. ·-

1 
dA (Sb) 

.: .. ;,•;;:;Jormu1ation;'.In: the. present:stil:·lly >the specific yield . -/~=~~-:. . . ~ aXa axp . . 

·"':·t<2nd;por.osi.tyJ~re.asrumeaw.be:-c:qniV:dem: ·· · · : . ~- · .. · .~1;' i:i:cS.JJWNJ'dA·+·~JI;Ir(.h}-ah :dS . (5 
: · :: ••· · ': Thc .. decoiiJ?led forrir ohhdlow:and'transporJ · · · · . . .•. ..an . : · e) 

· · cquatioñs is utilized in this study. This is a conse- . and 
quence of the fact that a11 para~rs are ayeragc¡;l 
over the vertical dimensl2!!¿nd the Dupujt m¡j = JJ92(h) N¡Nj dA (6a) 
approxsmauon is assumed to be app!ic~ble. This aN¡ aN· aN· 
illows the utilization of the hydraulic head form of n¡j = ff [9Da~ 2(h) -· · - 1 + qaNi - 1 

) dA 
lhe flow e qua tion rather than the fluid pressure aXa axp axp 

(6b) 

lorm. Density dependent flows due to concentra
rion gradients, which are important in many 
simulations conducted in the vertical plane, are not 
significant when considering areal transport. 

The specific discharge vector is related to the 
llydraulic head by the Dupuit approximation of 
Darcy's law 

- ah 
qa = e va 2 (h) =- Kap 2 (h) -

. . . axp 
(3) 

..bere va is the seepage velocity (m/s), and Kap is 
lhe hydraulic conductivity tensor (m/s). 

Assuming the molecular diffusion is negligible, 
lhe macroscopic dispersion tensor for isotropic 
porous media may be represented 

Dap = aT 1 V 16ap + (aL - aT) Vavp/ 1 V 1 

where 1 v 1 =(va'+ vp') 11, the average seepage 
n:locity; 6ap is the Kronecker delta; and 

(4) 

'L and aT are the longitudinal and transverse dis
persivities (m), respectively (Bear, 1979, p. 234). 

The numerical method chosen to genera te 
approximating equations to the ground-water flow 
md mass trampc-rt ~q,Mions is that of the Galerkin 
weighted-residual finite element technique. Because 
detailed descriptions of this method and its 
application to the above equations are available in· 
numcrous manuscripts (see Connor and Brebbia, 
1976; Pinder and Gray, 1977; Grove, 1977), only 
lhe final matrix equations are prcscnted below. The 
systems of eq~ations to be solved are 

[A){~~~+ [BJ{hl={Fl (5) 

md 

a e 
(M] t at l + [N) { C l = t R l (6) 

where the components in the coefficient matrices 
are 

(S a) 

a e 
r¡ = JN¡9Dap 2(h)- dS 

· an 

where N¡ and Nj are the coordina te or basis 
functions. The surface integrals of equations 

(6c) 

(Se) and (6c) result from application of Green 's 
theorem to the terms containing sccond ordcr 
derivatives. They corrcspond to spccified fluid flow 
and mass flux, respectively, across the aquifer 
boundaries. These integrals need be evaluated only 
if Neumann boundary conditions are specified . 
After application of the boundary conditions and 
incorporation of an implicit finite differcnce 
approximation for the temporal derivative, the 
resultant linear systems of equations are solved by 
a Gausslan elimination routine. 

NUMERICAL INSTABILlTIES 
Numerical solutions of the convective

dispersive equation commonly exhibit instabilities. 
These instabilities are characterized by either 
oscillations in the conccntration distribution as a 
sharp fron t is approached or numerical dispcrsion 
which tends to smear the concentration front. The 
difficulties are intensified when convective transpon 
domina tes over dispersive transport. Additionally, 
when a discrete model is utilized to approximate 
any transpon system, the vclocity distribution wjJl . 
not be continuous. In finite clement discretizations 

. this results from the fact that velocities are 
gcnerated for each clement separately, causing 
intcrelemcnt values at the same node to be 
nonuniform. : .. 

Numerical instabilitie~ were not foreign to the 
present investigation, particularly oscillations in the 
vicinity of the front, and various techniques were · 
employed to minimize these difficulties. These 
methods are summarized below. This discussion by 
no means covers a11 possible means suggested to 
reduce numerical errors, as a considerable volume 
of research has been conducted in this field, but it 
does seek to enumerate those utilized at one time 
or another dur_ing the present study. 

,·:.,. 
·:·. 
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Severa! techniques have been suggested.to · . evaluares the integrals at the nodes themselvcs 
,_., ..• :.",·minimize discontinuous.-velocities. Segol et al.: . ·. resulti~g in the diagonal.time.matrix. Su eh a 

.•.· ,· ,_. ·. f-'(197.5) solved. the flow .. equation for-the arca! .. . .:.diag.~ation procedure when applied to linm 
_. ,._,;;.components·of.the.:V.elócity-vÚtm:.:simultaneous!J .. : . .::•::.clcmcn·m~ea:silyjní:.og)OtaU:d.into-:the:cornpurcr 

-"'' •.. _,_. ''""witlwheJ¡ad;'1llthough:a~the-.ex-pense:nfina-.eased:.: ._,_,_._,cod'i:-:by.-replacingthe;c-onsistem:-time·matrixmrh 
• ... :computational storage requirements and costs. · · .. - ·. · a lumped matrix, where .the coefficients of the 

Utilizing the equivalence between the discontinuous lumped matrix are evaluated by placing the sum 
velocities generated in flow problems and discon- of the columns of the consisten! matrix along thc 

· tinuous stresses common in clasticity problems, diagonal and setting al! off-diagonal terms to zcro. 
local or globallea.St squares smoothing routines Discussions of this method may be found in 
similar to those used by Hin ton and Campbell Hin ton et al. (1976) and Neuman and Narasimhan 
(1974) or Hin ton et al. (197 5) al so may be employed (1977). In arder to obtain stable results in the 
to reduce these errors. Although these methods simulation of salt transport in the Costa de 
were applied to the present simulation, they did Hermosillo aquifer, the time matri" had to be 
not reduce the numerical oscillations present in diagonalized. This technique effectively 
the solution. eliminated the undershoot problem (large negativc 

Varied efforts have been proposed to reduce concentrations adjacent to the coast) which exisrt·J 
the effects of numerical oscillations and dispersion when the consisten! time matrix was employed. 
generated in simulating the transport equation. It Although application of lumped time matrices 
is apparent that any reduction in mesh size (whether to the finite element solution of the transpon 
spatial or temporal) should improve the solution, equation have been successfully performed by 
although the increased costs of such alterations Gureghian et al. (1980) and Y eh and Ward (19RI), 
often prohibir as fine a discretization as is necessary sorne controversy exists surrounding the utilizar ion 
(or desirable) for the problem at hand. Severa! of this method. Severa! authors have suggested 
methods are based on improved approximations of (Gresho et al., 1978; Huyakorn and Nilkuha, 1979) 
the temporal derivative such as using ~n arbitrary that lumping the mass matrix actually degrades 
time increment or higher order finite difference the accuracy of the numerical method by gencr:uing 
approximations. Once again, these did not dampen excessive numerical dispersion. In order to asccnain 
the oscillations observed in the present study. whether the concerns expressed by the above 

A technique which effectively reduces the researchers would be detrimental in the curren! 
oscillations generated when simulating convective simulation, several'one-dimensional transpon 
dominant transport is to employ upwind weighting simulations were conducted. Using similar Courant 
functions in the weighted residual formulation (v 6t/6x) and Peclet numbers (v 6x/D) as emplorcJ 
(Heinrich et al., 1977). This technique has its roots in the field problem (approximately 0.03 and 20, 
in the backward (upwind or upstream) difference respectively), it was found that the only way to 
approximations of the convective terms utilized in successfully eliminare the large oscillations down· 
finite diff=rence approximations (Spalding, 1972). gradient from the intruding front was to lump thc 
Recent exrensions of the original steady-state time matrix (Andrews, 1979). Although a slight 
upwind weighting scheme to transient problems increase innumerical dispersion·was observed whcn 
have been discussed by Huyakorn and Nilkuha using the lumped time matrix, this increase was 
(1979), Gureghian et al. (1980), and Y eh and Ward determined to be acceptable given the goal to 
(1981). Although this method appears to offer climinate the oscillations. 
sorne advantages over conventional Galerkin In summary, a considerable amount of 
weighting functions for convective dominant controversy exists as to the effectiveness of 
transport simulations, it was found to be ineffective upwind weighting functions and/or diagonalization 
in eliminating the oscillations which were prevalen! of the time matrix as means to reduce numerical 
in the current application. instabilities inherent in solving convective dominan! 

In an attempt to eliminare numerical oscilla· mass transport using the finite element method. lt 
tions contributed by the temporal derivative, severa! appears that both methods introduce sorne 
investigators have suggested the diagonalization of numerical dispersion into the solution while 
the time matrix in the finite element approximation decreasing the oscillations. The evidence for or 
([M) in equation 6). lnstead of integrating the against i:ach method is not compelling enough 
consistent time matrix by Gaussian quadrarure at this point to warrant complete acceptance or 
yielding a symmetric banded matrix, this approach rejection of either solution scheme. More work · 

•• 
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Fig. 1. Location anc:f physiography of ·~he ~~(Jita de Hermosillo, Sonora. Elevations in meten above mean sealevel. ContoUr' 
inte,.;al is 50 meteri. · 

is needed to delinea te when the application of each 
method is the most beneficia!. lt is not the purposc 
of this paper to offer a definitive comparison 
between the two methods. Suffice it to say that 
both were employed in the present study, and 
although diagonalization of the time matrix was 
necessary to elimina te the large oscillations in the 
chloride distribution observed in the present problem 
(manifesting itself with large negative concentrations 
adjacent to the coast), both should be investigated 
for subsequent applications. ' 

FIELD AREA 
The area chosen for this study on the use of 

numerical modeling to analyze· various management 
proposals applied toa coastal aquifer is the Costa . 
de Hermosillo irrigation district (Figure 1 ). The 
district lies adjacent to the Gulf of California in the 
S tate of Sonora, Mexico. The en tire district 
comprises an area of approximately 7 500 square 
kilometers of which about 1200 square kilometers 
are presently being cultivated. 

The geology of the Hcrmosillo area consists of 



. '· ., .... Late Mesozoic fine-grained clastics·añd interbedded ·. 
·.·: · · volcanics cut by. Ear)y.Tertiary .granitic to grano- . 

. . , ... :·: ... "o.dioritic intl')lsives,and overlain·by. rhyoliti: flows, 
;·.; ;:;_pyroclastics;.and;ignin\briteLThis~'basement . 

.. : .··::..:compl exjsJilañke.redJJy.-.a.,thkk.:sequence of 
interl:>edded silts; sands, and gravels rariging in age • 
from Miocene to Recent which were generally 
deposited as coalescing alluvial fans along numerous 

·\ northwest-sÓutheast-tiending normal faults. It is 
this deposit of granular material which constitutes 
the unconfined Hermosillo aquifer. Underlying the 
coarser material, at depths ranging from 150 to 
300m, is a thick marine clay Oimenez, 1965) 
which is assumed to behave as an aquiclude. 

Considering the paucity of rainfall (averaging 
20 cm per year), and the lack of adequate surface
water supplies in the Costa de Hermosillo, it has 
been necessary to rely exclusively on the availilbility 
of ground water for the extensive irrigation needs 
of the district. The total discharge from the aquifer 
increased steadily following the emplacement of the 
first wells in 1945, and for the past 25 years has 
varied between 760 X 106 and 1140 X 106 m3/yr 
from about 484 production wells. 

Annual recharge to the Hermosillo aquifer is 
estimated to range from 250 X 106 to 350,X 106 m' 
(Matlock et al., 1966). This recharge is divided 
about evenly between precipitation, irrigation return 
flows, and underflows from the Ríos Sonora and 
Bacavachi. This is based on the assumption that 
approximately 10% of the applied water from 
irrigation and rainfall recharges the aquifer, the 
rest being lost to evaporation and transpiration. 
Recharge is incorporated in the present model by 
applying the annual contribution due to areal 
precipitation and irrigation return flows to 
appr.opriate i11te!io• nodes while specifying a 
constant recharge at boundary nades adjacent to 
the Rios Sonora and Bacavachi. 

The excess withdrawals over recharge have 
created overdrafts from the Hermosillo aquifer 
ranging from 450 X 10" to 900 X 10' m'lyr since 
1954. As a result, water-table declines of up to 
40 m were generated in interior regions of the . 
disrrict by 1973 (Cummings, 1974). Observed 
piezometric surfaces during the early phases of 
ground-water development (1954) and after 16 years 
of in tense discharge (1970) are illustrated in 
Figures 2 and 3, respective! y. 

By lowering the piezometric surface below 

[

sea leve!, ti), e natural hydraulic gradient ~ \ 
the coast has been reversed m the Hermos!llo area . .J . 
Tbts reversa! has enhanced the landward migration 
of salt, as is seen in the temporal variation of the 

10 20 ... 
Fig. 2. Observad 1954 potentiometric surface. Elevations 
in meten abova mean sea level. 

, .. / 

10 20 

'" 
Fig. 3. Observad 1970 potentiometric surface. Elevations 
In meten abova mean sealavel. 
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Fig. 4. Total dissolved solids for the years 1970 through 
1973. Areas with greater than 525 mg/1 total dissolved 
solids are depicted. 

total dissolved solids from 1970 to 197 3 (Figure 4 ). 
lt is generally believed that the two major intrusion 
tones within the aquifcr rcprcsent buricd alluvial 
channcls which actas conduits for thc intruding 
salt water (Domcnico et al., 1974). Although no 
wells exist within 10 kilomctcrs of thc coast, 
total dissolved solids conccntrations in exccss of 
1200 mgll and chloridc concentrations grcater 
dian 400 mgll have bccn obscrvcd in severa! wells 
within the majar intrusion zones. Thcsc wclls fully 
pe¡¡etratc thc aquifcr and are wcll mixed, thus 
giving an average conccntration at the point- of 
cxtraction. The background chloride concentrati~n 
in this arca is about 20 mgll. 

Prior to applying the numcrical procedurc 
discussed above to the Costa de Hcrmosillo aquife~ 
it is necessary to first define the relevant aquifer 
properties as well as thc initial and boundary . 
conditions. Based on a number of studies conducted 
by the Secretaria de Recursos Hidraulicos (SRH) 
and others, a considerable amount is known about 
die naturc and extent of the Hermosillo aquifer. 
The initial saturatcd thickness of thc aquifer 
averages approximately 150 m. Based on aquifcr 
tests performed by the SRH, the transmissivity 
was found to vary between 0.05 and 0.12 m2/s 
(Cruickshank and Chavez-Guillcn, 1969). In the 

present study the initial (pre-pumping) trans-
.. - .:.missivity.was._assumed to be 0.1 m2/s within the 

-- by the 

:.·. to:the·finer-gráined sediments in the coastal zones. 
·The ·aquifer was assumed to be isotropic. Specific 
. yield values ranging from 0.08 (Cruickshank and 
Chavez-Guillcn, 1969) to 0.1 (Matlock et al., 
1966) to 0.15 (Domenico et al., 1974) have been 
proposed for the Hermosillo aquifer. In the present 
study the specific yield and porosity werc assumed 
to be equivalent and equal to 0.15, except in the 
major intrusion zones whcrc they were reduceq to \ 

1 
• :--

[

0.06 in order to succcssfully r~capitnlarc.tb~ .) ea' , 
obscrved chlorid_e distributions. Longitudinal and ' 
tiansverse dispersivitics of 100 meters and 3 O meters 
rcspcctively wcrc utilizcd in qte transport simulation. 
Varying thc dispersivity did not affect thc simulated 
results to any significant degrce (Andrews, 1979). 

AH boundaries of thc C~sta de Hcrmosillo 
aquifer wcre treatcd as eithcr constant poten tia! 
(Dirichlct) or constant flux (Neumann) type 
boundaries. T~c coastal boundary nodcs in thc ~ • 
simulation of the hcad distribunon wcre assigncd ~ 
a constant head of 0.0 m, while all othcr boundary 
nodcs were treated as Ncumann type (ah/an = 0). 
Although the latter no-flow boundary m ay not be 
strictly corrcct, exccpt to thc sou th whcrc thc study 
arca is bounded by intru.sivc rock units, it was 
felt to be adcquate as thcsc boundaries are well 
removed from the central dischargc region, and 
hcncc do not affcct the sol u tion in this region. F or 
the solution of the mass transport equation a 
constant chloridc concentration of 19,000 mg/1, 
thc chloride concentr tio of sea water, was 
assume to be ap_111icablc along thc coast. AH othcr 
boundaries are represcntcd by Ncumann no-flow 
conditions (aC/an = O) whic~ are appropriate as long 
as the flow is paraHel to the bouildary or thc 
boundary is far enough removed from the arca 
encompasscd by thc intruding s:.'.L. 

Although rccorded watcr-table elevations 
were available from data compilcd by SRH 

. (Figure 2), thc lack of data airailable within 
approximatcly 10 km of the coast and the 
temporal lag prior to the coHectipn of concen
tration data (which commenced in 1964) 
precluded thc existence of information regarding 
thc initial areal extcnt of salt in the Costa de 
Hermosillo aquifcr. Severa! methods were 
considered in thc current study for the dctermina
tion of the initial chloride distribution. One 
possibility was to model the steady-state chloridc 

1 
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.-----,.--------,..---------.., __ --- _,rdative percent of the sa,turated aquifer containing 
-.::, •salt.and-fresh water. Although this technique may 
"-.r~rio~.the exact initial chloride.distribution-in 

.. . _ "·}-"~rmosilla.aquifc:r;it.is felt to.be.aorc:asonablc 
~--··-,_appr.ox.imatwn. 

-. --.e_ ., TheJinite· element:discrc:tizations· applied to 
-the Costa de Herrnosillo aquifer are shown in 

,.. Figures S and 6 for the head and concentration 
simulations, respectfully. A much finer mesh is 
utilized in the concentration simulations in order 
to reduce the numerical instabilities generated in 
solving the convective-dispersive equation. Heads 
generated in the flow simulations are extrapolar«! 
to the finer concentration mesh prior to the 
solution of the nod~l specific discharge vectors. h 

Fig. 5. Finita element mesh usad in head simulations. 

distribution in the vertical plane (see Segol and 
Pinder, 1976) arid to subsequently average the 
concentration over the depth. Stable results were 
not attainable using this method due to the large 
aspect ratio required for the simulations in the 
vertical plane and the extremely low hydraulic 
gradients within the Hermosillo aquifer. Another 
possible means of calculating the steady-state 
areal or vertical concentration distribution is to 
assume hydrostatic conditions and employ the 
Ghyben-Herzberg rdationship. Assuming no 
diffusion zone and a salt·water density of 1.02S 
gm/cm3 , the use of th~ Gr.yben-Herzberg 
formula would place:the pre-pumping interface 
further inland than the observed data warrant. A 
third method is to evaluat{ the depth to the 
stationary interface as a parabolic function of 
distance inland from the coast (Glover, 1959; 
Bear, 1979, pp. 393-396). This means of deter
mining the stcady-state concentration distribution 
is appealing because it resembles severa! observed 
steady interfaces as well as sorne numerical 
approximations to interface problems (e:g., Sa da 
Costa and Wilson, 1979, p. 1 59). This latter 
method was employed in the present study by 
first defining the position of the steady-state sharp 
interface and then averaging the chloride 
conccntration over the depth by deterrnining the 

• 
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Fig. 6. Finita element meshes usad in concentration 
slmulations. 
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·:modification would not have allowed a successful 

-···.recapitulatio.n of the concentration distribution, 
,. '·· .. : · ._.,_ .: ·: .• Re~tioñ of the known concentra !ion ·. 

·;;.:: ~disuiblit!on·posed.se-..eral:problerns: .The.lack of · .: .. 
: - '·•. ,,.any,rcrordéd:~-~iriitial~tratiotWlistributlon; 

:: ·the paucity of data·available within·-about ·1 O k ni 

• 
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kM 

Fig. 7. Observad (dashedl and simulated (solidl 1970 
potentiometric surface. Elevations in meten above mean 
•• level. 

should be noted that the concentration mesh 
. n:finement does not genera te a more exact 
vclocity distribution, but decreases the errors 

· : associated with trying to fit a relatively sharp 

20 

· interface through widely·spaced nodal points. The 
·use of two separa te meshes in the concentration 
· simulations was for purposes of convenience. A 
total of 167 nodes are used in the head simulations, 
while 358 nodes are utilized in the northern 
concentration mesh and 326 nodes are employed in 
the so.ahern concentration mesh .. 

• 1 

Recapitulation of the observed head and 
concentrat!<Jn distributions over a period of known 
ground·water discharges is a prerequisite to any 
model which is to be used for the evaluation of 

. future discharge schemes. Starting with the known 
,initial piezometric surface (Figure 2) and the 
pumping rates from 1954 to 1970, the model 

· discussed above is seen to genera te a head 
. distribution which dosel y approximates the · 
1 observed 1970 piezometric surface (Figure 7). At 
; no node is there a greater than 5 m difference 
; between the simulated and observed heads. Although 

· ; the simulated match on the western fringe of the 
.! central discharge region could have been improved 
:by increasing the specific yield in this are a, this . . 

· of the coast, and thc temporal variability in the 
chloridc concentrations obscrved at many of thc 
wclls all contributed to the uncertainty involved 
in the recapitulation of the chloride distribution. 
In spite of these limitations, it was possible to 
generate a chloride distribution which closely 
approximated thc 1970 observed distribution 
(Figure 8). In so doing, a low porosity and specific 
yield (averaging 0.06) had to be incorporated in 
the major intrusion zones. The high chloride 
concentrations obscrved in the northern fringe of 

· the study arca were not reproducible in any of thc 
concentration recapitulations. Examining the head 
distribution in this area it is apparent that the 
hydraulic gradients and hence convective fluxes 
are small in comparison with the rest of the region. 
The poor quality water in this area appears to be 
not the result of salt-water intrusion, but instead is 
probably due to high chloride indigenous ground 
waters which may be the result of a buried Plio· 
Pleistocene playa deposit. 

, .. ----- -
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kM 

Fig. 8. Observed (dashedl and simulated (solldl 1970 
chloride distributions. Contours represent the 100 mg/1 
isochlor . 
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.- EVALUATION OF MANAGEMENT PROPOSALS- : wells with a totaLwithdrawal of 162 X 10' m'lyr 
.... , .. · .. ,_ • •. Several_options_ ~or COf!trolling the rare.and. . .... , __ (w!Ji!=J! represenrs 18%.of.rhe basinwide totals) 
... _,.,. ¡.- .,c:Xrenr ofinrrudi¡ojg·s_alr-"~~ter•inro,c.oasral aquifers._,,. , -·"·,wete:...:~;.JJ!Oved from.rhe arca· adjacenr· ro-rhe·.co~sr 
· c. !: .: •haydiee11;pro¡iosc:d (Newport;,t:975),:Arn_qog·.r~ ._._. ,, .• ,a_~srall.ed.in.zon.esun:the.nor:than:and..easrern.' '· 
_.,~,.,~l:-.rltci¡tatives.whi~.·b~ve:been:~ggeste.d:as:t>cing_ ... .-.¡;>.;;;;si:ttors:oLth.e..disrrlci.::T.bi:Ju:ad.,distEibUrion ·.-- ··.: 
,_, ;;·_•:<potcntially- applic:>ble·to.the;Cosra:de·.Hermosillo ,_ .... _._._,_._.·obtained afrer :34 years of simulation .using rhis 

irrigation district are .·. management policy·appears in Figure 9. As 
. • . · . expecred, rhe maximum drawdown region has 

.; 1. Relocatmg the wells by caber movmg rhe h'f d b 10 k · 1 d ¡ f h . . . · . . s 1 re a out m m an as a resu t o t e 
wells mland or dtspersmg the wells ro ehmmare d' h 1 · 1 dd' · h · h 

f d d . h d ¡se arge re ocanon. na mon, t ere 1s as orp 
arcas o concentrare 1sc arge, an . · h h d ¡· d' · h · mercase m r e y rau 1c gra 1ents m t e regoon 

2. Reducing rhe amount of water pumped from berween rhe maximum drawdown region and ¡he 
the aquifer by improving the irrigarion efficiency coastal region from which rhe pumpage was 
(Domenico et al., 1974). elimina red. Although nor depicred on the Figure, 

These proposals certainly do nor exhaust the possible 
· discharge schemes which may be applied to the 

Hermosillo aquifer, sorne of which have been investí· 
gared by the author (Andrews, 1979). They are · 
meanr to be illustrative of results obtainable 
utilizing the developed arca! model to assess the 
impacr of various management stresses. The 
discussion which follows will focus on the effects 
these proposed management schemes would produce 
on the head and chloride distfibutions were they 
to be applied to the Costa de Hermosillo irrigarion 
districr. In rhese simulations ir is assumed rhat rhe 
recapirulated head and concenrration distributions 
previously generated provide suirable initial condi· 
tions. Each simularion is conducred over a 
34-year time span using a one·half.year time srep. 

Ir must be stressed that the results conrained 
hc:rein should not be inrerpreted as absolute 
estima tes of future head and chloride distributions. 
The uncertainties discussed require not only a 
degree of subjectivity on the part of the modeler, 
but more importantly the realization that only 
qualitative statements on the furure behavior of 

e aquifer system are possible, T.!Jus ir js impossjble 
to predict wirh any degree of cerrainty what the 
chloride concenrration will be at a given point in 
space and time. What can be garnered from the 
simulations are the general trends in the head 
and chloride distributions and rhe relarive impacts 
to be expecred 'ven various ap lied stresses. 

ne means suggeste o reducmg t e areral 
intrusion of salr water caused by excessive pumping 
is to simply move the wells further inland. The 
c:ssential aim is not only to relocate those wells 
which are being threatened by the inrruding salt 
water, but also ro reduce the inward convective 
transpon of salt so that more interior wells may 
be preserved. In applying this management scheme 
to the Costa de: Hermosillo irrigation district, 92 

ar early times subsequent to the application of rhi> 
pumping policy, the rate of head decline in thc 
coastal region (up to 15 km away from the co:os1) 
was sharply reduced due to the cessation of 
ground·water withdrawal from th is arca. Thc 
simulated chloride distribution under this man:o~c· 
ment policy is depicted in Figure 1 O. lt is clcar 
that a sizable portien of the pumping capaciry uf 
the aquifer would be affected by the inrruding 
salt if this discharge policy were employed .. 

With the realizarion that ir is the volumc uf 

Fig. 9. Simulated potentiometrlc surface after 34 yean 
using the management proposal to relocate the coastal 
discharge. Elevations in meten above mean sea level. 

~. •.: :_ ' 
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-- ~nter dischargei:l.from a coastal-aquifer and the - - .. - :;-of 42%:.TheJin.iulated head distribution after 34 
· :-.. ~:'lmlltant head decline··and'hyi:lrauli"cgradient ·. · · -.:.: .-.·_ ::·,-years·using'tliÍ$;m!lnagemcnr-pr.oposal is:depicted 
''"""·.revcrsal>Which:eventual!y.Jead.i:o:tlic-in.truSion.of·. -- ,_: :.~.:in.,-Figur~.l~U'ThC'dectc-ascd !iischarge. in. this -
-- .-o:c;saJt.'watcrí!lUI' apparentcmeans;of,¡:;ontroll.ing:rhe .. _ _.,._ :~:.-.._;managem'C!Íit.p~hasis:ignilicai>il)L=iluced.the 

., : influx of·salt water is to·simply:reduce·rhe ·amount -"-. .- •'<lrawdowns·in :the·central portion:of--the district 
of water pumped from the aquifer. Busch et al. compared to those generated in the well relocation 
(1966) have estimated that a_potential reduction scheme. Although the cessation of pumpage from 
in total discharge of 20% is possible in the the coastal wells has increased the hydraulic 
Hermosillo aquifer by improving the present gradients between the coastal and maximum 
irrigation efficiency. Experiments conducted in drawdown regions, the effect is not as noticeablc 
northern Mexico indica te that water requirements as in the previous management scheme. This is due 
can be decreased by about 15% while at the same to the smaller number of wells involved and the 
time increasing yields approximately 25% when temporal dclay before the wells are removed from 
irrigation improvements are employed (Domenico production. .. 
tt al., 1974). It is thus possible to significantly The simulated chloride distiibution after 34 
reduce the water needs in the Hermosillo area years using the discharge minimization policy is 
while still obtaining benefits that compare --- shown in Figure 10 for comparison to the well 
favorably with those curren ti y earned in the relocation management scheme. The extent of 
district. • intrusion in the minimized pumpage scheme is 

The discharge distribution used in the proposal generally less than when the previous pumping 
to minimize water withdrawals assumes a 20% policy is used. This is a result of the reduced 
discharge reduction at all wells for the first five drawdowns and hence reduced gradients when the 
years, 27% for the second five years, and 33% for total discharge is minimized. 
the third five years, after which 64 coastal wells The fact that the coasta!' wells continue 
are removed yielding a total discharge reduction to pump for the first 15 years of the discharge 

Fig; 10. Simulated chloride distributions alter 34 years 
using the management proposals to relocate the coastal 
discharge bolid) and minimiza water withdrawals (dashed). 
Contoun represent the 300 mg/1 and 3000 mg/1 isochlors. 

Fig. 11. Simulated potentiometrii: surface alter 34 years 
using the management proposal to minimize water 
withdrawals. Elevations in meters above mean sea level. 



: minimization plan, albeit at decreased rates, does . tion and ·simulation process. The vasta real extcnt 
•. , .-.... not a!Jow as great a re_d':lction in·hydraulic ....• _ ... ·.; :·:of.th,!=_a,quifer makes it.virrually impossible to 

•-:. _: •.. ·:•-:,•.gradients in:the•co_asiatregion;as was realized.in._, ..... -.<:•obtai'~.desired spatiaHrequency .of data and 
. :: , __ .,.rhe well:relocation•sc!leine:-1-lenée .f é>r: early :.time~. ,,,,.~··'-'"¡¡J~i>;!iqüired:a ·nodal:sp.acing. of.csev.eralJdl omettJ"S, · · · · :·•> · 
. ;·=-:when-.tlrdnn:Uding'-~rwltter .. is·c;o_nfined ,within __ , ..•. ~.::;::ID~g.a'"-"tain.amount.a(,numerical·instabilicy· ·-· 

... , , _ ·>•,this:coastal,zone;.the.relocation·scheme provides .... ···-.::in the'finite:element-simula.tion.-Aithough only · · · · 

.·, 

.. reouced rates of transpon. This is compounded qualitative statements of the relative impact each 
by the lower hydraulic conductivities in the zone management schemc would i~npose on the aquifer 
between the buried alluvial channels. This system are possible, it is felt that the simulation 
reduction is manifcsted in Figure 10 by the inland technique employed in this srudy provides a rational 
extent of the 3000 mg/1 isochlor. Once the salt basis for analyzing the effect furure proposals wouJ.I 
water enters the enhanced hydraulic gradient region have on the areal and temporal distribution of salr 
between the coastal area and the central pumping within the aquifer. Although areal sharp interface 
region, however, the transport inland is increased. intrusion models would eliminare the numeric~l 

CONCLUSIONS 
Successful water management in an arca 

irrigated with ground water, such as the Hermosillo 
irrigation district, is greatly enhanced by the 
ability to predict and evaluare the impact of any 
proposed modifications in irrigation practices or 
withdrawal distributions on both the quantity 
and quality of the ground water. Hence, an accurate 
hydrologic and water quality simulation model is 
a desirable management tool for predicting responses 
and affarding a rationál basis for the qevelopment 

. and use of the graund-water resaurce. Various 
management schemes praposed for the Hermosillo 
irrigation district have been investigated ta ascertain 
the effect each wauld impose an the transient 
areal distributions of head and chlaride concentration 

· within the aquifer. 
In comparing the results generated by applying 

the various discharge distributions ta the Costa de 
Hermasillo aquifer, severa! significan! fearures are 
observed. For the hydrogealogic canditions af the 
Costa de Hermo~illo, the salt intrusian is essentially 
irreversible. lt is impossible ta reverse the inland 
trampart of salt due to the magnirude af the 
dr,.\•;downs and hydraulic gradients within the 
interior regions of the district by the time any 
ma~agement plan is initiated. In addition, once 
the salt watq js inland its mavement is independent 
of what happens alang the coast. The management 
schemes that attempt to restare coastal hydraulic 
heads, and in so doing reduce the hydraulic 
gradients and transport af salt inland, are of little 
benefit in reducing the lang·term intrusion. 

lt is worthwhile ta stress the preliminary and 
qualitative narure af the results simulated using 
the various management alternatives proposed for 
the Costa de Hermosilloirrigation district. These 
limitations are necessary because of the uncertainty 
and variability inherent in the ¡iarameter identifica· 

a• 

oscillation and dis 'ersion robJems because onlj• · 
e ow equanans are salved, · they would not e 

appropriate in the present case dueto the extensh·e 
dlspers10n zone. -' -
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Abstrae!. In this two-part series a stochastic estimation procedure applicable to the 
analytic streamflow model derived in the companion is introduced. The parameter 
estimation problem is posed in the framework of maximum likelihood theory, where 
prior information about the model parameters and a suitable weighting scheme for the 
error terms in the estimation criterion are included.~ Various optimization methods are 
combined for parameter estimation. The issues of model and parameter identifiability, 
uniqueness, and stability are addressed, and strategies to mitigate identifiability 
problems in our modeling are discussed. The seasonal streamflow model is applied to a 
mountainous watershed in southern Arizona, and maximum Iikelihood estimates of 
mountain front recharge and other model and statistical parameters are obtained. The_ 
analysis of estimation errors is performed in both !he eigenspace and thc original space 
of !he parameters. 

Introduction 

The analytical model of the seasonal streamftow devel
oped in paper 1 [Chavez et al., this issue] is conceptual and 
contains unknown parameters that need to be identified for a 
particular watershed. A parameter identification process 
(model calibration) is required to adjust the model parame
ters to satisfy sorne criterion (criteria) of minimization of the 
output errors. In general, sorne parameters may be directly 
identifiable from field measurements (e.g., watershed arca), 
whereas others are estimatcd according to criteria of good
ness of fit (e.g., effective initial abstraction). 

In this paper we pose the parameter estimation problem in 
the framework of maximum likelihood thcory as presented 
by Sorooshian and Dracup [1980]. Wc extend Sorooshian 
and Dracup's formulation by including prior information 
about ihe model pai-ameters following the approach adopted 
by Carrera and Neuman [1986] in connection with the 
groundwater hydrology inverse problem. An "automatic" 
parameter estimation procedure is theO employed to obtain 
the optimal parameter estimatcs of our seasonal streamflow 
model, in particular, long-term effcctive subsurfacc outflow 
from the watershcd. 

Maximum Likelihood Framework 

Considera sequence of n years where seasonal streamflow 
at the watershed outlet in year k is modeled by (25) in paper 
t [Chavez et al .• this issue] if applied in an entirely lumped 
manner· or by a particular combination of equations of this 
form if the watershCd were dividcd into m subareas. lncor-
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porating the effect of errors, the seasonal streamftow is 
expressed as 

QÍ =/(P,, v,; S)+,,, k= 1, .. ·, n (1) 

where f( ) represents the deterministic relationship be
tween the input given by Pt and V ,t. which are the m-dimen
sional vectors of seasonal rainfall and number of rainstorms 
in the season, respective! y, and the seasonal streamftow 
response, which is measured by Ql- The stochastic error 
term E k is composed by the additive effect of streamflow 
measurement errors and errors resulting from imperfections 
associated with the model equation, as well as uncertainties 
in the measured inputs and the physical parameters 9. 

Assuming that thc joint probability distribution of the 
errors is normal with zero mean and covariance matrix fia. 
the log likelihood function takes the form 

- i [(Q- Q*) Tn;;'<Q- Q*ll (2) 

whcre ¡n0 1 and n0 1 are the determinan! and !he in verse of 
the covariance matrix !la• respectively; and Q• and Q are 
the measured and the "true" streamftow valucs for a given 
parameter vector e, respectively. Minimization ofthe abo ve 
log likelihood function with respect to the unknown param
eters provides the model parameter values that maximize the . 
probability of observing Q•. 1 

lf the errors are assumed to be heteroscedastic and 
uncorrelated, the maximum likelihood function (2) reduces 
to the following weighted least squares criterion: 

n 

min OF = L w,(Q,- QjJ 2 

)91 
(3) ,., 
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.. ,. 
·· · :... ·· .. where w li =~u¡ ~-·are..·tht:: W~ig~s _ Cqual tO ihe in verse values .-.. _! stream~w-~º!~asurements Q* ·at the. watersli~d oiltlet. Ii1 '· 
. ,. .. ·· · '· of the variancesmf·the'.error ... ."flüs-:a.ssumption ls reasorrable~:·;.theolYJS[~~etCr ·estimation: problem·is- well poSe~ :¡r a 
-~·!· ~ -.~-. ... due :to..:the. -lar_ge..iinle.:inter.val,betw.eeu:.ffieasm:e.ment,·,\lRI.ueS:~ .. ~tab~.Sohttioó~ists::lnAh.is .. work;bowew:r. Wc 

-. ;-: · ·. ~and,.,.due -·to/the-:·ty.pical )l.lrigtw .. variabilitynin:annual :,runoff ::.:-: aiso~bivc.:tor.'.cooccptuaHY"'tt&listic.."'Paratneter. -estimates. 
· ·: . -. · (espccially characteristic of arid and semiarid ·regions). · . . · Let·us ·designate the utrue ... values Or the modCI parame-

The computation of the propcr values of the weights has ters by e and their prior estimates (or umeasured .. values) 
been a major problem in the calibration of rainfall-runoff by e•. Discrepancies between measured and true quantities, 
models. The computation of the variante of the error from Q* - Q and e• - e, will be referred to as .. measurement 
data is rarely possible, because no repeat of measurcments is errors. •• On the other hand, discrepancies between mea
usually available at eath level k. Sorooshian and Dracup sured and tomputed quantities, Q• - Q and e• - é, are 
[1980] proposed an altemative method based on stabilization called ''residuals." Although. in theory, ML cstimation is 
of the variante through the use of the Box-Cox [Box and posed in terms of .. prior errors" which are usually taken to 
Cox, 1964] power transformation which relates the variante be the measurement errors, in practice, estimati~n is per
of each error to its assotiated output value. This leads to the formed by optimizing an objective function in terms of the 
following expression for the log likelihood objective func- residuals. The latter are a combination of measurement 
tion, which is optimized with respect to e, A, and u~: errors and errors arising from an inexact model structure. 

" " 

,_, ·-· (4) 

where w k is the weight at year k that is computed by 

w, = if<•-ll (5) 

in which fk is the expectation of Q k. and A is the unknown 
transformation parameter which stabilizes the variante to 
CT~. The value of A is sought directly through satisfying the 
necessary condition for optimality when e is assumed 
known. That is, 

yielding 

" " 

as 
-=0 
aA 

.2; In Q1- uij
2 .2; w, In Q; (Q,- Q>J' =O (6) 

k-1 .t-1 

In this work, fk = Q~ was used in the computation of the 
weights (in the original work the authors used the computed 
ftows). Fu/ton [1982) showed that this results in a more 
stable cstimation scheme. Furthcrmore, this form leads to 
more tractable exprcssions for the first and second deriva· · 
tives of the objective ~unctiqn with respect to the model 
parameters. 

For thc case of homoscedastic errors (indcpendent of time 
and magnitude of the associated flows), thc optimiz.ation 
procedure will automatically select the value of A """ l. O. This 
results in wk = 1 for all k, and th~ objective function is 
equivalent to thc simple least squares criterio o. If. however, 
the variance of the error is proportional to a power function 
of the magnitude of the flows, then the procedure will select 
a value of A >/:- 1.0. For thc case where larger flows are 
associated with larger variances ofthe error, as illustrated by 
Sorooshian and Dracup l1980], the maximum likelihood 
(ML) estimate of A will be less than unity. indicating that 
lower flows (which have smaller error variances) are 
weighted more heavily in the objective function. 

Incorporation of Prior Inforrnation 
About the Pararneters 

In our parameter identification problem, improved esti
mates é of the model parameters e are sought by relying on 

Consequently, the prior statistics entering into the objective 
function or estimation criterion should reOect both types of 
errors. 

Discrepancies between measured and computed stream
ftow values are due to many factors. wbich include instru
mental, methodological, personal, computational, and sam
pling [Boyer, 1964], not to mention imperfect model 
structure. Thus on the basis of the central limit theorem the 
combined error of these contributing factors may be as
sumed normally distributed with zero mean. [nasmuch as 
not all of these factors can be quantified statistically at the 
outset. we writc, in the manner of Neuman and Yakowitz 
[1979], the covariance matrix of the prior streamOow errors 
as 

(7) 

where ufl is the stabilized variance and Aa is a symmetric 
positive definite matrix, diagonal in our case, of which the 
diagonal elements are (Q~) l(I-A). The statistical parameters 
ufl and A may be estimated jointly with the model parame· 
ters e through the stagewise optimization procedure out
lined in the next section. 

Prior errors in the model parameters are also due to many 
factors. Thus in the 'spirit of Carrera and Neuman [1986] we 
hypothesize that if these parameters undergo suitable trans
formations (for example, a logarithmic transformation). their 
prior errórs can be considered normally distributed with zero 
mean. However, becau;; . .:: s0me of the factors contributing to 
those errors cannot be quantified statistically; we write the 
covariance matrix OP 9f thr prior errors associated with 
parameter type ep (pis init.-~1 abstraction, recharge), or its 
transform, as 

(8) 

where CT; is either a known or an unknown positive scalar 
and Ap is a known symmetric positive definite matrix. 

For the initial abstractions, (8) is rewritten as 

and for recharge, (8) reduces to 

n - 2 
y- CT 'Y 

(9) 

(10) 

In this work the prior estimation variance of the long-tenn 
effective seasonal subsurface oulftow. or mountain front 
recharge, CT; is assumed to be completely known. 

• ·> ..... -·';'··· 

. ~' ; 



... CHAVEZ ET AL.: MOUNTAIN FRONT.RECHARGE TO REGIONAL AQUIFERS. 2 

; .... .. ·ltdepends.on the.metho<Lemploycd·to. obtain.(bat prior.. ., . As ·pointed·-out, ~y.·.Carrua· and. N~uman [1986],· this 
· •:·. ·-'·".~,~cstimate.~and.:.on-_the ·sPecificJlydrogeologic.:.conditiOns .. A ·:l.c;riterion ~elatively easy to introduce .. prior .infOrma· 

..... vaJue for: it:can_be -proYided: if:tht:~ccuracy:of~the: method ,·;..-.·tion aboül:,~meters..into.thC. cstimation schemc . .:fhis is 
.·;. · .under: givén·.con~itions .is. 'known: .I'ltbe..Wise,c tbat ·.vaiiance •. " . .beca...¡~.the:pmperty.,lhat.thdog:Jikclihood of.ahypoth

. r. ;,.,··!:can be obtained..from' the range of.variaiion ofthe parameter, ·,:~.esiso giVen alL tbe data; is the su m ofthe-log·likelihoods ofthe 
its lower limit being zero and letting its upper limit be 
assumed. In this regard, we find it convenient to enable the 

. modeler to enrich the calibration process with qualitative 
infonnation derived from experience. 

Following Carrera and Neuman's [1986) approach, we 
assume, for operational reasons and without loss of gener
ality, that the prior estimates of the different parameter types 
are mutually uncorrelated. The global covariance matrix of 
the model parameters, 0 9 , is thus block diagonal. its 
diagonal components being nP. We also assume that prior 
streamflow errors and prior parameter estimation errors lack 
cross correlation, and therefore streamftow values used for 
parameter estimation must not be used to derive prior 
parameter estimates. . .. 

With regard to obtaining prior information about the 
model parameters, in j,aper 1 we introduced a procedure to 
estimate initial abstraction without relying on streamftow 
data, whereas later in this paper we will mention methods to 
provide a prior estimate of long-term effective subsuñace 
outftow, which are independent of streamftow measurements 
as well. 

Now, let z•. = (Q", 8") 1 be a vector incorporating the 
available streamflow and model parameter data, and let n = 
(u J. u~, A,···) be a vector of '!11 the unknown statistical 
parameters characterizing the prior errors. lf ll = (9. n) r is 
the vector of all the unknown parameters, then the likelihood 
L(jljz*) of a hypothesis regarding the value of ll given z• and 
a specific model structure (mathematical model, parameter
ization, error structure, etc.) is proportional to f(z*IP). the 
probability density of observing z• if p was true. Inasmuch 
as L(lllz*) is a function of the parameters. it is called the 
likelihood function. 

· same hypothesis, given each separate set of data. 
Including prior infonnation about the model parameters in 

criterion (4) according to (11) yields 

• 1 • 
S 1 = n In (21Tu~)- L In "'• + - 2 L w,(Q,- Qj) 2 

. k•l UQ k•l 

where n is the nllmber of streamflow data, nh is the number 
of initial abstractions (subareas) with prior information. ul, 
is the '·'relativc .. variance of the prior estimation of initial 
abstraction h1, where 1 is the subarea index, and yand .,-are 
long-term effective subsuñace outflow from the entire wa
tershed '(or a transformation of it) and its prior estimate, 
respectively. The variance of the prior estimation of -y, u;, is 
assumed to be known. 

In the special case when the statistical parameters (u~. 
u~. and A) are fixed, the first, second. and fifth terms of ( 14) 
are known, and the minimization of S 1 is then equivalent to 
the minimization of 

• 
S2 = L w,(Q,- QÓ) 2 + 'Ph 

k=l 

where 

2 
"Q 2 + -2 (y- y*) (15) 
U y 

( 16) 

Once the data have been properly transformed lo yield 
normal distributions of the prior errors, and in view of our 
assumptions conceming the lack of correlation between 
prior estimates of different parameter types and the lack of 
cross correlation between prior streamflow errors and prior 
parameter estimation errors, the likelihood function takes 

The first and second derivativcs of S 2 with respect to the 
model' parameters can be expressed in closed form. thus 

-... suggesting the use of !he Newton f!iClhod, ora modification 
...:..- ... of i( for the minimi:iation of S 2 . We achievcd fairly fast 

convergence rates by combining Newton's method with 
(ll). Armijo's rule, while setting the prior esumates as initial· 

parameter values. 

the form 
• 'f.lW •-..}. 

L(lllz*) = f(z*llll = (21T) -NI
2IOF 112 

. 
·exp [~i (z* ···~¡ro,- 1 (z•- z)] 

Here N is thc total numbcr of prior data, and nl 
covariance matrix of the prior errors: 

In turn. thc ML estimation of A can be sought from (6). 
is the lnasmuch as A cannot be exprcssed explicitly in terms of thc 

· remaining terms, it has to be estimated iteratively. As 
recommended by Sorooshian and Dracup [1980), the 

( 12) method of false pos ilion is u sed to accomplish this estima-

where nQ and 0 8 are the covariance matrices of the prior 
streamftow errors and model parameters errors given by (7) 
and (8). respectively. Recall that 0 9 is block diagonal, with 
diagonal components np. 

In practice, ML estimates are generally obtained by min
i!"izing the log likelihood function: 

tion. 
The ML estimation of ub and ul, when 'Ph is given can be 

obtained by applying the method of Lagrange multipliers in 
a derivation similar to that presented by Carrera and Neu· 
man [1986] to yield 

2 1 
u Q = -- (SQ + cp,S,) 

n + n 11 
( 17) 

S= -2 In [L(jljz*)] ( 13) where 
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Figure l. Frequency of summer precipitation at Sabino 
Canyon station. 

• 
s0 = _¿ w,(Q,- Q~) 2 .. , 

2 
2 CT Q u,.=

'Ph 

(18) 

( 19) 

(20) 

Final! y. convergence lo the optimum cp 11 can be achieved 
by a golden section search. 

ESTIMA Procedure 
A stagewise optimization procedure (entitled ESTIMA) 

for the joint estimation of model and statistical parameters is 
outlined as follows: 

l. Set u~ ~ 1.0 and A = 1.0 as initial estimates of the 
va~~nce of the transformed strea.J]!ftow~ and the transforma
tiou parameter. Use the golden section method to minimize 
S 1 , equation (14), with respect to the weighting parameter 
'l'h· 

2. For the first iteration, selecta reasonable set ofvalues 
for the model parameters e. and in subsequent iterations, 
use the previously converged e values. Use the Newton 
method, or a modification of it, to minimize S 2 , equation 
(15). with respect toe. 

3. Compute the streamHow values for the converged e 
vector of step 2. Then, using the false position method, 
compute the optimal value of A from (6). 

4. Retum to step 2 and repeat the optimization process. 
The new weights w k are computed using the optimal value of 
A from step 3. Repeat steps 2 and 3 until the absolute 
difference between consecutive evaluations of S 1 is within a 
prespecified tolerance. 

5. Use the converged values of e and A to compute ub 
from (17). Repeat steps 2-5 until the absolute difference in 
consecutive values of ub is within a prespccified tolerance. 

Application to Sabino Creek Watershed 
in Soutbern Arizona 

The ESTIMA procedure was applied to estimate mountsin 
front rechargejointly with other model and statistical param
eters from Sabino Creek watershed in southem Ariz.ona . 
This estimation was done for the summer rainy season only. 
This is because snowfall is significan! at the higher elevations 
of the mountains during the winter period, and our analytical 
modeling of the seasonal streamftow does not consider the 
contribution from snowmelt to surface runoff. 

Hydrogeology of the Mountain Front 

The Basin .and Range Province of southem Arizona is 
characterized by north-northwest trending mountain ranges 
isolated by alluvial basins. The Sabino Canyon watershed 
drains a portian of the Santa Catalina Mountains, which are 
composed of layered goteiss that is folded in a complex of 
anticlines and synclines 'and contains water along fractures 
only [Davidson. 1973]. The location of the study area is 
shown in paper 1 [Chavez el al., this issue, Figure 9). The 
Catalina fault scparates the gneissic mountain mass from the 
alluvium of thc Tucson Basin. The elevation of the moun
tains extends from about 3000 to 9000 ft (914 to 2743 m). 

The average annual precipitation in the basin is 11 in (27.9 
cm) and is aboul 30 in (76.2 cm) in the highest portions of the 
Santa Catalina Mountains. Precipitation is distributed almost 
equally between the summer and the winter. Most of the 
summer precipitation occurs during July through September 
and is mainly convective, while most of the winter precipi· 
tation occurs from December through March and is frontal in 
nature. 

Mountain front recharge to the basin includes groundwa
ter ftow through fractures and underflow through the sedi-

Table l. Summcr Streamflow and Precipitation Data at 
the Sabino Watershed 

Subarea L · Subarea U 

Q. PL• hL• Pu. liu. 
Year cm cm cm cm cm 

1950 1.47 18.49 0.69 27.69 0.97 
1951 2.40 20.28 0.85 33.80 1.45 
1952 0.90 20.04 0.67. 32.27 0.93 
1953 1.88 16.56 1.01 27.11 1.61 
1954 6.28 35.33 1.03 52.28 1.49 
1959 3.92 28.46 1.31 40.15 2.30 
1960 0.20 9.91 0.75 10.63 1.10 
1961 2.01 16.82 0.67 26.34 1.13 
1965 0.34 13.63 0.61 19.92 0.84 
1967 2.40 21.96 0.81 28.50 1.13 
1968 1.28 13.70 0.58 18.35 0.83 
1969 1.25 20.12 0.70 30.18 0.98 
1971 3.98 31.93 1.03 38.95 1.26 
1972 0.32 21.41 0.89 24.47 0.96 
1973 1.22 16.72 0.73 25.40 1.19 
1974 1.24 25.13 0.65 39.11 0.96 

Summer refers lo July, August, and September. Average stonn 
depth is represented by /i. 
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~ 
· ·' ,;,~. ~·.~.·· Table.l ... ~4Prior.Estim~teS.f0r-.Sabino:Wátershed (Summer) ··:in paper I~:_BY.assuming that suñace runofffrom subarea U 

---------'--.,...,-,=·"--.,-..,----,:-:,.--:.--:-2-c:-. · .... to·.subariá:;.=iJOC:curs. eXclusive) y .. as: ;Channel· 'flow and by 
--- Comb~nation · g ' __ ),,L.,c~ ·----h;;ü;Cm_ :cri, u,.,_L ·~, ~u_~r •. u ~ ,1"..neg1ec.tfíili~-aPOratioñ .. IOsscs.along..the-strcams;·.we:ex.press 

,,J.- · ~..1 . :·. -L70 • -- ;.2.78 .. ,.· .... o:-20-~.:.-t..OO~~-· .::~t..ro:.. ....... &uñ~Q.ft.ír.om:tbe enlire·watecyhcd.as 
2 -1.1 • 1:70 . 3.14 . 0.20 . 1.00 1.00 
3 -1.1 1.70 3.67. 0.20 1.00 1.00 
4 :...1.1 1.95 2.78 0.20 1.00 1.00 
S -1.1 1.95 3.14 0.20 1.00 1.00 
6 -1.1 1.95 3.67 0.20 1.00 1.00 
7 -1.1 2.29 2.78 0.20 1.00 1.00 
8 -1.1 2.29 3.14 0.20 1.00 1.00 
9 -1.1 2.29 3.67 0.20 1.00 1.00 

•Relative variances. 

ments of the drainage channels. Stable isotope studies 
[Simpson et al., 1970; Gal/áher, 1979) provided evidence 
that recharge along the mountain front is higher during the 
winter than during the summer. · 

Mifflin [1968) suggested that topography may affect re· 
charge. Deep canyons tend to develop along zones of greater 
structural weakness associated with fracture zones. The 
discharge of groundwater in the mountain fracture system to 
the streams in the canyons favors mountain front recharge to 
occur as underflow through the sediments of the drainage 
channels rather than as deep circulation through fractures. 

Summer Streamflow Model 

Like in many other mountainous watersheds in arid and 
semiarid regions, the lower slopes of the Sabino Creek 
watershed are characterized by xerophytic vegetation, 
whereas the tops of the mountains are charactenzed by 
evergreen woodlands and coniferous forests. In addition, 
differences in relief exist between the lower slopes and the 
more inclined tops of the mountains. These ditferences in 
vegetation type and slope should detennine a difference in 
initial abstraction between both mountainous subareas; 
hence a modeling strategy of dividing the watershed into 
!hose two subareas should help mitigate the identifiability 
problems arising from the application of the model in an 
entirely lumped manner. Consequently, for the modcling of 
summer streamftow from the Sabino Canyon watershed, we 
proceed as follows: 

First, Chavez el al. [this issue] developed an analytical 
model of seasonal streamftow. This model is written here as 

Q, = Rt- G (21) 

where Ql and Rt are the seasonal streamftow and suñace 
runoff in year k, respectively, and G is the long-term 
effective groundwater runoff or mountain front recharge. 

Then, the watershed was divided into the two major 
subareas, namely, the lower slopes (L) and the tops-of the 
mountains (U), of which the extension is shown in Figure 10 

(22) 

Here R L.< is surface runolf from subarea L, which by (23) in 
paper 1 is 

(23) 

and R U.! is suñace runoff from subarea U, given by 

Ru.t = 2(h,.uiliu.t) 112 K 1[2(h,.ulli u.•> ' 121Pu.• (24) 

where h,,L and h,,u are the initial abstractions in subareas L 
and U, respectively, PL.! and Pu~ are total precipitation, 
and liL,k. and liu.k. are the average storm depths in the same 
subareas. 

-Thus the summer streamHow is modeled by (21), where 
the surface runolf is given by (22), (23), and (24). The model 
parameters_ to be estimated are the initial abstractions of 
rainfall at subarea L and subarea U, hr.L• and h,,u. respec
tively, and the long-term eftective subsurfacc outftow from 
the en tire watershed, G. 

Prior lnfonnation Aboul Mountain Front Recharge 

Total summer precipitation in the Tucson Basin can be 
approximately fitted by a lognormal distribution (Figure 1 ), 
and we will assume here that the seasonal mountain front 
recharge is lo be lognormally distributed as well. 

Mountain front recharge is usually estimated for a partic
ular year. For the Tucson area, Befan [1972) and 0/son 
[ 1982) evaluated recharge from the Santa Catalina and the 
Tanque Verde mountains, respective! y, through a ftow net 
analysis where the water table map was based on data from 
one water year only. In tum, Merz [1985] evaluated reéharge 
from the Santa Rita Mountains through a water balance 

. analysis based on data from a single water year. 
Note that, under the ML criterion, model parameters are 

viewed as fixed but uncertain quantities and, consequently. 
the discrepancy between the seasonal recharge in a particu
lar year and its long-term effective vaJue is regarded as a 
prior estimation error. In the ML estimation criterion (11), 
prior estimation erro~·s we:.e assumed to be jointly norm.3.11y 
distributed. Conseqi.lently, if one of the above estimaieS"Of 
mountain front recharge, proportioned for the season of 
interest according lo son-e selected criterion, is to be taken 
as a prior estimate of the long-term effective mountain fr~nt 
recharge G and because of the assumption that seasonal 
rccharge is lognormaJiy distributed, we must work with the 
parameter g = log G, for which the prior estimation error is 
normally distributed. (Note that besides the natural variation 

Table 3. ML Estimates of Model and Statistical Parameters for Sabino Watershed (Summer) 

Model Parameters Statistical Parameters Prior Estimation Variance 

Combination g hr,L• cm h,,u. cm ub A .,. ul u' , ul,,, u l.. u 

1 -0.780 3.05 3.80 0.359 0.580 0.253 1.419 0.20 1.419 1.419 
2 -0.751 2.68 3.88 0.383 0.628 0.507 0.755 0.20 0.755 0.755 
4 -0.738 3.03 3.74 0.359 0.584 0.341 1.053 0.20 1.053 1.053 
7 -0.586 3.02 3.59 0.350 0.573 0.589 0.594 0.20 0.594 0.594 
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g · h,,L. cm h,,u. cm g hr.L• cm ·hr.U• cm 

g 0.1410 -0.2270 -0.3110 0.0974 -0.2010 -0.5210 
h,.,L -0.0604 0.5042 -0.6490 -0.0448 0.4819 -0.4790 
h,,u -0.0632 -0.2493 0.2928 -0.0735 -0.1501 0.2041 

Upper triangle is correlation matrix; Jower triaogle aod main diagonal are covariance matrix. 

of the seasonal recharge from year to year, there is an 
additio'nal source of uncenainty dueto estimation error. We 
will assume he re that the combination of these two types of 
''errors" is lognormally distributed.) Expressed in terms of 
g, our seasonal streamHow model (equatio11- (21)) becomes 

º• = R*- ro• (25) 

Although this assumption introduces sorne extra nonlinear
ity into the model, the convergence properties of the opti
mization algorithm under this reparameterization were found 
to be much better; this is dueto the scaling effect introduced 
by the Jogarithm, which reduces the condition number of the 
Hessian matrix of the estimation criterion. 

Conceming the uncertainty in the prior estimation of 
recharge, Belan and Matlock [1973] assessed mountain front 
recharge along the eastem Santa Catalina Mountains by How 
net analysis of the 1930 water leve) contour map and 
postulated that their estimation error may be as large as an 
order of magnitude. Other estimations or other approaches 
could be more accuratc than Bclan and Matlock's. However, 
when we add the estimation uncertainty to the natural 
year-to-year variation of the seasonal recharge, we postula te 
that 1 order of magnitude is a reasonable uncertainty for the 
prior estimation of the long-term etfective mountain front 
recharge in a more general case, that is, an uncertainty of 1 
in log recharge, provided that the estimation is based on data 
from one particular ycar or season. 

Results.an,d Discussion 
The Sabino Creek gaging station is located near the base of 

the. Santa Catalina Mountains, and streamHow data were 
obtained from U .S. Geological Survey summaries for the 
period 1951-1974. Precipitation data were obtained from 
climatological summaries ofthe National Weather Service at 
Sabino Canyon siation (32"18', 110"49'. 2640 fi (805 ·m)), 

located near the streamHow gaging station, for the period 
1951-1974 and at the high-allilude Slations or Mount Lem
mon Inn (32"27', 110"45', 7780 fi (2371 m)), ror the period 
1951-1962, and Palisade Ranger (32"25'. 1 10"43', 7945 fi 
(2422 m)). for the period 1965-1974. Discontinuities appear 

. in the records, panicular! y at the high-altitude stations. 
The lower slopes (subarea L) ofthe watcrshcd extend over 

an area of8600 acres (3480 ha), and thc tops ofthe mountains 
(subarea U) occupy 13,160 acres (5326 ha). The increase 
with elevation of the expected amount of precipitation per 
season on the Santa Catalina Mountains is · approximately 
linear [Duck.Jtein el al., 1973}. Based on this fact, we divided 
the entirc watershed into elcvation zoncs and assigned a 
precipitation depth value to each of thesc zoncs by linear 
interpolation between the valucs al Sabino Crcek and at the 
high-altitude stations. Total precipitation values for subareas 
L and U wcre obtained by mulliplying thc dcpths in each of 
the elevation zones by its respective arca and by summing 
over the number of elevation zoncs in the subarea. 

Data departing more than two standard deviations from 
the regression line between seasonal strcamflow and precip
itation in the entire watershed were regardcd as outliers and 
were not included in the computations. StreamHow and 
precipitation data for Sabino watershed are listed in Table l. 

Using groundwater data and through a flow net analysis, 
Mohrbacher (1983] estimated mountam front recharge from 
Sabino watershed and adjacent arcas to be about 50 ac ft 
yr- 1 per mile of mountain front (mmO (38,335 m1 yr- 1 per 
kilometer of mountain fronl). However. streamflow statistics 
{Andersqn and White, 1979} show that the contribution of 
the summer tlow to the total average annual flow at Sabino 
Creek gaging station is 27%. By assuming the same prop(j'~
tion for mountain front rechargc, we come up with a value of 
:3.5 ac ft per mmf(l0,350 m3 yr- 1 pcr kilometer of mountá.in 
front) for the summer pcriod. Then, ror the 6 mi (9.6 km) or 
mountain front along which Sabino waiershed and adjacent 

Table 5. Eigenvalues arid Eigenvectors of Estimation Covariance Matrix for Sabino 
Watershcd (Summcr) 

Component 

g 
h,,L 
h,,u 

Vector 1 

0.6801 
0.4188 
0.6018 

Combination 2 
Eigenvectors 

Vector 2 Vector 3 

-0.7325 0.0300 
0.3545 -0.8360 
0.5811 0.5479 

Combination 7 
Eigenvectors 

Vector 1 Vector 2 Vector 3 

0.7973 -0.5902 0.1262 
0.3237 0.5948 0.7358 
0.5093 0.5458 -0.6653 

The eigenvalues for combination 2 are: 0.0479, 0.2204, and 0.6697 for vectors 1. 2, and J. 
respective! y. The eigenvalues for combination 7 are 0.0268, 0.1847. and 0.3070 for vectors 1, 2, and J. 
respective! y. 

.' 

.. 
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.. ····· ... ~---· .. ---

Prior 
ML 

-1.100 
-0.534 

2.29 
2.71 

2.78 
3.63 

Value in parentheses is assumed to be known. 
'Relative variance. 

.-vb 

0.366 

areas are contributing [see Chavez et al., this issue, Figure 
10], 81 ac ft (99,992 m3) are being recharged during the 
summer rainy season. Finally, by assurning a unifonn con
tribution in recharge depth across Sabino watershed and 
adjacent areas, we divide 81 ac ft by 31,424 ac..;,s (12,717 ha) 
(total contributing area) to obtain 0.00258 ft or 0.079 cm of 
mountain front recharge during the summer period. 

Prior infonnation about the space and time long-term 
effective initial abstraction of rainfall in subwatershed L, 
h,,L, and subwatershed U, h,,u. was obtained through the 
application of the VEHBAL procedure [Chavez et al., this 
issue). Note that the VEHBAL procedure does not invo1ve 
the use of observed streamHows and therefore the assump
tion of lack of cross correlation between prior parameter 
estimation errors and streamflow measurement errors is 
satisfied. 

Suñace runoff and hence h, showed a rather high sensi
tivity to the plant coefficient kv. Because this vegetation 
property cannot be detennined with high accuracy, the nine 
combinations of the h,,L and h,,u values obtained through 
the VEHBAL procedure were introduced as prior informa· 
tion in the ESTIMA procedure. The next step involved the 
detennination ofthe "best'' combination (among the nine) in 
terms of their relative consistency with the rest of the prior 
data and using the analysis ofthe stochastic properties ofthe 
ML estimators. 

Mohrbacher [1983] calcu1ated mountain front rechargc 
using groundwater data from 1970 to 1979, which panly 
overlaps the time period considered here. Proportioned for 
the summer season, bis estímate is 0.079 cm, of which the 
logarithm is -1.10. However, in most ofthe cases, mountain 
front recharge is estimated with data from 1 water year only. 
Thus for a more general discussion we will regard Mohr
bacher's estímate as representative of only t year and assigr1 
a~ uncertainty of about 1 ordcr of magnitude to it (ui = 

o.:O). Afterward, a final estímate of recharge will be pro~ 
ouced by assigning a smaller (more reasonable for this case) 
variance to that prior estimation (ui = 0.10). 

The nine combinations of h,,L and h,.u taken as prior 
information about initial abstraction are listed in Table 2, and 

Table 7. Covariance and Correlation Matrices of 
Estimation Errors for Sabino Watershed (Summer) at 
Parameter Vector (-0.534, 2.71, 3.63) 

g h,,L h,,u 

g 0.0863 -0.2070 -0.5690 
h,,L -0.0294 0.2344 -0.3990 
h,,u -0.0744 -0.0859 0.1979 

Upper triangle is correlation matrix; lower triangle and main 
diagonal are covariance matrix. 

-.·~ .Prior.Estimation:Variance . 

·A--~--- -.... 
... 

0.601 0.675 

the resu1ts of the application of the ESTIMA procedure 
appear in Table 3. The procedure was unab1e to identify an 
optimum for combinations 3, 5, 6. 8, and 9. This is indicative 
of incompatibility among prior data. Combination 7 showed 
the smallest prior estimation variance of the initial abstrac
tions, ul = 0.594, and the snlallest variance of the trans
formed Hows, u~ = 0.350. We conclude that combination 7 
is the one most consistent with measured flows, being 
followed by combination 2. 

Nonuniqueness in the solution was not an issue in any of 
the cases. Approximately the same parameter cstimates 
were obtained starting from different sets of initial parameter 
values. 

Covariance and correlation matrices of estimation for the 
model parameters are shown in Table 4 for coffibinations 2 
and 7. Smaller diagonal terms in the estimation covariance 
matrix were obtained for combination 7, and parameter 
correlation is not high for any combination. 

Eigenvalues and eigenvectors of the estimation covariance 
matrix are listed in Table 5. As expected, the smaUer 
eigenvalues correspond to combination 7. We also notice 
from this table that, in both cases, the component of g in the 
eigenvector corresponding to the largest eigenvalue is small, 
indicating that the highest parameter interaction occurs 
between the initial abstractions. This' result is expected 
because of the high correlation between seasonal precipita· 
tions in subareas L and U. 

In thf: VEHBAL procedure it was assumed that the 
change in soil moisture storage between the beginning and 
the end of the summer rainy season is negligible. That 
assumption is more closely satisfied under the low precipi
tation-high potential evaporation conditions at subarea L 
than under the higher precipitation-lower potential evapora
ti6n conditions at sübarea U. We will account for this fact by 
associating a sroallcr variancc to the prior estimation of h,,L 
relativc to the prior eStirñation of h,,u. 

The ESTIMA procedure is then app1ied to combination 7 
using 0.50 and 1.00 as the relative values of the prior 

Table 8. Eigenvalues and Eigenvectors of Estimation 
Covariance Matrix for Sabino Watershed (Summer) at 
Parameter Vector (-0.534, 2.71, 3.63) 

Components Eigenvectors 

Veclor 1 Vector 2 Vector 3 

g 0.7973 -0.5902 0.1262 
h,,L 
h,,u 

0.3237 0.5948 0.7358 
0.5093 0.5458 -0.6653 

The eigenvalues are 0.0268, 0.1847, and 0.3070 for vectors 1, 2. 
and 3, respectively. 

'• 
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. ·. -:Table 9.·:•Structural Iderít!fiabilityiMatrix.and Sensitivity 

· ·· , .·~· .Ratios,for·Sabino Watershed;(SUmmcr)·.at:Parameter 
:Vector ("'0.534. 2.71; 3.63i · ·-· 

,''1 

g ."h,,L ·~r.U 

g 14.51 7.31 12.97 
h, ... 7.31 4.70 8.16 
h,,u 12.97 8.16 14.73 

The ~ensitivity ratios are 2.20, S.24, and S.28 forg, h,.L, and h,,u. 
respectlvely. --

cstimatiOn variances of h, L and h, 0 , respectively. Results 
are listed in Tables 6, 7, and 8, wher~ the estimation variance 
of all the model paramcters is smaller than their prior 
estimation variance. In panicular, for g and h,,0 , the esti
mation variance reduced by over a half. Notice al so that the 
condition number CN, defined as the.ratio of the largest to 
the smallest eigenvalue, is 11.5. 

The stability of the solution can be assessed qualitatively 
in tenns of convergence characteristics and the condition 
number of thc estimation covariance matrix. Convergence 
was fast and smooth in all the cases testcd and, as cxpected, 
the number of iterations was dependent on the initial param
eter values. In tum, the condition number decreased from 
18.2 to 11.5 by changing the relative variance of h,.L from 
1.0 to 0.5, indicating that instability is reduced when prior 
h,. ,L is estima~ed with a higher precision than prior h,.. u. An . 
explanation for this is to be sought in the smaller sensitivities 
of the computed flows to h,.,L as compared to h,.,u. 

The structural identifiability matrix (see the appendix) 
V ¿s/(6). which is based purely on model properties and is 
independent of the stochastic nature of the output observa
tion errors. is evaluated at (-.534. 2.71. 3.63). and the 
results are listed in Table 9. This matrix is positive definite; 
consequently, the model structure is Iocally identifiable. 
However. its condition number is fairly high (CN = 235). 
indicating that the model structure is poorly identifiable. The 

• 
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Figure 2. ML criterion contour map for h,. u versus h,. L 
with no prior information about the model pai-ameters. ' 
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F'agure 3. ML criterion contour map for h,.,u versus h,.,L 
.with prior information about the model parameters. 

smallest diagonal element is V2S!22 , confirming the smaller 
structural sensitivity to parameter h,,L as compared to h,,u. 
Parameter h,.,L is Iess activated than h,.,u because of the 
lower seasonal precipitation in subwatershed L. In tum. the 
s~nsitivity ratio (71) indicates that the main parameter inter
action occurs between h,,L and h,.,u· This results from the 

3.5 
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e 
~ 

' " 
2.5 

2.0 
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est•mate 

1.5 
-1.8 -1.4 _,o -0.6 -02 0.2 

g 

Figure 4. ML criterion contour map for h,,L versus g with 
prior information about the model parameters. 
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figure S. ML criterion contour r:nap for h,,u versusg with 
prior infonnation about the model parameters. 

high correlation between seasonal precipitation at subarea L 
and subarea U. 

Once the' measurement noise is introduced, the situation 
worsens. Figure 2 shows the contours of the log likelihood 
criterion (equation (14)) when no prior information about the 
pai-ameters is included. The ~ptimum h,,L ~curs at the 
unrealistic value of +co. In fact, no realistic solution to this 
problem can be obtained without including prior information 
about the pai-ameters. 

1 
a 

Figure 7. Sensitivity of computed streamHow to g and 
hr,L· 

Figures 3, 4, and 5 show the contours of the log likelihood 
criterion (equation (14)) when prior information about the 
parameters is included. A unique and realistic solution is 
now apparent. 

The sensitivity of the computed flow to the model param
eters is shown in Figures 6. 7. and 8. In Figure 6 we notice 
that the computed ftow is more sensitive to h,,u than to hr,L· 

The higher seasonal precipitation in subwatershed U deter
mines that a larger runotf be generated when h,,u tends to 
zcro than when h, .L does. The larger arca of subwatershed 
U also contributes to this etfect. Figures 7 and 8 show that 
the sensitivity of thc computed flows to g increases as this 
paramcter does. On thc other hand. thc scattergram of 
computed and mcasurcd streamftows is shown in Figure 9. 

As Mohrbachcr's recharge estimation is based on ground
water data from 1970 to 1979, overlapping partly the time 
period considcred here, his estímate may be considered 

Figure 8. Sensitivity of computcd strcamftow to g and 
hr.U· 

'· 
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Figure 9. Scattergram of computed and measured summer 
streamftows at Sabino Creek gaging station. 

more reliable than one representing a single year or season. 
Consequently, we will seek a final estimation of mountain 
front recharge for the summer period' by reducing the prior 
estimation variance of lag recharge from 0.20 to O. 10. 
Results are shown in Tables 10, JI, and 12. Our final 
estimate of log recharge is -.977, or 0.11 cm, or 18.8 ac ft 
yr- 1 per mmf (14,414 m3 yr- 1 per kilometer of mountain 
front). 

In those tables we particular! y notice that the ML estimate 
oflog recharge is now closer to its prior estimate and that its 
reduction in variance is marginal. A better prior estimation 
of the initial abstractions could contribute to further reduce 
the log iecharge estimation variance. However, this an~ the 
previous results suggest that the improvement provided by 
our procedure is marginal when the prior estimates of log 
recharge are relatively reliable and that the procedure is 
particularly suitable to improve less reliable recharge esti· 
mates, that is,· those whose ur . .-:ert::.i.ny is about 1 ordcr of 
magnitude•or greater. Estimates with this uncertainty are 
common in practice. 

On the other hand, we also notice Írom Table 2 that the 
condition number of the estimation ... Covariance matrix has 
reduced lo 8.3, illustrating the beneficia! elfect on stability of 
providing a more reliablc prior estimate of log recharge. 

g h,.,L h,.,u 

g 0.0931 -0.0730 -0.2230 
II,.,L -0.0133 0.3620 -0.6!53 
h,,u -0.0314 -0.1821 0.2133 

Upper triangle is c;orrelation matrix; lower triangle and ma.in 
diagonal are covarianc;e matrix. 

Conclusions 
The foUowing conclusions can be drawn from paper 2 of 

this two-part series: 
. J. Our model of the seasonal streamflo\v fit the observa· 

tions for the mountainous watershed of Sabino Canyon in 
the Tucson Basin reasonably well. However, in view of the 
nature- of its derivation, this model is expectcd to underes· 
timate large Hows in many 'instantes. The effect of this 
underestimation on the parameter estimates is minimized 
through the weighting sche,me adopted. That is, errors 
associated with larger ftows, which are lcss reliable, are les~ 
heavily weighted in the estimation criterion. A larger reduc· 
tion in their weights is achieved by expressing the weighting 
factor in terms of the measured ftows rather than in tcrms of 
the computed ones. 

2. The weighting scheme adopted enabled the estimation 
of the most likely weights for the error terms in the estima
tion criterion. This scheme proved to be quite appropriate in 
our modeling because of the adequate response of the 
statistical parameters associated with it to account for the 
changing variance of the streamOow errors, which were 
qualita~ively verified through the scattergran:t. · 

3. We have illustrated the beneficial effect of the inclu
sion of prior information about the model parameters in the 
estimation criterion. Prior infonnation increases the chances 
for a unique, stable, and realistic solution to a parameter 
estimation problem. lmproved estimates of the model pa· 
rameters were achieved whenever the optimization proce
dure converged. Lack of convergence was attributed to 
incompatibility among prior data and model inadequacies. 

4. No nonuniqueness p~oblems were detected, and con
vergence to the optimum was fast and smooth whenever a 
solution existed. These convergence propertics hold for the 
model reparameterized in terms of log recharge. Difficulties 
in convergente were encountered with the original model. 

5. lnstability in the solution, as qualitatively measured 
by the condition number of the "estimation covariance ma
trix, was found to be small or moderate for the cases tested. 

Table 10. Prior and ML Estimates for Sabino Watershed (Summer) With u: = 0.10 

Prior 
ML 

g 

-1.100 
-o.9n 

Model Parameters 

hr,L• cm 

2.29 
2.84 

h,..u. cm 

2.78 
3.86 

Value in parenthesis is assumed to be known. 
•Relative variance. 

0.395 

Statistical Parameters 

A ul 

0.647 0.442 0.894 

Prior Estimation Variance 

u' • 
(0.10) 

ul .... 
o.so• 
0.447 

ul .. u 

t.oo• 
0.894 
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... :·· ·.Table . .Jl ... -.Eigenvalues:and·Eigen~ector5,of.Estimation 
· .. · .. : Covariance Matrix for. Sabino.Watershed (Summer) at 

.,·: Parameter Vector_(-0.9n, 2.84;-3_.86) 

: .. ·-:-~Gmnponents :. 'Eigcnvectors 

Vector 1 Vector 2 Vector 3 

g 0.6962 -o.1tn -0.0166 
h,.L 0.391S 0.3990 -0.8292 
h,,u 0.6017 O.S707 O.SS88 

The eigenvalues are 0.0.585, 0.12.55, and 0.4845 for vectors 1, 2, 
and 3, respectively. · 

Log recharge should be the parameter less affected by 
instability in view of its minimal interaction with other 
parameters. 

6. The measures of model structural and parameter 
identifiability adopted proved to be useful tools to ascertain 
the relative sensitivity of the streamflows to _ the model 
parameters and for isolating those parameters that are highly 
interacting and poorly identifiable. 

7. The analysis of the estimation errors, peñormed in the 
original space of the parameters, showed no high correla
tions among the model parameters and a large reduction in 
the estimation variance of the parameters when the prior 
estimation error of recharge was assumed to be about 1 arder 
of magnitude. Only a marginal improvement, however, was 
achieved when that prior estimate was considered to be 
more reliable. This suggests that our procedure is particu· 
larly useful when uncertainties of about 1 order of magnitude 
or larger are associated with the prior estima te of mountain 
front recharge. Uncertainties of this magnitude are common 
in practice. 

8. The analysis peñormed in the eigenspace of the pa· 
rameters showed that, in all the cases, the estimates of 
combinations of initial abstractions are much less reliable 
than combinations which include lag recharge. Therefore we 
conclude that parameter estimation was successful, in gen· 
eral, and that our approach is particularly suitable for the 
estimation of mountain front recharge. 

9. As our parameter estimation approach requires prior 
information aboút the long·term effective mountain front 
recharge on a seasonal basis and be'cause the variance of that 
prior information must be provided, we encourage hydrolo· 
gists involved in the assessmcnt of mountain front recharge 
to look closely into the uncertain aspects of their estimations 
and to reckon, at least qualitatively, the rcliability of their 
particular estimates under specific hydrogeologic conditions. 

10. Likewise, ~e encourage hydrologists to look into the 
seasonal and year-to-year variations of that recharge when
ever data are available, as well as to evaluate separately, 
whenever possible, the contribulions from the two sources 
oflateral recharge, namely, the contribution originated in the 
mountain mass and the contribution originated along the 
stream channels between the base of the mountain and the 
regional aquifer boundary. 

Appendix: Structural and Parameter 
Identifiability Measures 

Sorooshian and Gupta {1985] developed a measure of 
structural identifiability in the region local to 8 in terffis of 

Ps1(i) 

Figure Al. Two parameter examples of an indifference 
region. 

what they called the ''strUctural identifiability matrix" 
V ¿s/(8). This matrix is written as 

V~Sl(El) = 2v'6 Q(e) 7V9 Q(El) (Al) 

or equivalently 

v's¡ .. = 2 ~ {aQ,(El) aQ,(El)} (A2) 
'' L.J a e. a e *"" 1 1 J 

The structural identifiability matrix carl be eithcr positive 
definite or positive semidefinite. The diagonal elements of 
V ~S/(9) are all nonnegative. If the matrix is positive defi· 
nite, then the model structure is locally identifiable. 

A measure of parameter identifiability called the "sensi
tivity ratio" provides useful information about interactions 
among many parameters simultaneously in the multiparam
eter space. It is useful specifically for isolating those param
eters that are highly compensating and poorly identifiable. 
The sensitivity ratio "1; of parameter 8; is defined as 

PS1 (El) [ s., ··]"'· 
T¡·= = T 1 

' CPS, (El) S¡¡- g 1 G, 9; 
. . . 

(A3) 

where PS;(e) is called \'p~ra~eter sensltiVIt~· ind~x ... 
CPS;(8) is "conditional paramet~r sensitivity" (!"ee F!gure 
Al), G, is the (p- 1) x (p- 1) submatrix ofVéSI(El) 
obtained by dcleting the ith row and column, g 1 is the ( t' -

1) x 1 vector equivalen! to the ilh column ofVéSI(El) with 
the ith element deleted, and s i.J is the ijth element of 
v¿si(e). · 

When 71; = l there is no compensation for the effects of 
parameter 9; on the model output by the other parameters. 
As .,, gets larger, this indicates poorer and poorer identifi
ability of parametcr e, in relation to other parameters. 

Notation 
CN 

CPS 
¡, 

f( ) 
) J( 

condition number. 
conditional parameter sensitivity. 
expcctation of Qk. 
response of the selected watershed model. 
probability density function: 

g decimal logarithm of G. 

., 
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· : ::~~~ ~lative covariance. matrix of prior errors of . · ... ,g1 .. :ith column ot.v¿st( · ).with ith element · 

.. deleted. .. .•. . " · 
•• ... :.~ : '- &, • .;...,·:~,~·~: ~; •• ::.G.~;.Iong"!iC:nnoeffectivelseasona.J.:.:mountaio ;[ront_. 

.. ~- .... ~.recharge. -. · 

.. :c:__~::"í¡>aran\eter. type_ p. . · 
.. _.'-···. , .• -•• ~·r.relatilreSov.ariam:e.matrix;.of._prior.:initiaf ... 

, ·G,-:·submatrix of-V¿S/(:. )·deleting ith row and 
column. 

In ( 
log ( 

L( 

effectivc initial abstraction in subarea /. 
prior estimate of h1• 

space and time effcctive initial abstraction. 
effective initial abstraction in subarea L. 

. effcctivc initial abstraction in su barca U. 
average stonn depth in subarea L. 
average stonn dcpth in su barca U. 
index for thc year. 

1 index for subareas in a watershed. 
) naturallogarithm of ( ). 
) decimal logarithm of ( ). 
) likelihood function. 

m numbcr of subareas in a watershed. 
ML maximum likclihood critcrion. 

N 
OF 

p 
P, 

PL.k 
Pu,k 

PS 
Q 

Q' 
Q, 
Q; 
R, 

number of years of streamftow record. 
number of subareas with prior data about 
initial abstraction. 
total number of prior data. 
objective function. 
index for parameter type. 
vector of m seasonal precipitation values. 
seasonal precipitation in subarea L. 
seasonal precipitation in subarea U. 
parameter sensitivity index. 
vector of n "true" scasonal strcamflow 
values. 
vector of n measurcd seasonal streamftows. 
kth element of Q. 
kth element of Q'. 
seasonal surface runoff. 

RL;: seasonal surface runoff from subarea L. 
R u,k seasonal surface runoff from subarea U. 

S¡¡ ijth element of vMI< ). 
S log likelihood function. 

s, 

log likelihood function with prior data about 
model parameters. 
equivalent form to S 1 obtained by fixing the 
statistical parameters. 
weighted sllm of squared seasonal streamftow 
errors. 

S 1r weighted su m of squarcd initial abstraction 
errors. 

SLS simple lcast squares criterion. 
T transposc. 

w A: kth weight u sed in the objcctivc function. 
z vector of .. true" streamflow and model 

parameter values. 
z• vector of available streamftow and model 

parameter data. 
P vector of unknown model and statistical 

parameters. 
y long-tenn effcctive seasonal mountain front 

recharge (ora transformation of il). 
-y' prior estímate of y. . , stochastic error term . 

71 scnsitivity ratio. 
A transformation parameter of ftows. 

••• •. > · · :'""' ~., ,._,._bstractio!M:rrors. · 
·A a :·.relative-covaliance ·matrix.of prior streamftow 

v, 
" u' • U¡ 

u' •• u' p 

uí 
U~ 
u' y 

9 
9' 
é 

e. 
"'• 
n. 

n. 

n 
n, 

ne 

crrors. 
vector of m seasonal number-of-stonn valucs. 
vector of unknown statistical parameters. 
prior estimation Variance of log recharge. 
multiplicative factor for the relative 
covariance matrix of prior initial abstraction 
errors. 
relative variance of the prior error of h ¡ . 

multiplicative factor for the relative 
covariance matrix of prior errors associated 
with parameters type p. 
error variance of the kth streamftow. 
stabilized variance of the transformed ftows. 
prior estimation variance of y. 
vector of the "true" model parametcrs. 
vector of prior estimates of model parameters. 
vector of maximum likelihood estimates of 
model parameters. 
vector of model parameters type p. 
weighting parameter for the initial 
abstractions. 
covariance matrix of prior initial abstraction 
errors. 
covariance matrix of prior errors associated 
with model parameters type p. 
covariancc matrix of prior streamftow errors. 
covariancc matrix of prior crrors associated 
with modcl and statistical paramctcrs. 
global covariance matrix of prior crrors of 
model parametcrs. 

v¿si( .structural identifiability matrix. 
Bessel function of order onc. K,[ 

Acknowledgmc:nts. The authors gratefully acknowledge the con
structtve comments and recommendations provided by Paul Hsieh 
of the U.S. Geological Survey, and Amado Guzman, Vijai Gupta, 
and Jene Michaud ofthe University of Arizona. Partial support was 
provided'by the National Science Foundation under grants ECE-
86105487 and BSC-89208.:1. 

References 
Anderson, T. W., and N. r. White, StatisticaJ summaries of 

Arizona streamHow data, U.S. Geol. Surv. Water Resour.Inv~st., 
79-5, 1979. 

Belan, R. A., Hydrogeology of a portian of the Santa Catalina 
Mountains, M.S. thesis, Dep. of Hydrol. and Water Resour., 
Univ. of Ariz., Tucson, 1972. 

Belan, R. A., and W. G. Matlock, Groundwater recbarge from a 
portian of the Santa Catalina Mountains, paper presented at 
Hydrology and Water Resources in Arizona and the Southwest, 
1973 Meetings, Ariz. Sect., Am. Water Resour. Assoc. and 
Hydrol. Sect .• Ariz.-Nev. Acad. of Sci., TUcson, Ariz., 1973. 

-Boyer, M. B., StreamHow measurement, in Handbook of Applied 
· Hydrology, Sec. 15, edited by V. T. Chow, McGraw-Hill, New 

York. 1964. 
Box,G. E. P., andO. R. Cox, The analysis oftransformations,J. R. 

Sial. Soc .. Ser. 8,16(2). 211-252, 1964. 
Carrera, J., and S. P. Neuman, Estimation of aquüer parameters 

under transient and steady stale conditions, 1, Ma.ximum likeli
hood method incorporating prior information, Wat~r Resour. 
Res.,11(2), 199-210, 1986. 

,, 



.CHAVEZ ET AL.:·MOUNTAIN FRONT.RECHARGE TO REGIONAL AQUJFERS, 2 

-- , .. , -.Chavez • .A.; S •. N. Da vis, ancfs-. SOrooshian,: EStimation of,moun·· ~..,_ inverse-pro_Q_JCln of aquifer hydrology, l, Theory, Water Resour . 
. :··· -·'· ;.;. tain front ·recharge.to. rCgionaJ-aquifers; .I,:Dcvelopment of an . Res., 15!~. 1979. -

~~-_;:.anaJytical.bydroclimate modei,·:watú.ResoUbRe:r~· Jhisissue.--- ~ •. Olson, M.-re?,::Mountain-front:recharge,to~lhe .Tucson llasin from 
J<,.¡--:d:mvidson;·.e~-..&:;&3eohydrology'1md'WB.t'Ci resoaici!S>'of.ttte._,'FuesOn~:...-;n.t'JiaaquC~e.:de<lanyon;:.~N:i:4ha\S: 1Dep.-ü'·H,rdrol.'"tftd 

._ . ·. · --~?-.:!'"Basin: •Arizona;:V:S;: G~t-"SurVi·"Wat~::-SU.pply -:-eap:-;19J9=E;·.-::~:.•:-_ .... Watu.:ltesour:;·thtiv. ·of:tmz.-,"":T-ucson:-1_981. . . . . 
'1973. · ·. · ........ ·· :t-, S1mpson,·E. S:, 0:-Thourud,-and:·L--Fn~man, Dis~~1shmg 

Duckstein, L., M. M. Fogel, and J. L. Thaines, Elevation efl'ccts on season~ recharge to groundwater by deutenum analysas m sou_th-
nünfall: A stochastic model, J. Hydrol.-,/8, 21-35, 1973. em Ari~na, paper presented _al World Water_Balance, Readmg 

F Jt J L Di · od'fi f d t · ¡ Sympos1um, lnt. Assoc. of Sc1. Hydrol., Readmg, England, July u on: . :· . scuss1on, ?"' 1 ca 100, an ~x e~s1on _o som~ 1970. 
m~amum h~ehhood techmques for model cahbrallon wtth apph- Sorooshian, S., and J. A. Dracup, Stochastic parameter estimation 
cataon to ramfall-~noff models, reP?rt, Syst. Eng. Dep., Case procedures for hydrologic rainfall-runoff models: Correlated and 
West. Reserve Umv., Cleveland, Ohao, Aug. 1982. heteroscedastic error cases, Water Resour. Res., 16(2), 430-442, 

Gallaher, B. M., Recharge propenies ofthe Tucson Basi~ aquifer as 1980. 
reftected by the distribution ofa stable isotope, M.S. thesis, Dcp. Sorooshian, S., and V. K. Gupta, The analysis of structural identi-
of Hydrol. and Water Resour., Univ. of Ariz., Tucson, 1979. fiability: Theory and apphcation to conceptual rainfall-runoff 

Merz, A., Mountain-front recharge from the Santa Rita Mountains models, Water Resour. Res.,l/(4), 487-495, 1985. 
to the Tucson Basin, M.S. thesis, Dcp. of Hydrol. and Water 
Resour., Univ. of Ariz., Tucson, 1985. 

Miffiin, M. D., Delineation of ground-water ftow systems in Nevada, 
Tuh. Rep. Ser. H-W, Hydrol. Water Resour. Publ. 4. Desert Res. 
Inst., Univ. of Nev., Reno, 1968. 

Mohrbacher, C. J., Mountain-front recharge to the Tucson Basin 
from the Santa Catalina Mountains, Arizona, M.S. thesis, Dep. of 
Hydrol. and Water Resour., Univ. of Ariz., Tucson. 1983. 

Neuman, S. P., and S. Yakowitz, A statistical approach to the 

. ·' 

A. Chavez, Facultad de Ingenieria, Universidad Autonoma de 
Chihuahua, Apartado Postal 1528-C. Chihuahua, Chih. 31160, Mex-
ico. 

S. N. Davis and S. Sorooshian, lX:partment of Hydrology and 
Water Resources, University or Arizona, Tucson, AZ 85721. 

(Receaved August 19, 1993; revised November 18, 1993, 
accepted November 29, 1993.) 



• '1•1111. 

F.A .ÜLTÁ.D DE INGE Efé.~'i-A. U.N.A.M. 

D.IVISIC>N DE EDUCACIC>N CONTINUA 

CURSOS ABIERTOS 

XI CURSO INTERNACIONAL DE CONTAMINACIÓN DE ACUÍFEROS 

MÓDULO 111: 

SIMULACIÓN DE MODELOS EN GEOHIDROLOGÍA Y 
CONTAMINACIÓN DE ACUÍFEROS 

TEMA: 

OPTIMIZACIÓN DEL BOMBEO EN EL ACUÍFERO DE VILLA DE REYES, SAN 
LUIS POTOSÍ 

DR. ADOLFO CHÁVEZ RODRiGUEZ 
PALACIO DE MINERIA 

OCTUBRE 1999 

Palacio de Minerla Calle de Tacuba 5 Primer piso Deleg. Cuauhtérnoc 06000 México, D.F. tel.: 521-40-20 Apdo. Postal M-2285 



' 

. ·.·.· ,._, 
. ~- :-.. -.:j-_-=~;:_·. 

-~---:f.,-- -7C __ -

. . .:.. :. 

.·~ • ·- • - -.~ ;;! • 

Optimización del bombeo en el acu'ífero 
de Villa de Reyes, San Luis Potosí 

Adolfo Chávez Rodríguez 

Facultad de lngenieria, Universidad Autónoma de Chihuahua 

Sergio Flores Castro 

Departamento de Geohidrologia, Comisi6n Federal de Electricidad 

El acuífero de Villa de Reyes satisface la demanda de agua de una de las centrales 
termoeléctricas de la Comisión Federal de Electricidad y ha estado sujeto a sobreex
plotación. En los últimos años se han incrementado sus ritmos de abatimiento, lo que 
ha impulsado el desarrollo de un modelo que permita diseñar una pol/lica de explotación 
óptima de este acuífero. Este modelo se formuló con un enfoque de ingeniarla de sis
temas donde se integra un modelo de simulación de flujo de agua subterránea con otro 
de decisión. Este está dado tanto como una función objetivo por optimizar, que en este 
caso significó la minimización de la suma de /os abatimientos en zonas seleccionadas 
del acuífero, como por un conjunfo de restricciones físicas y socioeconómicas que 
condicionan la explotación del agua subterránea. El acoplamiento de ambos modelos 

.. se efecfuó mediante la técnica de funciones de respuesta_ Se concluyó que un sistema 
de bombeo es óptimo cuando, al plantear la minimización de abatimientos, es el que 
ofrece mayores ventajas desde los puntos de vista hidrológico y socioeconómico. 

En los últimos años el aculfero de Villa de Reyes, 
en el estado de S'an Luis Potosi, ha presentado un 
abatimiento continuo de los niveles estáticos, oca
sionado por el bombeo en pozos someros de usos 
agrfcola y doméstico y en pozos profundos de la 
Comisión Federal de Electricidad (CFt:) r::stos úl
timos satisfacen los caudales de agua requeridos 
para la operación de la Central Termoeléct;ica San 
Luis Potosí. 

Esta situación hidrogeológica hizo ·necesario el 
diseño e implementación de un esquema de bom
beo encaminado a reducir al mfnimo los efectos 
adversos de la sobreexplotación, como el incre
mento de los costos de bombeo. la inutilización de 
las obras de captación. y un posible deterioro de 
la calidad del agua subterránea. Al mismo tiem
po, la implantación de este esquema de bombeo 
extenderla la vidil útil del sislema aculfero con sus 
consecuentes benefrr.ios sor.ioeconómir.os en los 
r11vcles local y ne<cional 

El esquema de explotación óptima de un acuite
ro se puede diseñar mediante la técnica de fun
ciones tecnológicas algebraicas, mejor conocidas 
como funciones de respuesta, la cual ha proba
do ser la más eficiente para este propósito. Las 
funciones de respuesta relacionan el bombeo en 
pozos con los abatimientos en los mismos, y en la 
práctica, se obtienen mediante un modelo digital 
de simulación de flujo de agua subterránea. El 
Departamento de Geohidrologfa de la Comisión 
Federal de Electricidad conslruyó un modelo de 
simulación del aculfero.de Villa de Reyes, en cola
boración con la Residencia de Estudios de lnge-

. .ni ería Civil en Querétaro (Oepto. de Geohidrología 
y Residencia de Estudios de lngenierla Civil de 
Oro., 1989). . 

En este articulo se des;urolla un modelo de 
manejo del sistema aculfcro de Villa de Reyes. 
donde se intcnra el morlelo digilol rie sim11lar.ión 
con otro de decisión merlianle la léchica de lun-. 
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. .- ... · ciones· .. :je .,respuesta.-<e;{~~;.;:;opeto'·de ·.mañejó'' · 
... ,;,;_ constiluye:·um,probleiJl:il ·,o;:Je.:progi~mación, lineal, _ 
.. <-oi-:cuya<Soluoión-proporciooa~os-esqliemas-dei:lom-
': <..-:beo óplimo·dentro.deJas:condición¡intes·del siste-

-ma.-· Como· un antecede.nte a este trabajo se tiene. 
· el caso del acuífero de Samalayuca, Chihuahua, 
donde se adoptó un enfoque metodológico similar 
(Chávez et al., 1989). 

Hldrogeología del área de Villa de Reyes 

El valle de Villa de Reyes se localiza en la zona 
semiárida del centro de México, y el área de es
tudio queda comprendida entre los 21 o 40' y 21 o 

60' de latitud norte, y entre los 100° 60' y 101• 00' 
de longitud oeste. La central termoeléctrica se 
ubica cerca del poblado del mismo nombre, apro
ximadamente a 35 km al sur de la ciudad de San 
Luis Potosi (véase ilustración 1 ). La precipitación 
media anual en el área es de 427 mm, con una 
evaporación potencial superior a los 2 000 mm. 

El valle es de origen tectónico, habiéndose for
mado por una fosa estructural que aloja principal
mente material volcánico. Sus lfmites naturales 
son la sierra de San Miguelito por el noroeste 
y la de Santá Marra por el sureste. El sistema· 
acuflero del valle es de tipo libre mixto, con un 
estrato superior formado por depósitos de relleno 
consistentes en material. volcanoclástlco interca
lado con gravas, arenas y limos, que tiene un 
espesor promedio de 150m. Subyaciendo a este 
estrato se halla una unidad volcánica constituida 
básicamente por ignimbritas y riolitas, cuyo espe
sor promedio es de 700 m. Esta unidad muestra 
porosidad y permeabilidad secundarias por frac
turamiento. El flujo regional de agua subterránea 
guarda una dirección preferente SW-NE paralela 
a las sierras mencionadas (Flores el al, 1990). 

Hasta 1986 el sistema acuífero del valle se apro
vechaba únicamente mediante pozos de uso agri
co!a y doméstico perforados en el relleno granu
l¡¡r, con un bombeo conjunto de poco más de 
20 000 m'/dfa que ocasionó un abatimiento pro
medio del nivel estático de 1 .5 m/ año. En ese 
año entraron en operación pozos profundos de la 
CFE que extrajeron en conjunto 11 500, 29 700 y 
29 100 m'/ día en 1986, 1987 y 1988, respectiva
mente, ro que provocó un abatimiento promedio 
de 3 m/año en el medio fracturado e incrementó 
a 2 m/año el abatimiento promedio en el medio 
granular. 

Los pozos de la CFE están agrupados en tres 
baterías. a la número 1 colfcspondell los pozos 5. • 

7, 8, 9, 12, 16 y 21; a la 11, los pozos 13 y 14; y a 
la 111, los pozos2, 3, 4, 11, 17, 18, 19 y 20. 

La principal fuente de recarga en el área está 
representada por un flujo profundo ascendente 
hacia el medio fracturado en la zona de los pozos 
7, 9 y 21 de la CFE, procedente de un sistema 
regional de fallas, que aporta un caudal aproxi
mado de 26 500 m'/día (Oepto. de Geohidrologfa 
y Residencia de Estudios de Ingeniería Civil en 
Querétaro. 1989). 

Dlsefi~ de esquemas de explotación óptima 

Los modelos de simulación de flujo se han em
pleado para predecir la respuesta hidráulica de los 
sistemas acufferos ante diversas polfticas de ex
plotación. Empero, el nú¡nero de posibles esque
mas de bombeo es infinito en teorfa y muy afta en 
la práctica, por lo que la búsqueda del esquema 
de explotación óptima por ensayo y error es lenta y 
costosa, a más de que este procedimiento no ga
rantiza la obtencrón del óptimo. Sin embargo, con 
un enfoque de rngeniería de sistemas es posible 
diseñar tal esquema integrando el modelo digita-l 
de simulae~on con uno economico o clc·(ieCISión. 
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· ~ ·. ·. ·-. Un,modeto 'de :deiiis[afi·;~.s)a;.expresiórr ·mate
··!mática de·un:-criterJ.o:·d.e·.prelere"r:~cfa.acerca de tos 
·:el ec t=:hidro lógicoo .0:-ecoÍrórrÍioos<De·· la-ex pleta-

'' .: · •ción del:acuífero;:!'l'_irrcluye·l:m•conjunto de restric--
• ciones ·físicas .y/o :socioeconómicas asociadas a 
tal explotación. 

La integración del modelo de simulación de flujo 
con el de decisión constituye el modelo de manejo 
del sistema acuífero, cuya solución, que es el 
esquema de bombeo óptimo, se puede obtener 
mediante técnicas de optimización matemática. 

Definición de la función de respuesta 

Aunque existen varias técnicas para acoplar los 
modelos de flujo con los de decisión, la conocida 
como funciones de respuesta ha probado ser la 
más eficiente. Esta técnica implica la determina
ción de la relación funcional entre el bombeo en 
pozos a través del tiempo y el abatimiento en tos 
mismos (Maddock, 1972). 

En la práctica las funciones de respuesta se ob
tienen mediante un modelo digital de simulación, 
por lo que se expresará la relación entre bombeo 
y abatimiento en términos de celdas de bombeo 
y no de pozos. La forma general de esta relación 
es: 

M n 

s(k,n)= LL B(k,j,n-i+!)Q(j,i) (1) 
j=li=l 

donde s(k, n) es el abatimiento promedio en la 
celda k al final del n-ésimo lapso; M, el núme
ro de celdas dé bombeo; Q(j, i), el caudal de 
bombeo en la celda j durante el i-ésimo periodo; 
n, el número total de periodos; y B(k,j, n-i+ 1) 
es el coeficiente de respuesta. Este coeficiente 
representa el abatimiento promedio en la celda 
de observación k al final del n-ésimo periodo, 
debido a un bombeo unitario en la j-ésima celda 
efectuado durante el i-ésimo lapso. El conjunto 
de coeficientes de respuesta constituye la función 
de respuesta, que normalmente se presenta en 
forma matricial. 

Los coeficientes de respuesta se obtienen, por 
lo general, mediante un modelo digital de simula
ción de flujo, asignando un bombeo unitario a la 
primera celda de manejo durante el primer periodo 
y un bombeo nulo para el reslo. Este procedimien
to se repite para cada una de las celdas de interés. 
Los abatimientos calculados al final de cada lapso 
son los coeficientes de respuesta. 

: ·Cálcuto;~l";l:matrlz de .respuesta de· los pozos 

:-eFE _ _:_~~;~~:~:.: 

·,,, Se,~struyó .. yn::modelo· de ·simulación--de flujo· 
•en dilere.ncias finitas para·el acuffero de-Villa de 
Reyes con base en el código de computadora 
MODFLOW como un antecedente a este trabajo 
(Oepto. de Geohidrología y Residencia de Estu
dios de lngenierfa Civil en Querétaro, 1989, Mad
dock y Harbaugh, 1984). 

Este acuflero se encuentra en un régimen transi
torio de flujo desde fecha indeterminada anterior a 
1986, año en que entraron en operación los pozos 
de la CFE. El modelo de simulación se implementó 
a dos capas, donde la superior corresponde al 
medio granular y la interior al fracturado. La ca
libración de este modelo se efectuó durante 1986 
y 1987, y la verificación, en 1988, iniciando en 
el mes de enero en cada caso. Este modelo de 
simulación se empleó para obtener la matriz de 
respuesta. Las funciones de .respuesta, al rela
cionar linealmente el bombeo con el abatimiento, 
exigen un comportamiento lineal o al menos cua
silineal del acuflero. El acuflero de Villa de Reyes 
es libre y, por tanto, intrfnsecamente no lineal; 
sin embargo, su comportamiento será cuasilineal 
mientras los abatimientos del nivel freático sean 
pequeños comparados con el espesor saturado. 

Como horizonte de manejo se seleccionó un 
periodo de 5 años, en el que se supone que cada 
pozo de la CFE bombeará a caudal constante, lo 
que en la práctica se podrla considerar como la 
extracción promedio del pozo durante los 5 años, 
siempre que no hubiese periodos muy prolonga
dos de operación a caudales muy por encima o 
muy por debajo de ese promedio. Cabe hacer 
notar que un horizonte de simulación superior a 5 
años proporcionarla resultados muy inciertos, en 
vista de la longitud del periodo sobre el cual se 
calibró el modelo. 

Para obtener la matriz de respuesta de los po
zos de la CFE, únicos que fuero'l considerados 
susceptibles de manejo, se siguió el procedimien
to descrito en la sección anterior, seleccionando 
para este fin un bombeo unitario de 1 O 000 m'/dla, 
el cual en teorla se pue9e elegir de manera arbitra
ria, pero en la práctica debe ser lo suficientemente 

. alto para reducir a un nivel aceptable el efecto 
relativo de los errores de discretización numérica. 
De acuerdo con esto, se aplicó un bombeo de 
1 O 000 m'/ día a la primera celda de manejo (pozo 
2) durante 5 años, donde el abatimiento calculado 
en cada una de las 17 celdas de manejo al final 
de este periodo es la primera fila -de la matriz 
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• '·"': de.·respuesta:' Este;z¿i~i~oimieri.t9. se re.pitiq eh .. ·:·:·. 
· ....... ·csecuencia··para.e¡.:,¡esto~dejas;celdas de manejo 
... · ., .... :.:!hasta:· obtener.:'1a .. maiiiz~compléta .. .'.Esta .resu'ltó 

· · ··· • ser·aproximadarnente:simétrica,:.lo:que indica un 
· ·. • · ·:. · comportamiento cuasi lineal del·acuífero durante el 

periodo señalado (véase cuadro 1). · 
La matriz de respuesta obtenida se presenta en 

el cuadro 2, donde se observa que los coeficientes 
más altos corresponden a aquellas celdas (pozos) 
situadas en la zona de mínima conexión hidráulica 
vertical entre los medios acufferos, o sea, en la 
mitad suroeste del área de estudio. 

Formulación del modelo de manejo 

El modelo de manejo del sistema acuifero de Vi
lla de Reyes está constituido por la integración 
del modelo de flujo con un modelo de decisión 
a través de la función de respuesta, como ya se 
mencionó. Este último incluye una función ob
jetivo por optimizar, que en nuestro caso se ha 
planteado como la minimización de la suma de los 
abatimientos en zonas seleccionadas del acuifero, 
lo que refleja la intención de reducir a un mínimo 
los efectos adversos de la sobreexplotación y de 
maximizar la vida del acuffero. · 

La solución a este modelo de manejo es aquel 
esquema de bombeo que reduce al mínimo los 
abatimientos dentro de las restricciones ffsicas 
que condicionan la explotación del agua subte
rránea, al tiempo que se satisface la demanda de 
la central termoeléctrica. Desde el punto de vista 
de la optimización matemática se considera a la 
relación funcional entre el bombeo y el abatimien
to, dada por la función de respuesta, como una de 
las restricciones del sistema. 

1. Coeficiente de respuesta en las celdas de pozos aomeroa 
para un periodo de S años con bombeo unitario de 10 000 
ms/dia en loa pozos de la CFE 

397 39e -4!11 •111 .... g 462 460 381 447 425 3J7 419 375 JTG 80of J73 3611 

"" ... 
' o ' 7 o o o 1 ' ' • ' o ' 6 ' ' ' 3 ' ' • ' ' 7 • 3 ' 6 • ' '" 6 6 • 3 
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en. las celdas de los pozos de la CFE 
5 años·con.bombeo. unitario-de-10000 

-- -_ .. 
'2'i'''3 "4 ···s ·.¡. a' '9-'-11 12' 13 14 '16 17 18 . 19 20 .21 

2 15 6 5 4 4 4 4 5 4 4 5 4 6 7 5 5 4 

3 17 9 8 6 6 6 5 6 6 .1 6 4 • 4 4 6 
4 21 13 10 9 9 3 9 9 9 9 3 3 3 3 9 
5 29 16 15 15 3 15 14 13 15 3 3 3 3 16 
7 30 26 27 3 26 20 17 26 3 3 3 3 26 
8 37 28 3 33 20 17 31 3 3 3 3 24 
9 32 3 28 20 18 29 3 3 3 3 26 

" 12 3 3 3 3 5 6 7 6 3 
12 38 20 17 32 3 3 3 3 24 
13 35 25 20 4 3 3 3 20 
14 34 17 4 • • • 17 
16 35 3 3 3 3 25 
17 13 7 6 6 3 
18 " 7 7 3 
19 10 8 3 
20 10 2 
21 29 

Ahora, considerado un horizonte de manejo de 
5 años,' a fin de obtener los caudales óptimos 
de operación de los pozos de la CFE para este 
periodo único, se omiten los lndices relativos a 
los lapsos en la ecuación (1 ), y el modelo de 
manejo se formula de acuerdo con los siguientes 
planteamientos: 

Esquema de bombeo óptimo A 

Este diseño plantea la obtención de un esquema 
de bombeo óptimo de los pozos de la CFE don
de se minimizan los abatimientos sólo en estos 
pozos, sin considerar los efectos sobre el medio 
granular, lo cual se expresa mediante la siguiente 
función objetivo: 

minimizar (2) 

donde s(k) es el abatimiento en la CE<.I.da!; íll final 
del periodo de 5 años, que es el horizonte de 
manejo, y n 1 es el total de las celdas ,de bombeo 
(pozos de la CFE). 

Las restricciones impuestas son las siguientes: 

(i) 

(ii) 

(iii) 

(iv) 

s(k) :S Sm.ar(k) 

Q{k) :S Qmar(k) 

M 

L: Q(k) ~ D 
!·=1 

M 

s(l·) = ¿ IJ(k,j)Q(j) 

;=1 -. 

para toda k 

para toda k 

para tooa ¡. 

lngemería Htdráuhca en México/enero-abnl de 1992 

) .._:;.¡ 

-.·.·: :.:··-

' !~ . 

• 



Opltmización del bombeo en el acuífero de Vtlla de Reyes, San Luis Potosi 
. :--:. -· 

.· ... '.·donde s(k) .es el iÍbaiín'ii~~;ó:a'l_firi'al deUioiiibnte . 
de:manejo .. emla .cetda- k;-.:M,-;ei::número ·.totál-de __ _ 

:: ··3;·Restrit:'C-~4e abatimiento y bombeo de los pozos d8'ia 
. CFE ~-~~--?.:-.- - . 

- - ~ ..-..,..,-.. 

·· --~ .-, celda's.de~man8jo·,--.:que:.eo ~este.caSo. es Jguéil :a.n.¡ ~-.. ··- .-.·-· ... .:.:~nñftd"ñd-oeta-- ..... N-.1~-- ... ~t~J--'-'-'o ... c.ull.ltcse-bofnt>oo 

- : .. ·Q(j)·,:el:caudal de Sf>mb_eo:en·Ja·celdaj;· D(k;lj), el - ···rozo·-~aractebombea . dlllámiCO ··perm~1blaa!>anos. ··max.,opos.o~to 
' · (mchos) • (fnclros) (metros) ll"-1 

. ·coeficiente· de respuesta;· que representa el aba-
timiento en la celda k al final del horizonte de 
manejo debido a un bombeo unitario en la celda 
j; smax(k), es el abatimiento máximo permisible 
al final del horizonte de manejo en la celda k; 
Qmax(k), el caudal de bombeo máximo posible en 
la celda k; y Des la demanda de agua de la central 
termoeléctrica. 

La restricción del tipo (i) condiciona al abati
miento en cada celda de los pozos de la CFE 
a no exceder un valor máximo permisible al final 
del horizonte de manejo; la segunda restricción 
(ii) establece que ningún pozo de la CFE puede 
ser bombeado por encima de su capacidad de 
diseño, o de un cierto caudal máximo posible; 
la tercera (iii) exige que la extracción conjunta 
de los pozos de la CFE satisfaga al menos la 
demanda de la central termoeléctrica; y la última 
(iv) expresa la relación funcional entre el bombeo 
y el abatimiento, y es a través de esta restricción 
como se establece el vinculo entre el modelo de 
simulación de flujo y el modelo de decisión. Este 
modelo de manejo, representado por la ecuación 
(2) y el conjunto de restricciones (i) a (iv), consti
tuye un problema de programación lineal, el cual 
fue resuelto con el paquete de computadora LP88 
versión 3.12 (Eastern Software Products, 1983). 

El abatimiento máximo permisible del nivel es
tático en cada pozo de la CFE se estableció como 
la diferencia entre el nivel de la base de la cámara 
de bombeo y el nivel dinámico actual, a la que 
se restaron 20 m: con el fin de dar un margen de 
seguridad ante la previsible, aunque diffcilmente 
cuantificable, acentuación de la diferencia entre el 
nivel estático y el dinámico al descender ambos. 

El esquema ·Je bombeo óptimo se diseñó pa
ra una demanda de la central termoeléctrica de 
450 1/s (38 880 m)día). En el cuadro 3 se enlistan 
las restricciones pertinentes, mientras que en el 4 
se presenta la solución al modelo de manejo. Esta 
solución es el esquema de bombeo que reduce a 
un mlnimo la suma de los abatimientos en celdas 
de los pozos de la CFE dentro de las restricciones 
impuestas. Este conjunto de valores constituye el 
esquema de bombeo óptimo A. 

Esquema de bombeo óptimo 8 

Se puede plantear un esquema alternativo de bom
beo de los pozos de la CFE que sea óptimo al 

2 200 70 110 63 
3 197 66 111 " • 198 78 100 77 
5 200 76 10< " 7 199 82 97 60 
8 177 62 75 ., 
9 245 108 117 ., 

11 w 130 97 33 
12 200 100 80 52 
13 213 1<0 53 20 
14 2<5 107 118 :>2 
16 250 110 120 37 
17 2<6 83 143 75 
18 250 69 161 32 
19 "' 61 167 49 
20 250 67 163 71 
21 ,., 61 157 63 

considerar el sistema acuífero completo, es decir, 
al buscar la minimización de abatimientos tanto en 
el medio fracturado como en el granular. En este 
caso la función objetivo toma la siguiente forma: 

n1 ng 

minimizar I: s(k) + I: s(k') (3) 
k=l . k'=l 

donde n9 es el número de celdas de interés erÍ el 
medio granular, y s(k'), el abatimiento en la celda 
k' de ese mismo medio. 

En este caso, las restricciones impuestas son 
las siguientes: 

(i) 

(ii) 

s(k) :$ Smax(k) 

s(k1
) :$ Smax(k1

) 

Q(k) :$ Qmax(k) 

M 

(iii) I: Q(k) 2: D 
k=l. 

M 

(iv) 's(k) = I: B(k,j)Q(j) 
j=l 

M 

s(k') = L B(k' ,j)Q(j) 
Jo;:;; l 

para toda k 

para toda k' 

para toda k 

para toda k 

para toda k' 

donde ,>J es el número de celdas de manejo, que 
también en este caso es igual al número de pozos 
de la CFE, n ¡; fl(k',j) es el coeficiente de respues
ta que relaciona el bombeo en el j-ésirno pozo pe 
la CFE con el abatimiento en la k'-ésima celda del 
medio granular. 
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·:.se seleccionaron' las 17. celdas· de pozos someros .. ~urado: 
con.mayor extracción entre las.23 existentes en el 
área. Cabe mencionar que en las 6 celdas exclui
das los bombeos son muy reducidos. En el cuadro 
4 se presentan los coeficientes de respuesta que 
relacionan el bombeo en los pozos de la CFE con 
el abatimiento en las celdas de los pozos someros 
que ahi se indican para el periodo de 5 años. La 
ubicación de los pozos someros considerados se 
muestra en la ilustración 2a. 

El modelo de manejo representado por la fun
ción objetivo (3) y su conjunto de restricciones 
asociadas constituye también un problema de pro
gramación lineal, y su solución es el esquema de 
bombeo de los pozos de la CFE que minimiza 
la suma de los abatimientos en los dos medios 
acuiferos dentro de las restricciones impuestas. 
Para los pozos de la CFE estas restricciones fue
ron las mismas consideradas en el diseño del es
quema óptimo A, mientras que para las celdas de 
los pozos someros se permitió un ambatimiento 
máximo de 20 m en el periodo de 5 años. 

La solución al modelo de manejo de acuerdo 
con este diseño se muestra en el cuadro 4, y al 
comparar estos resultados con los obtenidos en 
el diseño previo se puede notar que la distribución 
del bombeo de los pozos de la CFE es marcada
mente distinta; por ejemplo, los pozos 2, 3 y 18 
operan en el esquema óptima A pero no en el B, 
mientras que los pozos 5, 8, 16 y 21 bombean en 
el esquema óptimo B pero no en el A. 

Es importante destacar que se ensayó el di-

4. Esquema de bombeo de los pozos de la CFE para una de
manda de 450 1/s 

1989 
Pozo ajustado OptimoA Optimo B 

2 46 63 o 
3 48 52 o 
4 36 75 76 
5 20 o 34 
7 39 o o 
8 28 o 42 
9 35 o o 

11 8 33 28 
12 36 o o 
13 8 o o 
14 6 o o 
16 10 o 37 
17 16 75 75 
18 24 32 o 
19 32 49 49 
20 9 71 71 
21 49 o 38 

• / 

¡ 
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• Pozo de la CFE 
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Kolcm .... 

seña de ambos esquemas óptimos para deman
das de agua mayores que 450 1/s, resultando que 
en el caso del esquema A no fue factible obtener 
una solución óptima con una demanda de 700 1/s, 
mientras que en el caso del esquema B, el método 
de optimización no convergió para una demanda 
de 550 1/s, lo cual significa que no es posible satis
facer estas demandas sin violar las restricciones 
ffsicas que condicionan la explotación del sistema 
acuífero. 

Predicción de fa evolución del nivel {•stático 

La evolución del nivel estático en amLos medios 
se predijo mediante el modelo digital de flujo para 
un horizonte de 5 años tomando como niveles 
iniciales los correspondientes a enero de 1989. 

En ese año, que es el último con registro hidro-
métrico, el bombeo conjunto de los pozos de la 

. CFE fue de 374 1/s (véase cuadro 5). Con el fin 
de comparar consistentemente la predicción bajo 
este esquema de bombeo con la que resulta de 
los esquemas óptimos A y B, se incrementaron 
los caudales de los pozos de la CFE del año 
de 1989 para bombear en conjunto 450 1/s, pero 
respetando la aportación relativa el" -cada pozo ni 
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··Pazo 
- :.Caodal 

,- '"jl/s)" · ··.porcentaje' 

. · · ----·-·:t~"dicctón · de:·abatimiénto ~ei--nilrel-=tmico 
·-- ':;en -el~eriodo--de. enero. de ·.1989'<l"enero de ·1994 

· .. __ __.:. ___ _:_:-__"--'--'----------- bajo el esquema de bombeo óptimo B se ejem
Bc.tería 1 

Batería U 

Bateria IU 

5 
7 
8 
9 

12 
-16 
21 

13 
14 

2 
3 
4 

11 
17 
18 
19 
20 

Total: 

168 
32.6 
2:p 
29.0 
29.8 

8.1 
40.7 

68 
4.8 

38.5 
40.1 
29.4 

6.7 
13.5 
20.0 
26.4 
72 

374.1 

4.5 
8.7 
6.3 
7.7 
8.0 
22 

10.9 

1.8 
1.3 

10.3 
10.7 
7.9 
1.8 
3.6 
5.4 
7.1 
1.9 

100.0 

total bombeado en ese año. Este esquema se 
llamará en lo sucesivo ·esquema de bombeo de 
1989 ajustado", y en el cuadro 4 se muestran los 
caudales por pozo que lo definen. 

En las ilustraciones 2a y 2b se aprecia la pre
dicción de abatimiento de nivel estático de enero 
de 1989 a enero de 1994 en los medios granular 
y fracturado, respectivamente, con el esquema de 
bombeo de 1989 ajustado. En la ilustración 2a 
se observa un abatimiento máximo de más de 18 
m en el medio granular en la zona del pozo 3, que 
decrece hasta 6 in en la esquina poniente del área 
de estudio. En cuanto al medio fracturado, se ob
serva en la ilustración 2b un abatimiento máximo 
de 26 m en la zona del pozo B, y un mlnimo de 
alrededor de 1~;m-~n la porción noroeste del área. 

Con respecto a la predicción bajo el esquema 
de bombeo óptimo A, donde se considera úni
camente la minimización de abatimientos en el 
medio fracturado, los abatimientos 'predichos a 
enero de 1994 en los medios granular y lracturado 
se muestran en las ilustraciones 3a y 3b, respec
tivamente. En la 3a se observa que el abatimiento 
máximo predicho para el medio granular bajo este 
esquema de bombeo es de más de 23m al noreste 
del área, y el mínimo es de 5 m hacia la esquina 
poniente. En la 3b. que corresponde al medio 
fracturado, se aprecia un abatimiento máximo de 
24 m en la misma porción noreste. y una recupe
ración de niveles (signo negativo en la ilustración) 

plifica en ·las ilustraciones 4a y 4b para los me
dios granular y fracturado, respectivamente. Este 
esquema de bombeo fue diseñado planteando la 
minimización de abatimientos en el sistema glo
bal, dando la misma ponderación a los dos me
dios acuíferos. Como se puede observar en la 
ilustración 4a, el abatimiento máximo en el medio 
granular es de más de 20 m sobre la porción 
noreste del área, con un mlnimo de 6 m en la 
esquina poniente. En la 4b se aprecia en el medio 
fracturado un abatimiento máximo de 21 m hacia 
el noreste en la zona de los pozos 19 y 20, y 
abatimientos entre 8 y 1 O m en la porción suroeste 
del área. 

Conclusiones y recomendaciones 

De los resultados de la predicción bajo los tres es
quemas de bombeo propuestos, se concluye que 
si bien el esquema de bombeo de 1989 ajustado 
conduce a los menores abatimientos en el medio 

3. Predicción de abatimiento del nivel estático (en metros) de 
enero de 1989 a enero de 1994 con el esquema de bombeo 
óptimo A; a) en el acultero granular y b) en el acuffero 
fracturado 

( 
13 ~ . 

;r;rJ ( 

9 

1: \' . \'; . 
21 

7 . 
8 . . 

1 
~ • 
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m ~ :? !? ::: !" 

• Pozo de la CFE a) 

1~ 
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8 . 
• Pozo de la CFE 
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·. 
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'P' En este cuadro se- aprecia que para la batería 

" 12 . 21 
7 • . 

•• 1 sólo los pozos 5, 8, 16 y 21 deberán operar . 
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b) 

granular, es también el esquema que ocasiona los 
mayores abatimientos en el medio fracturado, con 
los inconvenientes del caso para la operación de 
los pozos de la CFE, en particular para los de la 
baterfa l. 

Por otra parte, el esquema de bombeo óptimo A 
ofrece las mejore¡; condiciones para la operación 
de los pozos de la CFE de las baterfas 1 y 11; sin 
embargo, provoca los mayores abatimientos en el 
medio granular. 

En cuanto al esquema de bombeo óptimo B, se 
observa que or,ask.na abatimientos relativamente 
pequeños en el medio fracturado en las zonas de 
las baterías 1 y 11, y abatimientos menores a los 
que produce el esqLJema óptimo A en la zona de 
la baterfa 111. Además, como es de esperarse, el 
esquema óptimo B induce abatimientos inferiores 
en el medio granular que los obtenidos con el 
esquema de bombeo óptimo A. 

Comparando las predicciones del esquema óp
timo B con las del esquema de bombeo de 1989 
ajustado, se observa que aunque este último oca· 
siena menores abatimientos en la porción noreste 
del área, su efecto es fuerte sobre la mayor par· 
te del medio fr1cturado, afectando considerable· 
mente a la mayoría de los pozos de la CFE. ' 

normalmente, quedando los pozos 7, 9 y 12 de 
respaldo. Es conveniente que los pozos 13 y 14 
que conforman la baterfa 11 se utilicen de respal· 
do. En el caso de la baterfa 111, la extracción se 
deberá efectuar en los pozos 4, 11, 17, 19 y 20, 
manteniendo los pozos 2, 3 y 18 de respaldo. 

En todos los casos se recomienda atender a 
la hídrometrfa mensual de los pozos, procurando 
que sus volúmenes anuales de extracción se ape· 
guen a los indicados en el cuadro 6. Los pozos 
de respaldo sólo deberán operar temporalmente 
en caso de fallas mecánicas en los otros. 

6. Volumen de extracción anual recomendado en loa pozo• de 
111 CFE para una demanda total promedio de 450 1/a 

Vol"""" 
Pozo (milos de m') 

Balerla 1 
5 1072 
7 o 
8 1325 
9 o 

12 o 
16 1167 
21 1198 

Baterla 11 
13 o 
14 o 

Balerla 111 
2 o 
3 o 
4 2397 

11 883 
17 2365 
18 o 
19 1545 
20 t289 

Total: 14191 
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Abstract. This paper addresses the hydroclimatic modeling of mountain front recharge 
to regional aquifers. An analytical relationship between the mean seasonal prccipitation 
and runolf is obtained based on a conceptualization of the hydrologic processes 
occurring in hard rock mountainous terrain and a derived-distribution approach where 
the input variables are considered to be stochastic and thcir probability distributoons 
are transformed into the probability distribution of the output variable by using the 
deterministic physical process. In a first-order approximation a relationship between 
the seasonal values of precipitation and runoff is obtained. An analytical model of the 
seasonal streamflow is then developed where initial abstraction and the long-term 
elfective subsurface outflow, or mountain front recharge, are viewed as unknown 
model parameters. In addition. a procedure that combines the water balance equation 
with a relationship provided by the so-called "vegetal equiliprium hypothesis," and 
which enables the estimation of effective soil-related parameters jointly with the mean 
seasonal evapotranspiration and surface runoff, is introduced. This procedure is applicd 
to a mountainous watershed in southern Atizona. 

lntroduction 

The two main mechanisms of natural recharge to regional 
aquifers in arid and semiarid areas are channel recharge and 
mountain front recharge. While mountain front recharge is a 
vital component of the groundwater system in many of these 
arcas [Feth, 1964], it constitutes only a minor fraction of the 
total amount of water delivered to the arca by precipitation 
and therefore cannot be estimated reliably by ''gross" water 
balance calculations. 

Estimates of mountain front recharge to regional aquifers 
are required for management purposes, particularly in order 
to determine the safe yield from wells in groundwater basins 
where overall recharge is small and development may 
readily lead to overdraft conditions. Such basins are com
mon in arid and semiarid regions. Estimates of mountain 
front recharge also providc prescribed flux valucs for digital 
models of regional groundwater flow. 

However, data on groundwater m thc mountain and the 
mountain front region are ordinaríly limitcd to a few WJdely 
spaced wells, springs, and base flow strcams. This scarcity 
of data, along with unccrtaintics mhercnt in the data and 
calcul_ations, may lcad to crrors of up to an order of 
magnitude in the estimation of mountain front recharge 
[Belan and Matlock. 1973]. 

With regard to the in verse problem in groundwatcr hydrol
ogy, also known as the groundwater parameter estimation 
problem, Carrera and Neuman [1986b] found that pre
scribed head conditions at the aquifer boundary resulted in 
smaller sensitivities than prescribed nonzero Hux; hence this 
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suggests that one should impose the latter condition when
ever possible. Carrera and Neuman [1986a] posed the in
verse problem in the framework of maximum likelihood 
estimation with prior information about thc paramcters. In 
their formulation the prior head crrors and the pnor param
eter estimation errors were assumed to lack cross correla· 
tion, and for this reason, thcy cautioned that head values 
used for invcrse modeling must not be used to derive prior 
parameter cstimates. Th1s rules out thc use of flow nct 
analysis to provide prior mformation about mountain front 
rechargc for inverse modeling purposes. at least within thc 
framework of Carrera and Ncuman's approach. 

Prior estimates of mountain front rcchargc can be obtained 
with the aid of envtronmental isotopes [Srmvson el al., 1970; 
Gallaher, 1979; 0/son, 19821 and hyd10c'oo.mical mass bal
ance calculations [Thorne, 1982; Ador, 1984]. These mcth
ods are associatcd with largc uncert~inties; !.cnce according 
to conclusions reached by Carrera and Neuman (1986b) 
regarding mathematical conditions for wcll-poscdness, esti
mates bascd on them do little to reduce thc dcgree of 
ill-posedness of the in verse problcm. 

An alternative approach to estimation of mountain front 
rechargc is the use of hydroclimatic models. Such models 
are particularly uscful in arcas where reasonable records of 
rainfall and streamfl.ow exist but where thcre is almost no 
data on groundwater. 

In paper 1 of this two-part series we dcvclop analytical 
models of the seasonal surface runoff and streamflow based 
on a conceptual model of hydrologic processes that should 
approximate sorne types of ficld conditions, in particular, 
hard rock mountainous watershcds wherc deep pcrcolation 
occurs exclustvely through fractures~ these models (1) are 
formulatcd in terms ofparameters with physical significance, 
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Figure la. Groundwater basin and regional aquifer bound
aries in plan. 

thus facilitating the conceptual interpretation of these pa
rameters and the development of criteria for regionalization, 
(2) make use of data ordinarily recorded al climatological 
and hydrometric stations, thus increasing model applicabil
ity, and (3) favor the inclusion of data obtained by remote
sensing techniques, such as satellite imagery and aerial 
photography, inasmuch as they can rapidly provide a low
cost characterization of drainage arcas and aid in the assess
ment of sorne watershed parameters. 

We also introduce a quantitative procedure that enables 
the estimation of mean surface runoff and evapotranspiration 
jomtly with effectave soil-related parameters. This procedure 
is developed through the combination of the water balance 
equation and a relationship provided by the so-called "veg
etal equilibrium hypothesis" [Eagleson, 1978!]. lnitial ab
stractions obtained in this manner are to be used as prior 
estima tes within a stochastic parameter estimation approach 
given by Chavez el al. [this issue] (paper 2 of the series) 
which incorporales prior information about the model pa
raineters. This approach is applied to our seasonal stream
ftow model where the long-term effective groundwater run
off. or mountain front recharge, is viewed as one of the 
model parameters. 

Conceptualization 
To set up a conceptual framework for the devrlopment of 

analytical models of the seasonal suñace n 1nofl and stream
ftow and a procedure to estímate mountain .front recharge, 
the following definitions are introduced (in agree.nent with 
Wilson e1 al. [1980]): (1) a groundwater basin is an area 
within which groundwater ftow paths are toward a regional 
aquifer. (2) a regional aquifer is the largest body of continu
ous saturation in a groundwater basin, (3) a local ftow system 
is a small. saturated groundwater ftow system that is isolated 
from the regional aquifer, and (4) a regional ftow-system is a 
saturated system that is connected to the regional aquifer. 

In many arcas the groundwater basin coincides with the 
watershed boundary. Wilson el al.' [1980] emphasized the 
distinction between the regional aquifer boundary and the 
groundwater basin. as well as the difference between the 
regional aquifer boundary and the base of the mountain. 
These differences are shown in Figures la and lb, and both 
local and regional ftow systems are illustrated in Figure 2. 

Mountain front recharge is defined by Wilson el al. [1980] 
as recharge which occurs along the portien of the regional 

~~-~=~-~---.----~.:-. 

--:::; .-

· · ·:(kound wat•r ba•ln 
;. -~·- tloundary 

. .... . 

Figure lb. Groundwater basin and regional aquifer in 
cross section. 

aquifer boundary that parallels a mountain arca. According 
to this definition the components of this type of recharge are 
(1) the infiltration of streamftow from the washes and rivulets 
between-the baSes of the mountains and the regional aquifer 
boundary and (2) the subsurface inftow from the mountain 
mass to the basin·fill sediments. 

In mountainous terrain, the permeability of which is 
fracture controlled, subsurface inftow includes both ground
water ftow through fractures and underflow through the 
sediments of the washes and canyons that drain the moun
tains. In this paper we deal only with thc estimation of 
subsuñace inftow from the mountain mass to the basin-fill 
sediments, which, in terms of the mountainous watersheds. 
is the subsuñace outftow. Here we will use this term and 
mountain front recharge interchangeably. 

Our conceptualization of the hydrologic processes that 
occur in mountainous hard rock terrain. and that ultimately 
determine mountain front recharge. includes the following 
assumptions and simplifications: ( 1) no consideration is 
given to snow or ice, (2) soil cover is small or nonexistent. 
(3) penneability of the mountain mass is secondary and 
fracture controlled, (4) porosities and permeabilities may 
develop in the upper zone of the bedrock by s~rface distur
bances such as small fractures, cracks, and weathering, (5) 
only vertical water ftow occurs in the upper unsaturated 

R•charge 

11 .~. ·_-:. · .. 
1 //~:~~ ~-,~·;~~~. 

Sprlng Y. . 
Sl•e•m._,_P 

.;r 
·/. ·.--

~--7-

Regional 
llow ayatem 

Figure 2. Local and regional flow systems in the moun
tains. 
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Figure S. Generation of surface runoff Ri during a typical 
storm. 

equals the storm depth h. lf r, > h,/i, as shown in Figure 5. 
initial abstraction is satisfied. and swiace runoff is generated 
starting from time t = h,!i until time t = t,. 

Based on our assumption that areal infiltration does not 
contribute to deep percolation and because of the finite 
storage capacity of !he upper zone of the bedrock, infiltra· 
tion capacity must approach zero at large times. With no 
physiCal analogy to the matrix· jnfiltration equation, we 
model infiltration capacity by 

(2) 

where it is assumed that the infiltration rate is equal to 
infiltration capacity once initial abstraction is satisfied. 

The cumulative distribution function of the storm surface 
runoff can be found according to 

Prob [Ri < z] = FIRi] = Jl f(i, t, h,) dR (3) 
R(d 

where f(i, 1,, h,) is the joint probability function of storm 
intensity, storm duration, and initial abstraction, and R( z) is 
the region of integration. In a zero-order approximation we 
will consider h, to be a constant at its space and time 
effective val!". e, thus forcing all variability to come from the 
storm parameters, and equation (3) becomes 

t.=~ 
1 

Figure 6. Integration region for probability of surface run-

,. 
., (i. t) 

t 
.,. r. 

--~--

_, 

i = (R1 + 2Jh.R; + h, )/t 

Figure 7. Calculation of suñace runoff distribution. 

FIRj] = fl f(i, t,Jh,) dR = f ( f(i, t,) dR (4) 
· R(ll JR(zl 

where the region of integration is illustrated in Figure 6. 
The integration of the joint distribution f(i, t,) from the 

axes out to the dashed curve t 0 = 1, givcs the probability 
that no suñace runoff occurs. Integrating all the way out to 
the curve R 

1 
= z provides the probability that a particular 

storm will produce R 1 s z. 
We wilf derive the probabihty distribution of suñace 

runoffby intcgrating the difference between rainfall intensity 
and the infiltration equation o ver the duration of a rainstorm. 
lnfiltration is assumed to occur uniformly over both the bare 
and thc vcgetatcd portions of thc suñacc. Hencc 

R, =J.'· (i- (h,i) 112
1 -

112
) dt =ir,- 2(h,ir,) 112 + h, (5) .,. 

wherc R 1 is suñace runoff generated by the jth rainstorm. 
Now, by assuming that storm intensity i and storm dura

tion 1, are independent and exponentially distributed, 

f(i, t,) = aóe -ai-61, (6) 

where a-l .iS ·the; mean storm mtensity, ó -l 1S the mean 
... ; 1 

storm duration. and because of the.independence assump-
tion, a- 1c5- 1• is thC mean storm depth, cqual to m 11 • Using 
(6), wc can1'Pr'e'pare a three-dimcnsional view of the proba
bility calculation of (4), as shown in Figure 7. 

Substituting (6) into (4) and using (5) gives 

Prob [Ri < z] 

(7) 

or 

Prob [R, < z] = 1 

-~J.~ exp [-~r,- (alt,)(z + 2(h,z) 112 + h,)] dt, (8) 

otf. and finally 
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·:-.,>e· 'Z0ne of'the .bedrock; . .(6{¡jÍ¡;js'ture storage .. eapacity. of !he 
·:: · .. ,, .. ' :upper :zone ·oLthe . bedfock iscnór~xcceded,.during ·a rain

.. .. --,, <:.-.>,;Jitonruevent; (.7).an:ál0:infilt..;.¡¡on.íi~.noLcontJ:ibute lo deep 
-- ·. •. - ~ '""""""""lalien-r(8~.deep:.per<:ola'iOR• ..OOum..onl'f.;U,.ough .fmc-
--'- :·~· ·.· ·. :•:tures connected to a-Iótal flow·system or to·the regional How 

system, (9) fractures where.deep percolation occurs collect 
water from surface runoff (overland ftow and/or channel 

. flow), (10) water collected by these fractures is instantly 
drained and hence is not available for evaporation, (11) 
channel precipitation is negligible, (12) evaporative losses 
from suñace runoffare negligible, (13) water infiltrated along 
the drainage channels is not available for evapotranspiration, 
(14) local flow systems which feed springs and drainage 
channels may be present in the mountain mass, (1 5) the 
regional aquifer may be replenished by groundwater ftow 
through fractures and by underflow through the sediments of 
the drainage channels, and (16) the replenishment to the 
regional aquifer is stationary in the loOg tenn. 

Analytical Models of the Seasonal Suñace 
Runoff and Streamllow 

In this section an analytical model of the seasonal surface 
runoff is introduced; by virtue of our conceptualization of 
the hydrologic processes in the mountainous arca, this is 
equal to water yield. A seasonal streamftow model is then 
derived on the basis of the definition of water yield. This 
model includes long-term effective subsurface outftow 
(mountain front recharge) as a model parameter. 

Modeling Approach 

We adopt the approach that, in applied stausucs, is 
referred to as one of "derived distributions." In this a~ 
proach the input variables are considered to be stochastic, 
and their probability distributions are transformed into the 
probability distribution of the output variables by use of the 
deterministic model of the physical process. This approach 
is illustrated in Figure 3. 

Precipitation is represented by a sequence of randomly 
sized and spaced rectangular pulses (Figure 4). This ap
proach enables us to conveniently represent the distribution' 
of two critical periods, the duration t r of precipitation during 
which infiltration and/or surface runoff occurs and the in ter
val between stonns, tb; during which evapotranspirati~n 
occurs [Eagleson, 1978a, b]. 

stochastic 
input 

process 

Figure 3. 

parameters 
(fixed and uncertain) 

simplified 
deterministic 

dynamic 
process 

0(1) = 0[1(1)] 

O(t) 

A simple statistical dynamic process. 

'"' . . .- ... 
. ------~::: 

·_-:_.....,___ ~ ---- . 

rainfall---. •. 
·int~ty 

rainfall 
intensity 

o 

t, 

(a) actual 

t, 

(b) model 

Figure 4. Model of precipitation event series. 

Suñace Runofl' 

Firsl, in the manner or Eagleson [1978e], we will derive 
the probabiÜty distribution of surface runolf on an event 
basis to establish a relationship between the expected values 
of seasonal runoff and rainfall. Then, in a first-order approx
imation, a relationship between the seasonal values of pre· 
cipitation and runoff will be obtained. 

In order to model surface runoff generation, a quantitative 
model of infiltration is required. Sorne authors [Eagleson. 
1978c; Clapp, 1982; Mil/y and Eagleson, 1982; Mil/y, 1986] 
developed event-based simulalion models of vertical water 
ftow in the soil that were formulated in terms of basic soil 
hydraulics parameters and cxplicitly incorporate soil water 
dynamic processes. In particular, Mil/y [1986] used the 
hydrologic concept of time condensation and simplified soil 
moisture kinematics to allow closed-form solutions of the 
Richards equation to serve in continuous simulation of the 
vertical exfiltration and infiltration under randomly varying 
forcing. 

In this wórk we adopt a simpler and es_1ientially conceptual 
approach to model infiltratiori into the unv:r zone of the 
bedrock which includes initial abstraction as the only soil
related parameter and facilitates the analytic3! derivation of 
the probability distribution of surface run'~1ff. In this ap
proach we assume that infiltration and surface runoff occur 
during a storm period, whereas evapotranspiration occurs 
during an interstorm period, exclusively. 

We represent rainstorms by a sequence of randomly sized 
and spaced rectangular pulses where, for any single storm, 

i(t) = i = constan!; (1) 

where i is rainfall intensity (LID and 1, is storm duration. 
The generation of surface runoff during a rainstonn starting 
at 1 = O is represented in Figure 5. In this figure, la is time 
at which initial abstraction hr is satisfied, and fi is infiltra
tion capacity. 

In this model of surface runoff generation there is an initial 
withdrawal of rainfall to satisfy initial abstraction hr. lf tr :S 

hrli. there is no suñace runoff, and the rainfall withdrawal 
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:where-·K 1 [:. l iS:t~_mOditied Be-ssCI function ·of arder one. · 
· , The probabiiity of zero suñace runoff is 

Prob [R1 ~ O)~ 1- 2(aSh,) 1nK,[2(aSh,) 1n] ( 10) 

and hence the probability density function f{R) mus! be a 
compoun<! distribution having aiJ impulse given by (lO) atthe 
origin with a continuous portian of area 

Prob [R1 >O)~ 2(aSh,) 112K 1[2(aSh,) 112] ( 11) 

To obtain the probabilily density function of R., we first 
. J 

approx1mate (9) for large z, as follows: · 

Prob [R1 < z] ~ 1 - 2(a Sz) 112K 1[2(a6z) 112] (12) 

an~ differentiatin.g this equation we get, for large R
1

, 

(13) 

where K 0 [ ] is the modified Bessel function of arder zero. 
From the above approximation the arca of the continuous 

pan of the density function is 

f.~ f{R,J dR1 = 1 

which is different by the factor 

2(aSh,) 112K 1[2(ac5h,) 112] 

from the true value given by (11). 

(14) 

We now approximate the cóntinuous portien of the prob
ability density functíon of surface runoff over its full range 
by (13) rescaled through multiplication by the above factor in 
order lo give it the proper area. That is, 

f{R) = 4(ac5) 312(h,) 112K0[2(a~R) 112]K1[2(a6h,) 112]; 

R1 >O (15) 

The mean vaJue of the complete distribution is then 

Ev [R¡] a (~,f(R¡) dR1 = 2(h,JaS) 112K 1[2(a6h,) 112] 
k 

(16) 

We now ob~in an expression for the expected value of 
seasonal surfaCe runoff. By the assumption of independent i 
and 1,, ali · may be replaced by the reciproca! of the mean 
storm depth, m 1¡ 1

, in (16), that is, 

Ev [RJ] = 2(h,mH) 112K 1(2(h,/mH) 112
] (17) 

Summing the random variable R i over the random number 
of rainstonns per season, 11,_ defines the seasonal surface 
runoff RJ: 

R, = L R1 (18) 
j=l 

• ... -. P,~·¿h1 
·· jel 

of which the expected value Ev [P ,] is given by 

Ev [P,) = mp, = m.mH 

Finally, by using (17) and (21), we write (19) as 

Ev [R,] = 2(h,m .fmp) 112K 1[2(h,m ./mp) 112]mp . . . 

(20) 

(21) 

(22) 

Tflus far, we have the relationship between the expected 
values ~f seasona] suñace runoff and rainfall provided by 
(22). In the manner of Eagleson [ 1978g] the relationship 
between the seasonal vaJues themselves is given in a first
order approximation as 

R, = 2(h,JII,) 112 K 1[2(h)li,) 112 ]P, (23) 

The variation ofthe suñace runotffuncuon RJ/P J with the 
initiaJ abstraction h, for selected values ofthe average storm 
depth in the season, /iJ, is illustrated in Figure 8. 

Seasonal Streamftow 

In our conceptual model of the hydrologic procCsses in 
mountainous arcas, deep percolation occurs only through 
fractures which collect moisture from suñace runoff, lhat is, 
from overland flow and/or channel How. We also 3ssume no 
evaporative losses from suñace runoff. Therefore in this 
case, surface runoff is equal to water yield. Taking this fact 
into account, and by definition of water yield, the seasonal 
streamftow QJ, as measured at the base ofthe mountain. is 

(24) 

where R J and G J are the seasonal surface runoff and 
groundwater runoff, respective! y. 

By making the simplifying assumption that all variation in 
QJ comes from variation in precipitation, we will consider 
GJ to be fixed at its long-term etfective value G, and (24) 
becomes 

Q, = R,- G (25) 

'This cquation, with R, 8;ven by (23), provides an analyt
ical model to estímate the seasonal streamflow in tenns of 
the sea~cnal rainfall P J, the average storm depth in the 
season, ii,. and the unknown parameters of the hydrologic 
process, namely, the space and time effective initial abstrac
tion h, and the long-term effective seasonal groundw3ter 
runoff, or mountain front recharge, G. 

Mean Seasonal Water Balance 

The change in soil moisture storage is usually neglected in 
the mean annual water balance. If this change is considered 
small for a particular rainy season, it is assumed that the 
systein is stationary in the mean, and because suñace runoff 
is assumed equaJ to water yield in our case, the water 
balance is expressed as 

Ev [P,] = Ev [Er,J + Ev [R,] (26) and its expected value, Ev [RJ], is given by 

Ev [R,] =m. Ev [R¡] (19) where 

J 
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Figure 8. Plot of surface runoff function. 

Ev [ expected value of [ ); 
P s seasonal preclpitation; 
Er seasonal evapotranspiration: 
R; seasonal surface runoff. 

The expccted value of seasonal surface runoff can be 
calculated by (22). On the other hand, Eagleson [1978d] 
derived the expected value of seasonal evapotranspiration in 
terms of soil and vegetation properties, potential evapotrans
piration, and the known distributions of storm depth and 
time between storms. In the appendix a modification of the 
Eagleson exprcssion for thc intcrstorm barc soil evaporation 

~- is presented (eqlta'.ions (AIHA3)), where in view of our 
conceptualization of the hydrologic processes in hard rock 
terrain, capillarity r..;e from the water table is neglected. The 
expected value of .:easonal evapotranspiration can be com
puted by (A 7). 

Eagleson selected a gamma distribution for the storm 
depth in the derivation of lhe cxpected value of seasonal 
evapotranspiration. This distribution is inconsistent with thc 
exponential distributions of storm intcnsity and storm dura
tion that, for analytical tractability, were assumcd to derive 
the relationship bctween mean seasonal suñace runoff and 
rainfall (equation (22)). However, this inconsistency should 
be of minor practica! relevance in the general case. Further
more, it must be emphasized that (26) will be used in 
combination with a relationship provided by the ''vegetal 
equilibrium hypothesis" in order to obtain an es ti mate of 
effective initial abstraction that is intended to serve only as 
prior information in the procedurc for stochastic parameter 
estimation introduced in paper 2. 

Vegetal Equilibrium Hypolhesis 

lf the suñace retention capacity and the climatic and 
vegetation parameters are known, the evaporation parame
ter E in (A7) remains to be detennined. This parameter is 
also called the bare soil evaporation effectiveness and rep
resents the relative importance of soil properties in the 
dynamics of exfiltration. Equation (22) involves the space
and time-effective initial abstraction h,, a soil-related param
eter which also remains to be evaluated. Consequently, the 
water balance equation (26) includes E and h, as unknown 
parameters, and an additional relationship is · necessary to 
salve for .them. This relatio~ship will be provided by the 
so-called "vegetal equilibrium hypothesis." 

Although the dynamics of the climate-soil-vegetation sys
tem have been long recognized, the mechanism that drives 
the interaction among the components of the system has not 
becn well undcrstood. A remarkable contribution lo bridge 
this conceptual gap was madc by Eagleson [1978f) through 
the dcvclopment of the vegetal equitibrium hypothesis. This 
hypothesis propases that the natural vegetation density in a 
watershed will seek. through, natural selection, an optimal 
"clímax" value at which available soil moisture is a maxi
mum. The hypothesis operates during the vegetal growing 
season and was reasonably verified by Tellers and Eagleson 
[1980) with data from 11 watersheds in humid and arid 
cnvironments. 

One practical implication of the vegetal equilibrium hy
pothesis is that it is possible, knowing thc climate, to 
determine effcctive hydrologic properties of soils through 

' ,_ 
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··. · .. ·.observations of. the ciBÓ~y.cover densjty .. This•capability 
·- ;,- ·, makes.:..i.t,useful in ·regional:hydrologic.sttidies . 

• _. J '· .. ·, ,.:Ihe..veget&.eqiiilib<ium.hypóthesis:statesotltat; in the short 
. ·. -·~:....:. ~ term, -..naturai..vegetation,~}LStcms.bt:.a: gi v.e.n:.planl.coCfliCient 

· •.k6·;· which is'the-'-rath.i·of-potential·.rates of:transpiration and 
~ soil surface . evaporaiion, reach ·a "'growth equilibrium '' 

density M = M 0 at which the soil moisture is maximum 
because, at this state, stress is minimized. Maximum soil 
moisture is equivalent to minimum soil moisture loss by 
evapotranspiration. In practice, however, it is total evaJ>O'" 
transpiration Ev [E7.J that is minimized. Thus 

o at M= M 0 (27) 

VERBAL Procedure 

Modifying the computational procedure of Tellers and 
Eagleson [1980], the evaporation parameter E and the initial 
abstraction h r are estimated through the water balance 
equation (equation (26)) and lhe relalionship provided by the 
vegetal equilibrium hypothesis (equation (27)) in lhe follow· 
ing sequential process. which for future reference we will 
call VEHBAL: 

l. Pick a value for the evaporation parameter E and use 
(A7) to calculate seasonal evapotranspiration Ev [E 7 1 for 
different values of M until (27) is minimized. If lhe végeta· 
tion density obtained is not equalto the observed value M 0 , 

E is incremented and a new M is found. Once the process 
converges, bolh E and Ev [E 7 1 are delermined. 

2. Pick a value for the inilia'I abslraclion h, and calculate 
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Figure 10. Lower slopes (L) and lops of the mountain (U) 
in Sabino Creek Watershed and its adjacent mountainous 
area (A). 

seasonal precipitation P, through (26) and (22), using the 
value of Ev [Er] previously detennined. lf P s is not equal 
to the mean s~sonal precipitation mp, the value of h, is 
changed anda new computed precipitation is obtained. Once 
this process converges, h, is determined. 

Application to a Mountaioous Watershed 

Effective soil-related paramelers are eslimaledjointly with 
mean seasonal evapotranspiration and surface runoff for the 
Sabino Creek watershed in southem Arizona. lnasmuch as 
the vegetal equilibrium hypothesis operatcs during the veg· 
etal growing season, which for the perennial species of the 
mountainous arcas in the Basin and Range Province of North 
America is the summer rainy season [Shreve, 1915], we 
restricted the cstimation to this period, which in the study 
arca extends o ver the months of J uly, August. and Septem· . 
bcr. We also assumed that the change in soil moisturc 
bctwccn thc start and the cnd of this rainy season is 
negligiblc, so that (26) holds, and the VEHBAL procedure 
may be applied. 

Sabin9 Crcck drains a portian of the Santa Catalina 
Mountains (Figures 9 and 10), and .i~s W'!--lcrshcd extends 
from 2800 fl (853 m) at the outlel to E>Y.".' 9000 ft (2743 m) al 
the highest points. Two major subaréas can be idcntified in 
this watershed, as well as in mcmy othcr mountainous 
watcrsheds in the Basin and Range. Province, namcly, the 
lower slopes (L), characterized by rclatively sparsc xero· 
phytic vegetalion, and the tops of lhe mounlain (U), char· 
actcrized by evergreen woodlands and coniferous forests. 
The VEHBAL procedure was applied separalely lo each of 
thcse two major subareas. . 

The average ratc of potential evapotranspiration was 
calculaled for the pcriod 1965-1974 using Van Bave/'s [1966] 
combinatio"n form of the Penman {1948] cquation: 

in which 

q,(l -A) - <Íb + H 
e=~------~~--
' p,L,(I + ylt:..) 

ij; average rate of insolation; 
iib average rate of net outgoing longwave radiation; 

(28) 
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:_~p·· 
._-=-Subarea ·f12 .~"C. N S . q,• ~J·. -iib'. H' 1·+ . .V6 :c_md- 1 

L 24.8 . 0.42 0.48 558 0.14 124 . 57 ' 1.347' -0.513 
u 18.4 0.42 0.57 558 0.14 134 52 1.517 0.439 

•Units are in calories per square centimeters per day. 

H average residual sensible heat flux; 
A shortwave albedo of surface; 
p~ mass density of liquid water, 1 g cm -l; 
Le latent heat of vaporization, 597 cal g -l; 

y/ !l. atmospheric parameter, a function of atmospheric 
temperature. 

The average rate ofinsolation was calculated from rccords 
at the Universal y of Arizona in Tucson, compilcd by llandy 
and Durrenberger [1976]. An albedo value of 0.14 was 
assigned to the rocky surface of the mountainous watershed 
[Eagleson, 1970]. The net outgoing longwave rad1ation was 
estimated from Eagleson [ 1977] as 

iib = (1 - 0.8N) 

· (0.245- 0.145 x ro- 10r;¡ cal cm- 2 min- 1 (29) 

where N is seasonal fractional cloud cover, and fa is the 
average seasonal atmospheric temperaturc in dcgrees kelvin. 
The average "drying power" H of thc atmosphcre was 
evaluated from Eagleson [1977]: 

H = iib/[0.25 + 1/(1- .5)] (30) 

where S is the average fractional relative humidity. 
In tum, the atmospheric parameter was calculated from 

Eagleson [1977]: 

1- y/!J. 
o.42 + o.ol3 r. (31) 

with the average seasonal temperature in degrees Cclsius. 
The atmospheric temperature, cloud covcr, and relativc 

humidity were all obtained from National Weather Service 
(NWS) publications and averaged over the summer rainy 
season (July, August, and September). The climatological 
stations involved were Sabino Canyon, ncar the base of thc 
m~untain, and the high-altitudc station of Palisadc Rangcr 
(Figure 10). Representative values of temperature and rela· 
tive humidity for subareas L and U were obtained by linear 
interpolation between both stations. Cloud covcr observa
tions were available at Sabino Canyon only, and the seasonal 
value at this station was assigned to both subwatershcds. 

Precipitation at the same climatological stations was also 
obtained from NWS publications. ·vucksteitz et al. (19731 
reported an approximate linear increasc of mean seasonal 
preclpitation with elevation on the Santa Catalina Moun
tains, and linear interpolation was employed to assign rep
resefltative values of mean total precipitation to subareas L 
and U. Data involved in the computation of mean potcntial 
evapotranspiration are listed in Table l. 

Likewise, statistical paramctcrs in (A 1) were estimated for 
subwatersheds L and U from linearly interpolated mean 
values of the storm-related variables. Following Tellers and 

Eagleson [1980], a va1ue of 0.1 cm was assumed for the 
surface retention capacity in both subwatersheds. 

Vegetation coverage was reported by Whittaker el al. 
[1968]10 be around 3()..50% in deserts ofthe lower s1opes of 
the-Santa Catalina Mountains and 60-80% in woodlands of 
higher elevations. In this work we selected canopy density 
values of 40 and 70% for subareas L and U, respective1y. 
Climatic and vegetation parameters at Sabino Creek ·water
shed are listed in Table 2. 

With respcct to the plant coefficient kv, information is not 
available for the individual subwatersheds L and U. Thus we 
will approximate its value with the following procedure. 
Eag/eson and Tel/ers [ 1982] derived a theoretical relation· 
ship between average evapotranspiration efficiency f3 and 
equilibrium canopy density M 0 . The fonner is defined as the 
ratio of the average annual evapotranspiration to the average 
potential bare soil evaporation. By supcrimposing theoreti
cal curves to the observations of M 0 and f3 at 11 watersheds 
covering a wide range of the arid-humid climatic spectrum, 

- they found that the obscrvations la y from slightly below the 
thcorctical curve for kv = 0.60 to slightly above the curve 
for k,. = LOO. 

lnasmuch as the plant coefficient tends to be smaller for 
plants of the arid zone, we applied the VEHBAL procedure 
selecting lhe valucs 0.55, 0.56, and 0.57 for subarea L and. 
more arbitrarily, the values 0.69, 0.70, and 0.71 for subarea 
U. The sensitivities of the mean summer evapotranspiration 
to vegetal canopy densily al subarea L (k,. = 0.55) and 
subarca U (k

1
, = 0.69) are shown in Figures 11 and 12, 

respectively. 
Results from the VEHBAL procedu<e are listed in Tab1e 3 

where, in particular, we notice a rather high sensitivity ·ar the 
computed initial abstractions to the plant coefficient k 11 • In 
general,·this coefficient is difficult to evaluate with a high 
accurac~· for :nost of the individual watersheds or subwater
sheds. Thc uncertainty of the initial abstraction can be 
assessed by specifying realistic uppcr and lowcr limits of k 11 

for each case under consideration. 
In paper 2 a stochastic parametcr estimation approach 

which relies on streamHow data and incorporales prior 
information about thc modcl parameters will be introduced. 
This procedure will be applied to our model of seasonal 
streamftow (equation (25)) lo obtain improved estimates of 
thc initial abstractions h,.l and h,,u along with mountain 
front rccharge G. Thcsc estimatcs can then be used to adjust 

Tablc 2. Climatic and Vcgctation Paramcters at Sabino 
Watcrshed (Summer Rainy Season) 

mp,• h,. ép, Jl, m,. 
Su barca cm cm cm d- 1 

K d-1 days M o 

L 20.57 0.75 0.513 0.64 0.360 92 0.40 
u 28.10 1.02 0.439 0.74 0.360. 92 0.70 
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Figure 11. Sensitivity of mean summer evapotranspiration 
to vegetal canopy density at subwatershed L. 

the mean seasonal values of the water balance components 
computed here. In the context ofthis stochastic approach for 
parameter estimation, the values of h,,L and h,,u. obtained 
lhrough the VEHBAL procedure, are regarded as prior 
estimates, the uncertainties of which are incorporated into 
the formulation. We will apply this approach by introducing 
each ofthe nine combinations of h,,l and h,,u values shown 
in Table 3 as prior infonnation about the initial abstractions 
and selecting the .. best'' combination based on consistency 
with the rest of prior data and using the analysis of the 
stochastic properties of the estimators. 

Conclusions 
l. An analytical model of the mean seasonal surface 

runoff was developed through a derived-distribution a¡r 
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Figure 12. Sensitivity of mean summer evapotranspiration 
to vegetal canopy density at subwatershed U. 

L 
L 
L 
u 
u 
u 

·!1.55 . 
. 0.56 
0.57 
0.69 
0.70 
0.71 

0.18 
0.19 
0.20 
1.20 
1.2.1 
1.31 

. ·~ 11:;; -cm . . "Cm • 

. 1.70' 
1.95 
2.29 
2.78 
3.14 
3.67 

·18.67 
19.03 
19.38 
26.13 
26.49 
26.89 

:cm 

. 1.90 
LS4 
1.19 
1.97 
1.61 
1.22 

proach whcre the input variables are considered to be 
stochastic and their probability distributions are transfonncd 
inlo lhe probability dislribution of lhe output variable by 
using the deterministic physical process. 

2. The deterministic interface is provided by a model of 
suñace runoff generation that should approximate many field 
situations, in particular. hard rock mountainous terrain 
where the permeability is secondary and fracture controlled. 

3. A relationship between the seasonal surface runoff 
and precipitation was established on the basis of a first-order 
approximation to the relationship between their mean sea· 
sonal values. 

4. In virtue of our conceptualization of the hydrologic 
processes occurring in hard roe k mountainous arcas, suñace 
runoff equals water yield, and an analytical model of the 
seasonal streamflow. as measured at the base of the moun· 
tain, was derived directly from the definition of water yield. 
In this model the initial abstraction and the long-term effec· 
tive subsurface outHow, or mountain front recharge, are 

, viewed as unknown model paramcters. 
5. A numcrical proccdure that cnables thc cstimation of 

mean seasonal evapotranspiration and suñace runoff jointly 
with the evaporation parameter and initial abstraction was 
introduced. This procedure, called VEHBAL, combines the 
water balance equation with a relationship provided by the 
"vegetal equilibrium hypothesis." 

The VEHBAL procedure was applied lo Sabino Creek 
watershed in southem Arizona for the Iowcr slopes and the 
tops of the mountain separately. inasmuch as the contrast in 
vcgetation type and slope between thcse two majar subareas 
should determine differcnt soil-related hydrologic proper
ties. 

6. The output from the VEHBAL procedure exhibits a 
rather high sensitivity to the plant coefficient kv which, in the 
general case, is difficult to evaluate with a high degree of 
accuracy. The estimate of effective initial abstraction ob
tained hcre can be improved through the p~ocedure for 
parametcr estimation presented in paper 2. This procedure 
enables the incorporation of prior information about the 
model parameters and provides the stochastic properties of 
the estimators. 

7. An analytical model of seasonal streamftow for the 
winter season that considers surface runoff generation by 
both rainfall and snowmelt remains to be developed in 
agreement with our general approach. We observe. how
evcr, that the "vegetal equilibrium hypothesis" could nol be 
invoked in this case to obtain prior estima tes of soil·related 
parameters because the hypothesis does not operate during 
the dormant scason of species. 

9 

.. ; ... 
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. -·')'( . , .::J)::,.il"ru:omplcte gamma function. 

. -- , "' 
·, ... - --. •; •• ~ .. '!.~ .. Evapotranspiratió;,__-fr.O~--~ufal~sutfaccs js.cornposed or. - .. In-:f~son expresscd thc.cxpccted valuc·of vegetal 
· ~-.. - ~ ·" (· ,,.,evaporation~from·'barc~oil-and~nspiratlon .. from•'Vcgeta-~"~ ltati~tiow.:in.-.he mtcrstorm·periód j,"Ev {E-~~)· as 

'· c•;tion: :Eag/eson; {l97~dl· derived' lhe ·.expected · value· of· sea
sonaJ evapotranSPiration · iO ·te~s :~r soíl and vegetation 

··properties, Potential: cvapotranspiration, and the known 
distributions of storm depth and time between storms. He 
first calculated the bare soil evaporation and vegetal transp~
ration for an interstorm period and then averaged over the 
rainy season. By using an exfiltration analogy to the Philip 
infiltration equation and selecting an exponential distribution 
for time between storms and a gamma distribution for storm 
depth, Eagleson obtained an expression for the expe.cted 
values of bare soil evaporation in the interstonn period j. 
Ev [Es)· By eliminating those terms that include capillarity 
rise from the water table because of our conceptualization of 
the hydrologic processes in mountainous terrain, that ex-
pression is written as 

Ev [E ] = - - 1 + --
/3 -y[K, Ah 0) [ /3ho/epl-• 

,, eP f(K) Aho 

-y[K, Ah 0 + f3hofep) -BE 
e 

f(K) 

{ 
'Y[K, Ah0)} 

+ 1 - -::-:--:--
f(K) 

· { 1 - e -BE-~h,lt,[ l + M k.+ (2B) 112E) 

+e -CE-~holt,[Mkv + (2C) 112E) 

+ (2E) 112e -~holt,[ -y(J/2, CE)- -y(J/2, BE)]) 

where 

+ 1+--[ 
f3hofeP]-• -y[ K, Ah 0 + /3hofep] 

Aho r(K) 

· {(2E) 112
( -y(J/2, CE)- -y(J/2, BE)] 

+e -CE[ M k.,+ (2C) 112E) 

-e -BE[ M k.+ (2B) 112E)} 

1-M M 2k., 
B = + -.,...--_:_-,.., 

1 + Mk., 2(1 + Mk .. ) 2 

e= J:<Mk.,J-2 

in which 

e P long-term average rate of potential 
evapotranspiration; 

M vegetation canopy density; 
kv plant transpiration coefficient; 
E evaporation parameter; 
f3 reciproca! of mean time between storms; 
K parameter of gamma distribution of storm 

depth; 
A parameter of gamma distribution of storm 

deplh; 
h, 

f( ) 
suñace retention capacity~ 
gamma function ~ 

(Al) 

(A2) 

(AJ) 

·(A4) 

where he assumed that transpiration is always at the poten
tial rate e P and that kv reftects the effective arca of transpir
ing leaf surface pe.r unit of vegetated land surface. thus using 
it as an amplification factor to approximate the surface 
retention loss fróm vegetation. 

By weighting (Al) and (A4) according lo lhc canopy 
. density. the expe.cted total . interstorm evapotranspiration 

Ev IEr) is given by 

Ev [Er) = (1 -M) Ev [E,)+ M Ev [E.) (A5) 

If vis the number of interstonn periods in a season, the 
seasonal evapotranspiration E r. is 

Er =" Er • L., ' ,., 
of which the expected value is 

where 

Notation 
A 

Ev [Erl =m. Ev [Er] . ' 

shortwave albedo of surface. 

(A6) 

(A7) 

(AS) 

lp long-term average rate of evapotranspiration. 

/0 

E evaporation parameter. 
E, 

Er 
Er 
E:, 
r. 
.G 

G, 
h 

ho 
h, 
fi, 
/{ 

soil moisture evaporation from bare soil 
fraction. 
total evapotranspiration. 
seasonal evapotranspiration. 
transpiration from vegetated fraction. 
infiltration capacity. 
long-term effective seasonal groundwater 
runoff (or mounlain front recharge). 
seasonal groundwater runoff. 
storm depth. 
suñace retention capacity. 
space- and time-effective initial abstraction. 
average storm depth in a season. 
residual sensible heat nux. 
rainfall intensity. 

j counting variable for events. 
k 1, plant coefficient. 
Lr latent heat of vaporization. 

m H mean storm depth. 
m p. average seasonal precipitation. 
m,.. mean number of storms per season. 
mr mean length of rain y season. 
M vegetation canopy density. 

M 0 equilibrium vegetal canopy density. 
N fractional cloud cover. 

seasonal precipitation. 
net rate of outgoing longwave radiation. 

' . 
:·· 
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,, q; :·;rate of,insó·l~tlijllat- suña~e. 
··:·Qs .:seasonal:.streamftow;·- :~,. . 

..... :·R. :.rcgion·ofíntegr3.tlOñ:r-=:· .'. 
.. R s·_,.;..seasonaJ.surfaceJ.Wloff. , ... 

1- .. 
··' ..• ~ ·. ·Eagleson. ~P.-:S:t..Ciimate~- soil, .,nd vegetation, 1; Introduction ·to 

•• L -~ .-. water_.tJaf.@:i-:dit::mics; water Resour. Res., /4(5);705-712, 19'l8a. 
.. · .EagleSOi}, $..:; Etimate,-soil, and .vegctation..-l,·The distcibution of 

. ... ·,:.,...\., .... r..·-anni.laf.~m:ipita&:iOa.:;deAv.cd·.from«»bsef'Ved"Jo&tg~ 
.. .... , ,~.,w .. ier.'/ft.mitr;-Rú:;'/4(5), 71:!-7-21: ·1978bc 

y( 

., ... S é.fractionB.I:Tel~tive.humidity; 
time. 
time at which initial abstraction is satisfied. 
time ·betwccn storms. 
storm duration. 
atmosphcric tcmperaturc. 
value of storm surfacc runoff. 

a reciproca! of average rainstorm intensity. 
reciprocal of mean time between storms. 
reciprocal of average storm duration. 

-y/6. atmospheric parameter. 
K parameter of gamma distribution of stonn 

depth. 
A parameter of gamma distribution of stonn 

depth. 
" counting variable for number of storms. 

p~ mass dcnsity of evaporating water. 
Ev [ ] expected value of [ ]. 

f( ) gamma function. 

K o[ 
K,[ 

} incomplete gamma function. 
] Bessel function of order zero. 
J Bessel function of ordcr one. 
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The model area also encompasses most of the tion and has a well-defined surface drain:u¡~ S}'SI<'IIl 

Lightning Dock Known Geothermal Resource Area ·with permeable stream courses. · 
'(KRGA) whichjg.c;ntc;red.around the.apparently ..->:"·:·_. -· 

· Jocalized expre.ssióíi ófa:geothermal system iri the · · .:~=;--~'=- · .. _._.MODEL SELECTJON · · ·: 
. _ :. ·eastern part. o.f.Lower Animas Valley e_. :.::.--. ...: ...... : .. :: .--:,~:>;o\ug~c:ral:objectiveoin .. this ·inveuiga tión-•w 

-_::. The"dimatds semiarid. with·an average,11nnual. · .-.:&o:develop a·calibrated -ground-water 'flow m miel 
. r¡tinfall of about 1.0 inches-(25.4 cm) on the valley .-."\vhich would .enable us to·better. understand thc 
floor and more than twice·this amount in parts of hydrogeology of the principal aquifer near thc 
the surrounding m6untain areas. There is no well- KGRA, as a first step in simulating long-term 
defined surface drainage in the bread, flat lower impacts due ro geothermal development. Aftcr a 
portian of the valley, although occasionally surface review of available aquifer data it was felt that a 
runoff reaches playas at the north end of the three-dimensional trearment was not warrantc<l, 
valley. and therefore a two-dimensional finite-diffcrcnrc 

The structural basin which includes Animas method was chosen. Although a number of 
Valley was apparently formed by Basin-and-Range computer cedes are available to handle this typc or 
type normal faulting during the Tertiary Period. problem, we selected the finite-difference moJel 
Sediments shed from the rising mountain blocks formula red by Trescott, Pinder, and Larson ( 1 976). 
were carried by an ancestral fluvial sysrem toa principally because it is well documented, ami 
lake in the north-central portian of the valley. widely used. 
Sedimentary facies in the unconsolidated portian 
of the sequen ce in elude fluvial, deltaic, and 
lacustrine deposirion (Fleischhauer, 1977). Depth 
ro well-consolidated bedrock in the basin varíes 
from Iess than 85 feet (25.9 m) ro more than 1890 
feet below land surface. 

Ground water occurs under unco~fined condi
rions in most of the valley. A perched aquifer of 
poorly defined areal extent is present in the 
southernmost parr of the model are a and, locally, 
discontinuous e! ay layers m ay define small areas 
where there are confined conditions. In general, 
ground water flows norrhward between north
south trending low-permeable mountain blocks 
from a water table divide near the lnternational 
Boundaty, through Animas Valley, and toward the 
Gila River (Reeder, 1957). A large portian of the 
southern part of Lower Animas Valley has be en 
irrigated wirh ground water since about 1948. 
Subsequentiy, water levels have declined 
appreciablv ov~r larg~ arcas. Recharge directly on 
the Lower An;mas Valley bottom lands prior to 
irrigation was probably negligible. Sorne recharge 
from deep percolation of irrigation probably has 
occurred after 1948 although based on estimated 
rates of consumptive use by crops and water appli
cations, there is little excess water available for 
recharge (Hawkins, 1981). Recharge to the Lower 
Animas Valley aquifer presumably occurs along 
portions of the mountain fronts having well
defined drainages and a lluvia! fans, and also by 
underflow from Upper Animas Valley. Conditions 
in the Upper Animas Valley are more favorable for 
ground-warer recharge than in the Lower Animas 
Valley. The upper valle y receives more precipita-

PARAMETER ESTIMATION 
To predict water-leve! changes due ro con· 

timied irrigation or geothermal resource devclop· 
ment, the spatial distribution of rransmissivity anJ 
srorage coefficients must be determined. In our 
approach this distribution was determined from a 
trial-and-error model calibration process. Thc 
number of adjustments can be minimized if a<¡uifcr 
characteristics are reasonably well known over a 
large parr of the model arca. However, in thc 
Animas Valley, estimares of transmissivity are 
limited to results of 21 specific capacity tests 
concentrated in the irriga red central part of thc 
valley and one aquifer pumping test (Figure 2). 
Using specific capacity to estímate transmissil'it)' 
(Walton, 1970), it beca me obvious that therc wrrc 
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F ig. 2. Model grid and location of specific capacíty and 
transmissivity measurements. 
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lO field data with which to estímate rransmissivity 
ior grid blocks of rhe model o\'er a large portian of 

· ib(valley. . .. <:o:·."Y'> . . . 
· .T:o estimate·transmissívity:in·.inodel grid 
cks where.there are:oo:darai.alinear.interpola· 

·:;: ··,IIDJI·.rechnique:called .. kriging·was:employed 
ilklhomme, 1979;,Gambolati and. Volpi, 1979a, 
1979b; and Binsariti; 1980). 

A number of other interpolation schemes 
could ha ve been used to estima te the transmissivity 
Jisuibution. However, the kriging algorithm was 
cbosen because it takes into account the spatial 
rorrelation structure of the existing data, and 
muse it produces a map of the kriging error of 
th( interpolated quantity. In order to use kriging, a 
tanivariogram is constructed from field data. The 
tanivariogram is a graph of the sample varían ce 
lllinus the autocovariance, .., (h), versus distan ce 
bttween pairs of data points, h. Differences in 
~ansmissivity between any two wells m ay in crease 
aith increasing separation distan ce because of the 
nature of variabiliry on the geologic materials. 
fhus ')'(h) often increases gradually and reaches a 
maximum, constant value with increasing h. The 
Jistance at which ..,(h) becomes constant, called 
me range, implies for example, that transmissivities 
Ir( not correlated with each other over distan ces 
rxceeding this value. lf this rise is.exponential, 

tn integral scale is defined for kriging 
, ,.-oses as approximately one·third of the range. 

The small number of aquifer test data and 
lheir localized distribution over the arca of interest 
ns considered inadequate to genera te the semi
<mogram for kriging in T values. However, for 
111'0-dimensional phreatic aquifers, Gelhar (1976) 
!dates the variance of the head distribution to the 
<manee of the natural lag of the transmissivity by 
thc following equation (as rewritten by Delhomme, 
1979), . ' 

oh= (2/n) • otnT • ii · r • [In<i.lstr)]'h (1) 

where 

'b = standard deviation of hydraulic head 
(4,219 ft), 

'IDT = standard deviation of natural lag of trans-
rnissiviry (0.7145), 

r = ¡3},/h • 

6 = the slope of the water table at its 
rnidpoint (0.0013 ), 

= mean saturated thickness at aquifer (300 
ft assumed), and 

• 
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Fig. 3. Contours of In T by kriging. 

o 

= integral scale of lnT process (i.e., about 
one-third the range of influence assuming 
an exponen tia! variogram). 

The range for lnT is approximately three times the 
integral scale, nearly two miles. Thus, our finite
difference grids of one square mile could reflect 
variability at this scale. Using a computer algorithm 
for the krigin'g process, contour maps of lnT and 
the kriging error were developed as shown in 
Figures 3 and 4, respectively. For details of the 
application of kriging to this study, refer to 
Hawkins (1981). 

The kriged estima tes of lnT in Figure 3 are 
independent of any information on transmissivity 
which can be inferred from the spacing of water· 
leve! elevation contours, although the kriged csti· 
mates of lnT are to sorne extent dcpendent on the 
head distribution through the head standard devia
tion and gradient as described above. To condition 
the distribution of lnT on the head distribution 
further, a flow net was constructed for steady·statc 
conditions using data prior to 1948 in the irrigated 

0262-0386 

m 0386-0511 

Fig. 4. Kriging error in In T . 
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Fig. 5. Woter·level elevotions predictod by kriging. 

areas, along wirh sorne subsequent data in areas 
which are rclatively unaffected by irrigation 
pumping. The equipotenriallines in the flow net 
were construcred by kriging 106 point measure
ments of steady-srare hydraulic heads. In arder ro 
krige the steady-stare hydraulic heads (Figure 5), 
the regional gradient of the head surface had to be 
taken into account beca use of a drift. The presence 
of drifr implies that the degree of correlarion 
between head measurements depends u pon the 
direction and length of rhe separarían distance 
vector. To remove this drift, planar surfaces were 
fitted ro the data and rhen che residuaf head values 
were kriged. This method has been applied else
where (Sophocleous and orhers, 1982). Analysis of 
the resulring flow ner revealed that rhe kriged 
values of hydraulic head were unreasonable in 
severa! peripheral portions of rhe basin where pre
irrigation head data were generally sparse. For 
example, in rhe southern area a ground-warer 
mound is predicred where none should exisr on the 
basis of hydrogeologic judgemenr. The same is rrue 
for che ground-warer discharge area ar rhe north 
end of che modeled area. As a resulr, the predicred 
water-leve! con tour map (Figure 6) had ro be 
modified ro reflecr more realisric condirions near 
recharge areas and impermeable boundaries 
(Figure 7). · 

To obrain the inicial input estimares for rrans
missivity for rhe model grid (Figure 2), the flow 
ner in Figure 6 was superimposed on rhe kriging 
error map of che lnT process in Figure 4. The flow 
ner interval wirhin each srreamrube which had rhe 
smallest kriging error was determined, and che 
corresponding average rransmissiviry from Figure 3 
was assigned ro rhis interval of che srreamrube. 
Neglecring che effecrs of vertical recharge, rhe flow 
rate rhrough each srreamrube is constanr under the 
assumed steady-srare condition. Therefore, trans
missivity for all orher blocks in each of the srream-
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F ig. 6. Steody-state flow net. 

tubes could be calculared simply from Darcy's 
Law. Finally, the finire-difference mesh (Figure 2) 
was superimposed on chis transmissivity disrriuu
tion and average val u es were assigned ro each griJ 
block by inspecrion (Figure 6). 

The flow net analysis also aided in esraulish· . 
ing boundary conditions for che model. For 
example, a constant flux rare was assigned at the 
sourhern end of rhe model ar a reasonable distancc 
from pumping influences. The same was done at 
rhe northern boundary, based on flow net calcula· 
tions. Beca use of rhe difficulty in quantifying 
mountain·front recharge, the western and parts of 
che easrern boundaries were shifted roward the 
cenrer of the basin ro correspond wirh impermc· 
able boundaries defined by rhe ourer streamlines 
near the mountain fronts in Figure 6. Where the 
streamlines indicare mountain-front recharge, 
constant head boundaries were assigned; alrhough 
if estimares of mountain front recharge were 
availablt:, •:onsrant flux boundaries could have 
been assigned. 

e> 

,/1, 

Fig. 7. Model prodictod noody-ltoto wator-lovol olovation.: 
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/ Because of the lack of information on the 
· :~tia! distribution of storage coefficients, an 
·'~tia! estima te of 0.1t,w,as:áS~igned·.over. the,entire -
··-;xsh>This value is-based mostly'on· the estímate 

_ . ~~·Recder (19S7}.who:.calcÍllai¿d:the:storage from 
. - -,-," -_, Í""'ping-.volumes:a~~·water"l~lder:Hne:Stor:'ge 

· : · fffictents wert; adJUSted dunng cahbratlon wJth 
ient watc:r-level.data. 
Average pumping rates in irrigation wells were 

ptimated from well discharge measurements and 

~
ers' pumping duration records, and electrical 
cr consumption (Reeder, 1957, 1960, 1961, 
2). Where actual discharge measurements were 

¡ot available, pumpage was esrimated from records 
:firrigated acreage in conjunction with estimates 
~fwater requirements for particular crops (Blaney 
):Id Hanson, 1965). The duration of the pumping 
~wn is normal! y from April through September 
;Reeder, 1957). 
1 
1 

i CALIBRATJON RESULTS 
1 Model calibration for steady-state conditions 
¡rior to irrigation in vol ves adjusting only the trans
llissivities and boundary conditions untif an 
1

1CCCptable agreement is reached between modef 
~edicted values and observed water-leve! eleva
tons. However, the steady-state flow equation 
bcd in the numerical modef is actually the same as 

: one governing the rules used to construct the 
'))w net. Thus, the steady·state hydraulic heads 
¡redicted by the numerical model with these initial 
!msmissivity data should produce nearly the same 
~cads as in the tlow net. Only a few. steady-state 
~Jns with minor adjustments to transmissivity were 
~ceded to produce the results shown in Figure 7. 
!:i comparison to observed water-level elevations in 
figure 6, there is very good agreement in most 
ltcas. Sorne sources of error reflected in the model 
. ::ru!ts are due mostly to small amounts of pump
og in the val ley which occurred prior to -1. 948¡ ': 
fucretization in the tlow net and numerical model 
:o estima te transmissivity, specification of bound
!IY conditions, and neglecting recharge on the 
<.:ley floor. 
: The model was also calibrated for the irriga
:oon period April1948 to january 1955. The total 
¡umpage estimated by Reeder was held constant 
_.'uring each irrigation season, although rates at 
llme of the nades were adjusted slightly. Bound
ry conditions were not altered in this step, and 
!Charge from irrigation return flow was neglected. 
"le transient calibration process was accomplished 
.marily by adjusting storage coefficients in each 

~id block. Transmissivity had to be adjusted in · 

Fig. 8. Rewlts of transient simulation. 

only a few blocks. The best results which could be 
obtained in this manner, after a minimaf number of 
trials, are shown in Figure 8. The final maps of 
transmissivity and storage coefficients are shown in 
Figures 9 and 1 O, respectively. The lower val u es of 
transmissivity in the southern and eastern parts of 
the model and high values in the central arcas are 
reasonably consistent with gravity survey intcrpre
tations which suggest the variations in trans
missivity may be due mostly to changes in vallcy 
fill thickness (Smith, 1978; Wynn, 1981 ). 
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Fig. 9. Transmissivity distribution-after calibration . 
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Fig. 10. Storage coefficient distribution-after calibration. 
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Calibranng the model over a seven·)!_e.ar perioJ 
Ieft four years,January-1955 ro January-1959, for 

·-·:tlt.c;:~_~del :v~rifica~ion period, because thé distribu· 
. ·:~lii:~f¡pumpage in the.v.alley.could.not be esti· 
_c,·:~ed· with .mU&h,confidence . .thereafter. Dwing 

· .•. );model·verifiottion, .al! .-aquifer .coeffiéients were 
o .-. 

o 

o 

Otl~ervtd Htod• IJon 19~1 111} 

Fig. 11. Complrison of predicted and observed water levels 
in wells, 1959. 
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Fig. 12. Hydrograph of well in the north·central part of the 
model (Observed-Solid Line; Predicted-Dashed Line) . 
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Fig. 13. Hydrograph of a well just south of the heavily 
irrigated area (Observed-Solid Line; Predicted-Dashed 
Line). 

<"imchárigéd from- the·calibration .process. Estimares 
of pumping rates input at each 'node for the four· · 
year period were computed in the same manner as -
during the calibration process. The predicted water 
levels and observed water levels in wells for 
January 1959 are shown in Figure 11. The hydro·. 
graphs of selected wells showing water Ievels in rhe 
nonpumping season from 1948 to 1959 are given 
in Figures 12-14. These and other results indicated 
that reasonably good predictions of future impacts 
dueto ground-water development could be 
expected from the model, if accurate pumping-mc 
data are provided. 

CONCLUSIONS 
Using a convenrional flow net in conjunction 

with kriging to predice the spatial distribution of 
transmissivity Ied toa minimization of computer 

·cffort to calibrare a two-dimensional, steady·stare 
numerical model by the trial-and-error method. In 
retrospect, it is believed that the flow net analysis 
alone would have Ied to nearly the same results for 
this particular problem; however, our success mar 
be problem-specific, inasmuch as large errors in 
estimating the spatial distribution of In T from 
flow nets could occur where hydraulic head 
gradiems are very low. The uncertainiy prediction 
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Fig. 14. Water-leve! elevations in an east·west cross sectiori 
through the pumping center in 1959 (Observed-Solid Line; 
Predicted-Oashed Line) • 



¡·· 
. ¡ffórded by kriging could have been estima red 

J. ;;l"alitatively by. examining the density and 
_.· Jistr:bution of.the data.bpe;_Kriging of lnT.val~es 
·.~.llay.well.provc.valuabl~ in- situations where · ,. 
-~ !lbserved·,values.are·_evenly·.distrióuú:d. ove' the are;; 

, _ . __ .:;cif.inter.est.~In <iddition,.nne._would.háve more 
·¡ronfiden~e-.in·the irit'érred spatial corielation 
:~ructure of the data if it were much denser, in 
;Jddition to being more evenly spaced. Of course, 
·I'Íth a large number of closely-spaced, equidistant 
·data points, the en tire question of parameter esti
·~ation is somewhat moot. 

A transient calibration was accomplished by 
.1rial and error for seven years of irrigation by 
2djusting storage coefficients, with only minor 

. Jdjustments in transmissivity and pumping rate 
· distributions. 
_ Yery good agreement was found in using the 
: calibra!ed model ro predict water !evels during a 
· four,year period following the calibration period. 
· This was in spite of likely errors in toral pumpage 
md the approximate methods used to assign 
pumping rates. 
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ABSTRACT 
Four case histories illustrate the various roles that 

digital \omputer Slmulation_models can play in ground-watcr 
f'Xplorauor•. Thf' case histories describe their use in 
cvo~luaung aquifer parameters and characteristics, in 
""Stimaung g¡·ound~water techarge, iri resolving data 

consistencio:s, and m determining the opumal allocation 
Jf explor.n10n funds. The modt'ls are especial! y useful in 
idcntifymg da~a def1ciencies and inconsistencies. 

INTRODUCTION 
Digital computer sirriulation models are 

cmployed extensively ás predictive and management 
wols in ground·water investigations. While ulti
mately an aid t0 water planning, the computer 
~imulation appn .. ach serves equally important 
function~ in ground-water exploration. 

The first advant~~- of_mQdel dev_elopment 1s 
that it rcquires the investtgator to determine and 
Jea! with data inadequacics. Second, construction 
of a mude! allows the hvdrogeologist to test a 
ccnceptualized view of a complex ground-water 
s}stem lnteraction with the model forces an 
accurate representation of system characteristin 
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and checks assumptions regarding system function
ing. Thirdt optimal allocation of explorauon funds 
may be determined-by incorporating thc 'imulat1on 
model into a linear program and performnig 
sens1tivity analysis. 

Four case histories are used to illustrate the 
variou~ roles that such digttal computer 'imulatton 
mmkls can play in ground-water explorJtion. 

FOUR CASE HISTORIES 
1. Estimating Aquifer Characteristics in the 
Palo Alto Baylands, California 

The first case history describes the use of 
modeling in estimating aquifer paramcrt·rs and 
char Jcteristics in the Palo Alto Bayland>, California. 
The area modelcd is located on the southwestern 
margin .cf San Francisco Bay, California (Figure 1 ). 
A p;1rtion of this marsh in its natural srate was the 
subject nf a nc.tr-surface hydrogeologic mvestigation 
by lloY.Ünd (1976). The study was intrnded to 
provide insigh1 into the functioning ol .1 tidal marsh 
ground-watcr systcm and to develop a ground-watcr 
modd for use in marsh m:magemcnt. 

The baylands are characterized hy an intricate 
network of incised surfacr·water channeh 3-5 ft 
(0.9 10 1.5 m) deep and 5 to 15ft (1 '> h• 4.6 m) 

wilk. Shallow ground wat<·• is present in a 20-ft 
(6 l·m) thick !ayer of "bay mud," wh1rh consist' 
ol silry clay with lenses of _ _.nd, grave!, pcat and 
'hcll fragments. Hydraulic mformation was 
ol>1 ,· 'lcd by m;ralling a linc •>l 5 to 1 !1 :1 ( 1.5 to 
3-n•1 kl'p pÍl:i'omctcrs in tlac m.ush d. ¡,o,its alonl! 
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Fig. 1. Surface·water channels in the Palo Alto Baylands, 
California. , 

a 30-ft (9.1-m) perpendicular toa main tidal 
channel. The piezometers were monitored for two 
days during a neap tide cycle. Water levels in the 
piezometers responded to the rise and fall of the 
channel stage. 

A computer modcl..w.as prepared in a!!_~_tte_l!l.E_t 
to simulare the channel-marsh interactions as 
;;t;Se-.:;;~ci-in the monitored welis.""Th~ hydrogeologic 

. system was simula red asan unconfined aquifer 
discharging ro and being recharged from the 
ch.an.nel as the stage varied with the tide. The 
one-dimensional finite difference model was based 
upóñ-tfie. Boussinesq equation, and was solved using 
a prcdictor-corrector technique. Expressed in 
nondimensional form, the model equations included 
two unknown parameters. The ~t parameter 
corresponded ro •he ratio of hydraulic conductivity 
to siorage cveffi~ient, and the s~d para meter 
corresponded to the thickness of the permeable 
sediments. 

The hydraulic parameters were varied 
sysrematically in an attempt ro simulare observed 
water levels. Best results were obtained using an 
effective thickness of 2.5 ft (0.76 m) for the 
permeable !ayer and 1,350 ft (412 m) per day for 
the ratio of hydraulic conductivity ro storage 
coefficient. Assuming a typical storage coefficient 
.range of between 0.1 and O. 3, the above ratio 
would indicare a large hydraulic conductivity 
(between 135 and 405ft (41.2 and 123.6 m) per 
day) for the sediments in the permeable !ayer. 
Because of this anomalous rcsult, sampling of the 

uppermost 3ft (0.91 m) of the bay mud was :·. 
. · ;. under.rilla:n:.lt.showed·a dense system of roo'r _ 
,._, .. cb·~ .. ro.O.i-in~ (S.mm).-in.diameter.'lr'is 
,,., ,lik~iliat.thdargé:~ulic<Coridm~tivity is -a 
. · .,"re;illi ·of.gróuiüi-wateq>ipil1g :alon g these · root 

·. ci{annels. Finálly ;·the. observcd .water-leve! 
flucruations were less than the simula red watcr-lcvel 
fluc.ruations at distances greater than 6 ro 8ft 
(1.8 m to 2.4 m) from the channel. This suggested 
that the thickness of permeable sediments becomcs 
less than the assumed 2. 5 ft (0.8 m) at those 
distances. Field excavations verified that the 
permeable !ayer is indeed wedge-shaped, thinning 
away from the channel. 

The model results alerted the investigator to tbe 
need for reivaluarioi1 of certain fjeld cbaranerjstics : 
Oftbe ground-water systein. This led ro a realization 
9f the importance of pipin~ along root cbannels in 
the cbannel-marsh hydrogeologic system. In fact, 
it is possible that a rigorous predictive model might 
have ro consider non-Darcian flow as a result of 
ground-water piping. Finally, the hvpothesis and 
subseguent field va)i_~~jon of tbe thinning of the 
permeable zone with distan ce from the cbanncJ was 
guided by the model resul rs. 

2. Determining Ground-Water Recharge in the 
San Jacinto Valley. California 

The second case history describes the use of a 
model to estímate ground-water recharge in the 
San jacinto Valley, California. Figure 2 shows the 
San jacinto Valley, California (Fiiegner,-1978). lt 
is a graben that has been downfaulted along the 
San jacinto fault on the northeast and the Casa 
Loma fault on the southwest. Bedrock rises ro 
over 8,000 ft (2,440 m) above,the valley floor in 
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Fig. 2. Ground-water subbasins in the San Jacinto Valley. 
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'· .. '"' ;:' .-.:·lkSanjaéinto.Mountain;.bli:x:k;te-.the norrheast . 
.. , • · ·;' Bcdrock.jn:the valley:·i-s ;u;:m~clí'as 8;000 ft (2,440 

.:"m):bélow>theJand.súrfaee."·:Ari:"exÍ:ellent_grounil-
· .. c·" · :.-~tersupplyns •found,in:·rhe:unconsolidated 

·: Quaternary alluvium ihat fills the· graben to a 
drpth ofup to 2,000 ft (610 m). 
' At various times during its Quaternary history, 

)te valley bottom was covered by a Iake, where clay 
:'scttled and formed a seemingly continuous !ayer 
-~ over the Lower and Upper Pressure Subbasin 
:'sltown in Figure 2. Fine sediments in the uppermost 
'-ISO to 200ft (46 to 61 m) creare arresian condi-
; tions. 1 t has been the accepted view that stream 
. infiltration and leakage ro ground water do not 
'occur in the PressureSubbasin. Instead, all ground
-water recharge was bé1ieved ro _occur by infiltration 
from streams flowing in the Intake Subbasin. 

A preliminary two-dimensional finite difference 
. model was prcpared using the Illinois S tate Water 
Survey Code (Prickett and Lonnquist, 1971). It had 
no Ieakage in the Pressure Subbasin. Within a few 
years after the start of pumping, the simulated 
water levels were hundreds of feet below the 
historical water levels. A mass water balance was 
titen prepared. Because the water deficiency was 
great and because the recharge in the lntake 
Subbasin was known, tk moqelo:;__o_uL<;I.bq_atisfied 
only j_f_substantial leakage occurred in the Pressure 
~~.!!_~sin. Therefore, a rcvised model was prepared 
incorporating Ieakage in the Pressure Subbasin, 
·and it successfully reproduced the historical water 
levels. 

The partía! differential equation incorporat~d 
into the digital computer code used for the San 
jacinto study requires that the conservation of water 

. mass be satisfied. The assumption of zero ground-
: water recharge as leakage in the Pr~ssure Subbasin 
. kft a large deficit in the mass water balance when 
'compared with the Iarge ground-water discharge . 

. The resulting C!_)(_Ce~iveMs=line in ground-water 
l~~!~_readily_idet:Jiified whe!_l comparisons were 
made with the historie water levels. Once the 
problem was recognized, the leakage in the Pressure 
Subbasin was easily determined beca use all other '. 
values in the water balance were known. 

3. Resolving Data lnconsistencies at Tooele, Utah 
The third case history discusses the use of 

modeling to resolve data inconsistencies at Tooele, 
Utah. Figure 3 (Gates, 1965) shows conrours based 
on water-leve! measurcments in the vicinity of 
Tooelc, Utah. The aquifer is part of a thick alluvial 
fan that is recharged bv streams t)owing out of the 
adi.H·~ •·t mnuntains, lnc:ncd mainly south of T,)ocle. 
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Fig. 3. Ground-water elevations in feet above mean sea level 
in the vicinity of Tooele, Utah (Gales, 1965). 
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The aquifer thickness is so great in comparison ro ~ 
drawdown that it could be modeled as a confined f 
aguifer. The ground water discharges to wells, 
springs and Great Salt Lake in the northern part of 
the fan. 

Preliminary analysis of the available data 
showed sorne inronc;;i,J:·III ic·" Pumpm~ tests 
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'.- .... 



..... · indicatc;d large transmi~!ritíe~ th~augho)Jt.· Values 
··.-'.OYer.l';OOQ,OOO gpd(ft'.(134,000'ft~ld) (!'2,500 m2/d) 

, . • ·.;·, : :.were;indicated:in·:páitscof:ilu!"aquifer: .Omthi:,Gther · 
;, --.'?, ·hand.~specificxapacity .. determinarions·suggested 

·.· transmissivities..in th-e.neighborho.od of 100,000 
.. gpd/ft (13,000 ft'Íd) (1,250 m2 /day), and these 

are out of line with the data from pumping tests. \ 
During the preparation of a two-dimensional 

finite-difference ground-water model, using the 
Pinder and Bredehoeft Code (1968), transmissivities 
were determined by tria! and adjustment. Beca use 
the differential equation that is solved incorporares 

( Darcy's law, excessively low transmissivities 
genera te ground-water gradients steeper than the 

! ! ! 

o l(ll)n. ,._....__, 

-~.--

.. ~ .. -+-""Ai•r• ro·e• .. 
~." . · OEWATERED 

• WELL LOCATIONS FROM L P SOLUTI()Iil 
JI( NO PUMPING ALLOWfD AT T~Sf NODES 

O «J ao IIII!T!ttS 

Fig. 4. Optimal pumping locations to dewater a drydock site 
in Taiwan using mínimum discharge as determined from the 
linear programming model. 

historical gradient. Similarly, the use of excessively effectively. Our concern herein is mainly with the 
high transmissivities in the model generares . second problem. 
ground-water gradients flatter than the historical The approach used by Aguado et al. (1977) 

· gradients. In order to genera te historical ground- was to incorpora te a finite difference ground-water 
water gradients, the model required transmissivities simulation model into a linear program. A finite 
in the neighborhood of 700,000 gpd/ft (94,000 element simulation was used in an alterna te 
ft'ld) (8,750 m/d) in the southern part of the formulation. The difference equations together with . 
alluvial fan. This value _.,_v~verifi_ed by a carefully the boundary conditions and dewatering require-
controlled pumping test. ments served as constraints in the management 

The Occidental Fault (Figure 3) is said to be a ( model. The objective function to _l>~_minimi•cd wasj' 
semiJ?ermeable fault where it crosses. the alluvial the tot~l pump.ing n~ede.d to _'!!_e!:_!...!_ he d~-~!E"~'U: 
fan. Yet, the ground-water con tour !mes in ;1' ~amts ..W.~.~¿atJsfmth~ IJou~dary pm~1.t!~ns ..¡ 
Figure 3 meet the Occidental Fault at right angles and the ground-water equ~tion~_in_!l\l.l!'~r.i_cal form. 

· implying that the_fault~ a flow line. lf one prepared The answcr to the first problem was obtaincd by 
a computer model that incorporated leakage across solving the linear program to find the locations 

. the fault, the model could not genera te contours and discharge rates of pumping wells that would 
o~thogonal to the fau.lt. Once again, preparation of minimize the objective function while meeting the 
a inodel in an attempt to generare historical water constraints. lt must be noted that the number 
levels would be a safeguard against the acceptance and locations of discharging wells werc constrained 
of inconsistent data. by the discretization grid. This constraint has been 

4. Optimizing Use of Exploration Funds in 
Taiwan 

The fourth case history discusses a management 
model that was used to determine thc optimal 
allocation of exploration funds for a dewatering 
project in Taiwan. Aguado et al. ( 1977) were 
concerned with two problcms related to the 
dewatering of a drydock site in Taiwan (Figure 4). 
The water leve! in the excavation was to be 
~ained ata depth of 49 ft (1 S m) using the 
~llest possible discharge. Therefore, th~ 
@Jeln was to determine the locations and 
discharges of wells that would maintain water 
levels at the design depth while using t~-'-.!i,mallest 
possible total discharge. Th~hklil was 
to identify the kinds and Jocations of data that 
affected the management decision most so that 
the availahle rxrlnrarinn fnnd< rnuld l>c uscd mmt 

removed using an improved fQrmulation that 
minimizes the total cost of the variable pumping 
charges and the fixed well installation costs 
(Aguado ~nci Remson, 1980). 

The solution to the second problem was 
obtained by s•Jbjecting the managemcnt model to ~ 

[ 
sensitivity analysis to determine which syg~m '\ ' 
para":l.~!~~ffectedJ.i2.C:.!I1(~i~um ()_~jc_ctive val.~;~e ;,':f 
thc most and in which part of thc systcm. Both 
problems were solved using IBM Mathematical · 
Programming System/360 (MPS/360). 

The objective function proved most scnsitive • 
to values of hydraulic conductivity along the 
constan! head boundaries parallel to the long sides 

[

of t~e excavation (Figure 4). Therefore, thc J 
;f exploration funds are best spent on pumpin.ll 

~s along these boundaries. Hydraulic cond'uctivity 
of thc sediments in other parts of the system had 
less cffcct. Hydraulic conductivity val u es wirhin 
the cxravatinn had 110 ~ff('rr nn rhc mrninl'ml '1l11r 

·; 
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: · · .. '.<1f the objective.Iunction,~-~ght b~ expected for~·- .. Flicgncr,.J, ~~fj18.·A groundwatcr modd and thc hydro, 
: ~·~teady,state solunon. :fhus;,pumpm¡¡ tests · _ ... -.;,·gco~J-hc·San Jacmto Vallcy, Rlvcnldc:County, 

. within·the area·to be-'.excavated -would contribute . * . ....~~wlth.cmpham on thc.Sobob:r..lnd~an 
· . . · -· ·-- ·· -.... ,..._Rc.J¡;rvulmr:-.MSothosls;<Sranford·Umversny;.'Stmford, 

: ... ·;:"lO usefubnforma·tJon ·to>t~:man;¡gement of the · . 9ilifornia, 189 pp. . 
· · ,. ::>ystem. The.use ofexploratJon funds to.1mprove. Gatcs, f S.l96S.Rc-cvaluation of thc groundwatcr 

· .. knowledge of he.ad distribu tions at the boundaries rcsources of Tooclc, Utah. Utah S tate Engincci. Tcch. 
was shown by the sensitivity analysis to be less Pub. No. 12, 68 pp. 
oroductive than use of the funds to obtain Howland, M. D. 1976. Hydrogcology of thc Palo Alto 
· d J' d · · d Baylands, Palo Alto, California, wirh cmphasis on 
ny rau te con UCtiVIty ata. the ridal marshes. MS rhcsis, Stanford Univcrsity, 

.· CONCLUSIONS 
In each of the ground·water investigations 

Jiscussed, the results of model manipulation helped 
with the system conceptualization. Furthermore, 
the si te dewatering example showed how sensitivity 
malysis of a managemen t"model could be used to 
:~ptimize all<lcation of exploration funds. After 
;uch experiences, it has become standard procedure 
'or us to frame problems in the context of ground· 
water models at the inception of a study whether or 
101 the models are needed for purposes of prediction 
>r management. We find that the utilization of 
nodels in identifying data inconsistencies and 
~ooceptualization errors thoroughly justifies 
:heir use. l 
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.,.::::Automateét'l:lálibration'.ofa ,:_G~taminant · 
:.'T·ranspqrt.:M~del· for .a Sha1Í~-·--~~nd. · Ai¡uif~r 

.-·· 

by K. John Holmes•, Wen-sen Chub, and Denis R. Ericksonc 

ABSTRACT 
This papcr prescnts an application of an automated 

calibration technique for thc Unitcd S tates Geological 
Su¡vey Method of Characteristics (USGS·MOC) code. The 
modcl was applied to a shallow sand aquifcr whcrc con· 
tamination duc to leaka'gc from a solvcnt rccycling plant 
was detcctcd. Using available watcr·table obscrvations, 
transmissivity parameters for the USGS-MOC model werc 
calibrated by an automatcd paramcter idcntification (PI} 
tcchnique. Dispersivity was determine~ from trial·and·error 
simulations. f'<:>r comparison purposcs, thc transmissivity 
paramcters were also indcpcndcntly calibratcd by trial-and· 
error simulations. The stud)' rcsults show that, although 
thc: PJ-calibratcd modc:l can producé watcr-tablc contours 
that are in good agreemcnt with obscrvations and the con
taminant plumcs produced by the USGS-MOC using 
paramctcrs dctc:rmined from thc PI tcchniquc and thc trial
and-error approach are not vastly diffcrcnt, thc parametcrs 
determincd by this techniquc are not considercd to be 
physieally plausible in all cases. Thc bcst strategy in moJel 
calibration would be to use both mcthods conjunctivcly. 

INTRODUCTION 
In the 'past two decades cngineers and scien

tists ha ve devcloped a number of mathematical 
rnodelsto ~imuialc fiuid flow and contaminant 
transport'tntne subsurface stratum (Andcrson, 
1979; Faust and Mcrcer, 1980; and Javandcl ct al., 
1984). In cach application, these modcls rcguirc 
the input of certain parameters to characterize the 
flow and transpon processcs. To make thcse · 

3
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models effective simulation toois, parameters must 
be appropriateiy calibrated against field observa
tions. Because the validity of the simulation 
depends on how well these pararneters are chosen, 
modci calibration is a critica! step in field applica-
tion. .../ 

There are two basic approaches to model 
calibration, One approach is a trial-and-crror 
proccss in which cena in model paramctcr val u es 
are carefully adjusted until the.modcl output 
mimics sorne obscrvcd conditions as closely as 
possiblc. The outcome of this type of calibration is 
highly dcpcndcnt on the uscr's experience and can 
vary substantially from u ser to u ser. The other 
approach to modcl calibration involves the use of a 
computer scarch algorithm that computes model 
parameter values by minimizing sorne mc:;sures of 
thc diffcrcnces bctwccn model sol u tions and avail
ablc ficld obscrvations. This procedure is known in 
ground·watcr modeling as parameter idcntification 
(PI) (Y eh, 1986). The advantages of this calibra
tion method are thªt it helps to reduce the number 
of modcl calibration runs and it tcnds to limit the 
variation in calibration rcsults by diffcrcnt users. 
Parameter idcntification is, howcver, not without 
its problems. Thc formulation for most ground
water problcms has been shown to be ill-posed 
(Y eh, 1986), and it works wcll only with abundant, 
high·guality data (Sadcghipour and Y eh, 1984; and 
Chu et al., 1987). Ncither the trial-and-errQT..ru>r 1. 

the PI approach work very well for cases with 
limited data. Thc accuracy of model simulation is 
only as good as that of the data set and of the · 
model calibration. 

This paper reports the use of a simulation 
modcl in thc investigation of contaminant move
ment through a shallow sand aguifer. The primary 
focus of thc study was to examine the effects due 
to differcnt calibration approaches on model simu
lation rcsults. Using the same set of monitoring 
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data from the srudy siteo the Unired S tates Geo- ---m•---
·.logical SuiVeyos Method of Characteristics (USGS; _ .". r"'"' ¡--'"'" r-• """1 ~ 

··- ·' ·• ·' ··· · ·,:MOC) códe (KonikO,w,llí!d Bredehoeft, -197 8) .was ::o · fl ¡:;;::;',b@if -!f.'-' :; lil · ;¡; · ' !r¡ - . . .. -~S ":J:"?r:f'ry"j{•r=·r..- t¿ n••, " ··1i , .":"~":1:~. 
: · ·.·- · .·:·: .. " calibra red using'lJOth·ÍÚl: iu.tomated -p'arameter _ ·.-,-•. -~_:-_~:;-_-;..,.,__;}!,· ¿;=-._ .. · _l · · o - _ . __ _

1 
. _ _ _· - · __ ·-

. · -· · .-:•.:.e ._:;::identification:aiD-óri.ihm..aild:imanuaÚrial:and<i:rror ·· ·..-u . " --~ .. .. . -4'• .:· ...... __ 
-::: ... --. •.-.: :; ''llpproac'h:''fo· c~are :aml.:conrrast:the calibration ... ·::--¡-" :'f;;·: -;;:.--~-·-;;;-;·~?. : · ... _ '- ··,:. onr • !··n----<=-

··· .. ,. resulrs~ par~ll)~ters der~rffiinr!d bY rhc two 3~-- ·--:- - ~ · _.."".' '- . • 5· ·o::·-· -· -

•\ 

approaches were u sed in indeperident simularion ' 1 "" 1 · · --- -·· 

runs ro characterize the probable migrarion ¡" .':-~.-.r:':~ .... G,~,;;~:~,: . .,_!::i ";<=:::-:--~ 
patterns of the contaminant plume at the site. ¡' • .l~"'"""u"'-.'mr::.ll~,.~~ • 1! 

The USGS-MOC model was chosen for rhe 1 ' o ' ~J~;;<:f~"'r· :i , .. -
srudy because of its excellent documcntation, its S-
widespread usage (Konikow, 1977; Warner, 1979; Fig. 2. Selected cross sections at the study sito. 

____ ..... , ... _._ ... , •.. 
Bedient et al., 1984; and Freeberg et al., 1987; EI-
Kadi, 1988), and be cause a parameter identification 
algorithm for ÚSGS-MOC called Pl·MOC has 
already been developed -(St~ccker and Chu, Í 986). 
With PI-MOC, selected parameters (transmissiviry, 
dispersiviry, etc.) in USGS-MOC can be found by a 
quadratic programming routine which minimizes 
the su m of the squared deviations berween chosen 
obseiVations and model ourput. Formulation and 
applications of PI-MOC have been reponed by 
Strecker and Chu (1986) and Chu etal. (1987) and, 
for brevity, will not be repeated here. 

SITE DESCRIPTION 
The srudy sitc (Figure 1) has been occupied 

by a solvenr recycling planr from 198 Í ro rhc 
present. The plant processed up to 1000 gallons of 

. - CA[ K ------· ----- ----- -- ...... __ 

• 
' 

" 

01 

e STAI'F G.llHIE 

O MONITORIHO WELL 

-- PROPI:RTY FENCI: 

CJ SOIL S.&IIIPLE ARU 

t::J SUSPECTE0 SOURCE 

•m 

t 
N 

. : 10 O T 

~-- ---------------------------------- --- -IIIOOI:L IIOIJtC)Airf' 

Fig. 1. Study site map. 
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wasre per week until 1984 when contamination of 
the aquifer underneath the plant was first detecred. 
The contaminants, which seeped through the upper 

· s01llayer due to leakage from a major collecrion 
sumpo consisr of a variety of organic compounds 
including trichloroethene and toluene. 

The material underlying the site and adjacent' 
area consists of uniform, well-sorted, fine-to
medium-grained sand (dredged spoils) overlying 
native alluvial silt. Below these layers are Quater
nary alluvium. The dredged spoils, produced from 
channel dredging of a nearby river, crea te an 
unconfined aquifer. Three cross sections through 
the si te are shown in Figure 2. The sand is of fairly 
uniform thickness at the site and thc lower silt 
!ayer is probably conrinuous on-site. Nearby soil 
borings drilled .by the U.S. Army Corps of Engineers 
show that the silt !ayer extends to a depth of about 
50 feet. For the model application, it is assumed 
that the underlying a lluvia! silt is compararively 
impermeable and allows very little vertical move
ment of water into lower layers. Additional charac
teriza~ion of the silt !ayer and the underlying sedi
ments is ongoing including tbe Í!lstallation of 
monitoring wells in the unc!erlying aquifer. 

MODEL APPLICATION 
Modeling of ground-water movement and con

taminan! transpon at rhe srudy site first rcquired 
the determination of sorne basic parameters. 
Parameters such as specific yield, saturated thick
ness, source location, and effective porosiry were 
obtained from previous investigations done at the 
siteo and are shown in Table l. Except for disper
siviryo these basic parameters were no~ adjusted 
during model calibration and subsequent simula
tion runs. The calibration of dispersivity values in 
the model will be reponed la ter in rhis paper. 
Previous investigations have also estimated rhe 
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~: ~. ·.·': · · ti-ansmissivity of·thqll;!l<t"a<¡uifer:to.range-from .01 
~. " "''to·.:oo2-ft'ts'with·.rhé'mósi:likeiy·valu·e of. :oo6 ft'ts. 
·• · • "1'c1"fhvmódábóiíndiríes. aie:Sh:own:on··Figure 1. 
· · . '·-•,General·ground'Water {low·direct·ion-.at. the.Site JJ.as • 

': · been 'détermined tliroúgh 'extensive monitoring 
and, from this earlier work, boundary conditions ·· 
for modeling were inferred. Fourteen observation 
wells were installed in 1985 and monitored for one 
year. Locations of these wells are shown in Figure 
l. From analysis of this field data, it was con· 
cluded that the creek and the marsh, located on 
the north and the east edgcs of the srudy arca 
respectively, are hydraulically conncctcd to thc 
aquifer during most of the year. Monitoring data 
suggest that during normal conditions the creck 
and the marsh act as constant·head boundaries, and 
ground water at the si te flows towards these 
boundaries. Since such flow pattern does not cross 
the southcrn boundary, it was treatcd as a no·flow 
boundary. Monitoring well data a long the western 
boundary suggested that part of the boundary can 
be represcnted by constam-head nodcs and the 
pan toward the creek can be treated as a no-flow 
boundary. 

Automated Model Calibratioh by PI·MOC 
Pl·MOC (Strecker and Chu, 1986) was used in 

this study for a steady-statc calibrar ion of the 
transmissivity values. Although Pl·MOC can be 
used to calibrare dispersivitics from comaminant 
concentrar ion data (Strecker and Chu, 1986 ), this 
option was not used because of the lack of good 
water quahty data. lnstcad, the dispcrsivity 
parameter was manually adjusted to givc a con· 
taminant plume shape that was consistent with 
field conditions. 

Even with the almost homogencous material 
~constant hydraulic conductivity) at thc site, the 
mput transmissivii:fto USGS-MOC is not constant 
because of the varjable aquifer thickness (see 
Figure 2). To refU:ct this spatial variation, the · 

' Table 1. Input Parameters for the Study Site 

Delta X 
Delta Y 
Longitudinal dispcrsivity 
Ratio of transvcrsc to longitudinal 

dispcrsivity 
Ratio of Tyy to Txx 
Saturatc:d thickncss 
Effcctivc porosity 
Spccific yield (transient case) 
Spccific yicld (su:ady-statc case) 

50 
50 
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Fig. 3. Aquifer thickness (in feet) for the modelad area 
(zeros denote no flow region). 

aquifer was divided into a numbcr of zoncs, each 
with a copstant transmissivity. The number of 
zoncs u sed in this study varied from onc to four. 
Although the sclection of a zonal pattcrn has been 
shown to affect the out come of PI calibration (Chu 
et al., 1987), zone selection was relatively straight· 
forward for this study site. Since the given aquifer 
is composed of fairly homogencous materials, 
transmissivity should vary directly with aquifer 
thickness. Figure 3 is a map of the aquifer thick· 
ness constructed from soil samples a'ñd welllog 
dat~. Different spatial patterns of transmissivity 

·,'(p_c:o,.thrce, an~ four zones) assumed for Pl·MOC 
·are shown in Figure 4. · 

.. PI-MOC rcquires the input of the numbcr of 
zoues, an initial estima te of zonal transmissivity · 
values, and the numeric upper and lower bounds 
on transmissivity va!ues in each zone. These upper 
and lower bounds were estimated from soil charac· 
teristics and pump and slug tests performed at the \' 
si te in prcvious investigations. 

Results of PI·MOC Calibration ' 
The results from all the Pl·MOC runs are 

summarized in Table 2. The various runs listed in 
Table 2 were designed to demonstrate the effects 
of transmissivity zonal patterns, initial parameter· 
estima tes, and parameter upper and lower bounds 
on thc rcsults ofPI·MOC. Starting from the initial 
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-·: . ·. estimates, al! PI-M OC runs terminated after four , · · The use of three transmissivity zones (Eigure 
:. ''" :-•iterations: The param_~t~s.found.in each run at the .. ' 1 • 4) in 1'1-MOC did produce-a solution that was_ 

:<·.;.<::··· .,., end·of:the fourth··lrtl-a'tion.and·.rhe objective value · : :.-.: w.ítbí~~·prescribé:d·upper. and Iowcr .bounds (see 
·. · :. : . ,., .• :lOf. 'th.e optimizaüó?r<which!iS;'tiÍ'e sum.of;squares ·of · : · ,-~~~ough .8 in'.'Table· 2 ) .. Also shown:by . 

· · ..... _. ·e·.:· e:.•. othe:'differerrces: between;predicted -a:ird:obscrved · .... · · · ·: .. ,, R.tiñs-4-:throuJih-:6 ·'are-tnemffu en qr.mum:ters · 
·. •· ,_.,_,·:=:·watei-.table elevarions·ar all:the:monitoring·.wells ... ·: . :· •.·fQimd·:by·Pl'MOC from.medium;·Iow, and high 
. · . :·._ · and•staff gauges) are. given in the Iast two-columns .... : initial parameter estimares. Ruri 4 with medium 

of Table 2. initial parameter _estimare produced the smallest 
Transmissivity was assumed constant in Run l. objecrive value (the best fit) by the optimization 

The observed water·table gradient [Figure S(a)] procedure. 
sharpens near the constant-head boundaries of the Runs 7 and 8 were in tended ro investiga~e rhe 
marsh and the cree k. For an aquifer with relatively effect of the parameter lower bound on the Pl-
uniform soil property (constant hydraulic conduc- MOC solution. Run 7 results show that relaxing the 
tivity), this is possible only with a decreasing . parameter lower bound does not affect the final 
aquifer thickness (and therefore transmissivity) parameter values determined by PJ-MOC. Run 8 
near these boundaries. Available cross sections at results show that tightening the lower parameter 
the si te (Figure 2) also confirm such decrease in bound does affect the PI-M OC solution. Tightening 
aquifer thickness. The formulation of PI-M OC the lower parameter bound acts ro restrict the 
apparently recognized this, and Run 1 could not potential solution domain and reduces the good-
find an appropriate parameter value in four itera· ness-of-fit berween the predicted and observed 
tions. water·table elevarions as shown by the objective 

In Runs 2 and 3, the aquifer was represen red values of Runs 4 and 8 in Table 2. 
by two transmissivity zones (Figure 4 ). With a Runs 9 through 12 assumed four zones of 
physically plausible upper bound of .01 ft'/s, transmissivity for the si te. Configuration of these 
Run 2 couJd not reach a convergenr solurion in transmissivity zones is also given in Figure 4. Runs 
four iterarions. Relaxing this upper bound to 9 through 11 were u'sed to study the effecr of 
.05 ft'ls produced a convergent solution for trans· initial parameter estimares on the solution. As in 
missivity, but the values were considered roo high. the three·zone case, Run 9 with medium initial 
Earlier investigarions of the site have'estimared the parameter estimare again produced the solution 
transmissiviry of the aquifer to range from .01 ro with mínimum objecrive value. Run 12 also shows 
.0002 ft'/s with the most Iikely value as .006 ft'ls. the effect of tightening the lower parameter bound. 
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fig. 4. Transmissivity zonal patterns investigated. 
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, - . - the most likdy value of 0.006 ft'/s based on data 
· .·; · • -·from the earlier investi~ion, model input trans

'.: missivity.values were·áí::ljusíed.until Íhe calculated 
.water·table·contours:compared:f¡ivorablywith .rhe 

• .... •• ,-1-observed!<Water-t:i.ble<ea_ntour.s¡.:ÁpprOKirnately 15 
' 'USGS·MOC runs were required fonhe calibration. 

Bc:cause of the "u ser intervention" during this type 
of cal_ibration, the transmissivity values found 
follow consistently with the observed aquifer 
thickness data. The water·table contours calcula red 

•\ using the transmissivities determined from the tria!· 
and-error calibration are shown in Figure 5(c). 

Dispersivity Determ ination 
Due to the lack of monitoring data, dispersivity 

in USGS-MOC could not be calibrated as the trans-
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Fig. 5. (a) Observad water-tabla contours in 1984; (b) water
tabla contours calculated by USGS-MOC using transmissivity 
determinad from PI-MOC assuming three-zone characteriza
tion; and (e) using transmissivíty determinad by trial-and
error calibration. 
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Fig. 6. (al Simulated contaminant pluma using an input 
longitudinal dispersivity of 100; (bl an input longitudinal 
dispersivity of 10; and .(el input longitudinal dispersivity 
of 1. 

missivity was. lnstead, the proper dispersivity for 
1i1e si te was chosen by comparing the .calcuJated ' 

.contaminant plume with the general knowledge of 
ti:~ plum e from field investigar ion. Us,ing a con- ·' 

. tinuous injection well to simula te the source of :. 
contamination (leaky storage sump) and the trans
missivities determined from the trial-and-error 
calibration, steady-state runs of USGS-MOC were 
made with longitudinal dispersivity ser at 1, 10, 
and 100 feet. The resulting contaminant plumes 
from these runs are compared with the observed 
extent of the plum e (in 1984) and shown in Figure 
6. The plume due ro a dispersivity of 1 foot 
[Figure 6(c)] w:ÍS so narrow that it would escape 
detection by most monitoring wells near the marsh 
which was contrary to field investigation results. 
The plume resulting from a dispersivit.y of 100 feet 
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.. ,;:·.~Cé'·.:_ [Figure 6(a)]. showei{áli"~~ger_ated·sp!-ead from:·. _, .. , .. that-re_taiáS_~ntaminant_.movement in the.aquifcr . 
. ·. '"r'· '~ '.the'Source. which w;;S:.ag:iin'-Célit:rary:to ·knowledge · -. -·:·:, ···:T~fSiiií!ilation.exercise.once "'!la in :suggests 
··.;.;_,,,.,,:·obtairred'fromofield;iri?est'iga:tion:''The.di.!persivity ·--."'·"-'":th~ilimite-d.fie-ld~=nii')>W.amcter::um:er-

:- ': ·,., • .. , value:of-1 0-feet:praduced.the:mostreasonable· .. , , ... ·. ·: cctain¡y\.:mó_sto:crtthe-currenr·ground,wattr:.Ilow.and 
'' · plume shapdFigure 6(b)]--and·was evenrually · · ·. ',_. transport inodels should-be used as tools to charac-

adopted for further simulation. terize approximate extent of the contamination 

Modeling Pluma Migration 
With the chosen dispersivity of 10, USGS

MOC was u sed to simulate the migration of plum e 
at the site from 1981 to 1984 during which leakage 
occurred. The specific yield u sed in these transient 

' runs of USGS-MOC is shown in Table l. Simula
tion runs were made with thrce-zone Pl-calibrated 
transmissivities and with manually calibrated trans-
missivities. 

The results from using the manually calibrated 
and Pl·calibrated transmissivities are almost identi
caL The general shapes of the resulting plum e are 
similar fur all runs. The major differences are in 
exact contaminant concentration values. The run 
using Pl-calibrated parameters produced slightly 
higher contaminant concentrations within the 
srudy-area [see Figures 7(a) and 7(b)). This is 
due to the presence of a low-transmissivity zone 
(see Run 4 in Table 2) comput_cd by·PI·MOC 
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Fig. 7. (a) Simulated contaminan! plumo in 1984 using 
transmissivity determinad by trial-and-error method; and 
(b) using transmissivity determinad by PI·MOC assuming 
three-zone characterization (longitudinal dispersivity ... 10). 

.. (plume shape), rather than to predict exact concen: 
tration values at specific locations (Chu, et al., 
1987). 

Using the contaminant concentrations at the 
end of the four·year simulations to represent the 

.background condition in 1984, the modcl was 
further run, using both PJ·calibrated (Runs 4 and 
9) and manually calibrated transmissivity, for two 
more years (1984 to 1986) to characterize the 
behavior of the plume after the source was 
removed (leakage stopped in 1984). For all cases 
simulated, virrually all contaminants migrated out 
of the area within one year. This was expected 
since ground-water velocities across most of the 
modeled arca were on the order of 3 00 feet/year. 

SUMMARY 
The USGS-MOC model was applied to a field 

problem involving aquifer contamination due to 
~~~~gc: of a collection sump ata solvent recycling 
plant. The transmissivity parameter in tl]e model 
was calibrated, with available field data, by .a 
parameter identification (PI) algorithm and by the 
more conventional trial-and·error method. Both 
calibration techniques produced calculated wáter
rabie contours that compared favorably with those 
observed in the field. Dispersivity was dctermined 
from simulation runs which produced the most 
P!_obab}e shape of the contaminant plum e by 
essentially a scnsit_ivity analysis. No othcr input 

-¡;;;-ran,eter was calibrated. The effect of thc calibra-
-tion reClmique "i:m predicted plume migration was 

examined ~·y extended simulations with the 
paramete1s determined from the two approaches. 

Thc parameters_[ou_ll_d ~Y. _t_hc_¡>] m~th?.~ in 
this srudy appeareift? ~~_sel)si!ive to the initial 
estímate and-ti1e iower and upper bounds of the 
parametcr. Although the water table calculated by 1. 

USGS·MOC with Pl-calibrated transmissivities com- ' 
pared closely with the observed data, the Pl-cali
brated parameter values were i~-~()nsistent_~ith ... 
observed soil profile_ data.,'l"o·r· model calibration in 
complex siruations, a PI approach might best be 
used to first define certain paramcter zoning -· _, · 

. patterns. lhe parámeter valü:s ·in. cach i!)nc then ) _ 
could be fme·tuned by the tnal-and-error method ! · 
according to additional field data and best u ser 

. judgment. r 7-
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· PredictiV:e .A·ccuracy ... of,aG.roúi1':~;ate.r 
Model: ~ Lessóris from a Post~udit:<' · 

by Leonard F. Konikow• 

ABSTRACT 
Hydrogeologic studies commonly include the 

Jcvdopmrnt, calibration, and application of a dcterministic 
'imulation model. To hclp assess thc value of using such 
ntodels to makc prcdictions, a postaudit was conductcd on 
1 prcviously S[udicd arca in thc Salt Rivcr and Jowcr Santa 
CJuz Rivcr basins in central Arizona. ·A dcterministic, dis· 
tributed-parameter modcl o( thc: ground-watc:r systcm in 
rhesc alluvial basins was calibratcd by Andcrson (1968) 
using about 40 yc:ars of data (1923·64 ). The calibratcd 
nlodel was thcn used to prcdict futurc water-levcl changes 
Juring the next 10 yc:ars (1965-74). Examination of actual 
11".1tcr-Ievcl chan~es in 77 wclls from 1965-74 inJicatcs a 
poor corrclation bctween obsc:rved and prc:dictc:d watcr
Jn·cl changcs. Thc differencc:s ha ve a hlcan of -7 3 ft-that 
''· prcdicted declines consistcntly exceedcd those ob
servcd-and a standard dcviation of 47ft. Thc bias in thc 
prcdicted watcr·lc:vcl changc: can be accountcd for by thc: 
brgc error in the assumcd Wlal pumpagc during thc prc
Jiction period. llowcvcr, thc spatial distribution of C!_.ill!l.Ín 
predictc:d ~~~~ ch~nse._doe~ n~~!elate_~W!.!he 
.~patial distribuuon oíerrors in p~~~~~~· Conscqucmly, the 
bck of prc:cisivn pr_opabl,YISñÜtreJatc:d onlyJ.o_cuo.r"""Siñ
mumed pumpagc, ~!-!~ l.!_l_!.Y. indicate th_e P.!~~~f!CC: oj other 
wurces o( error in ihe modcl~uch as thc: two-dimcnsional 
rc:prc:sentation of a three-dimeñ.SiO-ñaJ proükiñ 071ñela·Ck 
ufCoñSidcfation of lañd-subs1dc:nce prOCeSSeS."l;híSI:};pc: of 
postaudit is a valuablc: mcthod of verifying a modcl, andan 
cvaluation o( predictivc c:rrors can providc: an incrc:ased 
und~rstanding-Of i:itc System and aid in .:~.sscssing thc valuc 
of undertaking dcvclopmcnt of a reviscd mQ..del. 

aU.S. Geological Survc:r, Mail Stop 431, National 
Ccnter, Rcston, Virginia 22092. 

Receivc:d May 1985, rcvised August 1985, acccptcd 
Scptembc:r 1985. 
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INTRODUCTION 
Ilydrogeologic studics commonly include the 

use of dererministic, distributed-parameter, 
ground·water modcls to predict responses of an 
aquifcr system to changes in stresses. The extreme 
example of using such modcls for predictions may 
be in the planning of high·lcvel radioactive waste 
rcpositories, where regulators desire and rcquire 
projections of ground·water flow and transpon for 
1,000 to 10,000 years into the future. Is therc any 
evidence, either on the basis of a postaudit of thc 
outcome of past prcdictive efforts or otherwisc, 
that deterministic simulation models can indeed 
accurately predict future responses in ground·water 
systems? Is forecasting the only or primary motiva· 
tion for applying a deterministic ground-water 
modcl, or docs thc modcling cxcrcisc ha ve sorne 
other value? 

The underlying philosophy of process· 
simulating d<:,t.~rministic·modeling app,!o~ches is 
that, give.':'.a- co!Tlp!ehensivc ~-QJI~[Standi'!Jl of the 
process~~Jzy .wbk!:t~t!~_Q!l_ a~ntern. produce 
subsequ~_lrespgnses in that system, the systcm's 
response to any set of stresses can be defined or 
prcdetermined through that understanding of thc 
govcrning (or controlling) processes, even if the 
magnitude of thc new stresses falls outside of the 
rangc of historically observed stresscs. Predictions 
made this way assume an understanding of cause· 
and·effect relations. The accuracy of such dctcr· 
ministic forecasts thus depends, in pan, u pon how 

'closcly our concepts of the governing proccsses 
reflcct thc processes that actually. conu:o4Ae . 
systcm's bchavior. But more is involveU. E ven if wc ----------
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'have.an accúrate.can~eptual inodel of the ::;;'O~liC mid:1960'~. ground.w.arer was.pr<>v.iding 

,gover_ning-.proé:éSSes, ~-n~ ~f.the pro~esses weie .· :c.::>l\"approXlmate1y1!0 .. pcrcend 3.2··million adt).of.rbr 
.. ·:·•r~presented,;¡ccurarely:in a deterministic'$imula· ... e :.,._;;.: .. _totaLaon.ual.warer supply.- Summarizing the dis· 

· -'tion·modeJ,.\ve also ne.:d (1) a_ <leJi.qitia.n. o.[ the . :·,-:-0' _:.::_.cussiOJi of Anderson (1968), su eh wirhdrawals 
priiperfi~UI!.d b:<?!!ndaries. of_th~.d,p_~ain.~ver · greatly exceed the rate of ground·warer recharge 
which these processes and srre~~e_s are ·ªcting; and resulted in water-leve! declines of as muchas 
(2) the siate of the system ar sorne point in rime 20ft per year in sorne places. Maximum declines 
(eirher pastor present); and (3) an estima te (or from 1923 to 1964 were about 360ft. Beca use of 
prediction) of what the future stresses will be, the economic importance of ground water in rhis · 
whtch, thoÜgh it is an obvious requirement, is not area, there was much concern that continued 
necessarily a trivial matter. Thus, the "model" of declines would cause significantly increased 
an aquifer system incorporares processes, specifica- pumping costs and decreased well yields. As part 
tions for paramerers, and stresser.:" of an analysis of rhe ground·water resources of rhc 

~--- Ground·water hydrologists are becoming:jn..¡ area, Anderson (1968) constructed and calibrateJ 
1 creasingly aware that inadequare.and insufficient ¡ an electric-analog model of the aquifer system, 
\ datá.limit thneliability of traditioríál deter~nis!if partly " ... ro determine the probable future 
'-.ground-warer modelfThe data may be inadequare effecrs of continued ground·warer withdrawals in 

lleca use aq:t~!te!ñeÍerc:>geneltles occur on a scale central Arizona ... 
smallérilian can be defined on thr basjs of •vail- The hydrogeologic setting of this area is de· 
able data, time-dependent variables are monitored scribed in detail by Anderson ( 1968) and David son 
roo infrequenrly, an(fli1easureinent errors ex1si. (1979). A summary of their descriprions follows. 

I'fíe purpose of this paper is ro review the use The central Arizona area lies in rhe Basin and 
and reliability of deterministic models for pre· Range lowlands water province (Figure 1 ). The 
dicting future changes in ground water by area is characterized by broad and gently sloping 
examining the outcome of a past predictive effort." valleys or basins that surround and separare stecp 
A model srudy of an area in central Arizona was and rugged mountains. The mountains are com· 
selected asan example beca use it represenrs one of posed mainly of low·permeability crystalline rocks. 
the first well-documented deterministic, distrib· although sorne sedimentary rocks are present. The 
uted·parameter, model analyses of a ground-water valleys are underlain by thousands of feer of 
system. Consequently, it was also done sufficiently unconsolidated ro co)lSolidated alluvial deposits, 
long ago that a long·term ( 1 O·year) forecast period including thick permeable sand and grave! units. In 
has passed. Furthermore, there are now available general, coarser material is found near the 
historical observations of the aquifer for the time mountains, w/lich border the margins of the basins, 
for which the forecast was made. The purposes of and fine-grained material is deposited in the 
this example are: (1) ro illus_t~ate how accur.are (or central, deeper parts of the basins. Most ground 
inaccurate) a prediction made with a supposedly water used in the basin is derived from the upper· 
well·calibrated.model can be, recognizing that only most unir of the alluvium, which is a highly permc· 
limited generalizations should b~ dr;¡_wn on the able sand and grave! as much as 600ft in thickness. 
basiSOfa smgie examplei(2) ro try_t_? JS!>la.tt: the Below this unir is the '!'iddle ,¡¡t ~nd clay unir, 
sources of predictive error; and (3) to evaluare the which is discontinuous, less permeable, and as 
importance of conducting a postaudit of model -muchas 2,000 ft in rhickness. Belcw that lies the 
predictions. more consolidated lower sand and grave! unir, 

DESCRIPTION OF STUDV AREA 
The Salt River Valley and the lower Santa 

Cruz River basin are located near Phoenix, Arizona 
(see Figure 1) and are the two largest agricultura! 
areas in Arizona. According to Anderson (1968), 
abour 1,2SO mi' (800,000 acres) are under cultiva· 
tion. Rccause of rhe arid climate (rainfall averages 
about 8 inches per year), rhe agricultura! economy 
is dependent on a reliable so urce of irrigation 
water. Since the early 1900's, the ground·water 
system had been developed extensively in the area . 

. '-t 

which is intermediare in permeabiliry. 
The water·table configuration in 1923, prior 

to exrensive development of rhe ground-warer 
resource, is indicated in Figure 2. At that rime, 
ground·water flow was predominantly ro the wesr 
and northwesr, generally paralleling the flow 
directions of the Santa Cruz, Gila, and Salt Rivers. 
Anderson (1968) considered the ground·water 
system ro be in an approximate equilibrium condi
tion prior ro 1923. He further srates, "Sincc the 
early 1920's, pumping has exceeded replenishmem 
in central Arizona. Beginning in the early 1940's, 

.. 
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Fig. 1. Location of study area in Arizona (from Anderson, 
19681 (A}, and main geographic and physiographic features 
within the atudy area (B). 

20 mi 

O CrySILIIhnc and scduncntary rocks 

1923 water-table altltude, 1 O Os 11 

Fig. 2. Altitude of the water table, apring 1923, in central 
Arizona (from Anderson, 1968}. 

pumping was greatly accelerated and within a few 
ycars reachcd a rate many times greater than the 
rate of recharge. Water levels have declincd in the 
entire area, and the rate of decline in sorne places is 
as m u eh as 20 feet per year." 

The annual water use in thc study area during 
1923-64 is shown in Figure 3. Because all the flow 

Fig, 3. Annual water use in study area, 1923-64 (from 
Anderson, 1968). Ground-water use is the difference 
between totaland surface-water use. 
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Fig. 4. Average water-leve! changa in the Tempe-Mesa· 
Chandler area of the Salt River Valley (A), and annual 
ground-water wlthdrawals in the Salt River Valley (B)~ 
1930-64 (modllied from Babcock, 1970). 

in the Gila and Salt Rivers, except for floodwaters, 
is diverted for irrigation, increasing demands for 
water have been met primarily by increases in 
ground·water withdrawals. The greatest increase in 
ground·water use occurred during the 1940's and 

O Crystalhne and scd1mcntary rocks 

1923-64 water-level change, 100s 11 

Fig. 5. Water-level declines, spring 1923 to spring 1964 
(from Anderson, 1968) . 

·-- ,_e_arl)'-.J9SO's. As indicated in Figure 4 by the.c:Jata 
: _: ilé_r~¡je-Mesa-chandler·area in the Salr R1yC:r 
-ce;~~rlíe::onset of:the major.watei-Jevel declines· 
:·"<i'i;eraliyxoim:ides-with ihe in u eased-ground•wat<r 

_.,_, . .i,.~ithdra....al$.: althouglnhangesin:-the rate of declinr 
- - - appcar to be lagging behind changes in the pump· 

age. Anderson (1968) reports that the total volum< 
of ground water withdrawn from this aquifer 
system during 1923-64 was 80 million ac-ft, and 
that in 1964 the pumpage was about 3.2 million 
ac-ft, of which approximately 2.2 mi Ilion ac-ft 
were from the Salt River Valley and 1.0 million 
ac-ft were from the lower Santa Cruz basin. 

By the end of 1964 these large ground·water 
withdrawals, far in excess of recharge, had a major 
impact on the aquifer system. Anderson (1968) 
states, "A general regional flow pattern no longer 
exists, and the flow is directed radially toward thc 
center of the large eones of depression." Figure 5 
shows the magnitud< of the water-leve! declines 
that occurred from 1923 to 1964; the declines 
exceeded 300ft in places and exceeded 100ft in 
most of the study arca. Thus, by 1964 the depth ro 
the water rabie exceeded 300ft in parts of the are• 
and exceeded 100ft in most of the study area (ser 
Figure 6). The increased pumping lifts increased 

20 mi 

O Crystalline and scdimcntary rocks 

1964 depth lo water, 100s 11 below 
land surf a ce 

Fig. 6. Observed depth to water. spring 1964, in central 
Arizona (from Anderson, 1968). 
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' the coses of withdraWirig groÜhd water, hence was 
· ,:·,.of great concern·to;ihe:users ofgro.und·wa.tcr 
·- ··•.Cmostly.;agricwtur.al~;c.Anderson .( 1968) furthcr 

· · .Altll~'!iíi!T~model is used to predict futurc 
... respons~i(~:tllriuture. stresscs.must:also be 

• ··-·Lassumcd,iirijircoiétcd ;:J n .this:case,. past tiends 
·e .. --notes·ihan.norber;consequence ·ofthe increased 
· · .· pumping sin ce' i923~is a reducrion·¡¡¡·natural 

·discharge; inchiding less evapotranspiration losses 

·. · - -·:provide:djl)e,basiS" fonhe -simplifying ·assumpcion 
. :..· thitthe"'iuture amóÚht and ·areal distribution of 

1nd less discharge to rivers, exemplified by the 
observation that "the Gila River no longer flows as 
it once did in the rcach downstream from its 
confluence with the Sal t." 

MODEL CALIBRATION ANO PREDICTION 
Anderson (1968) used a two-dimcnsional 

clcctric-analog model to simulare the uppermost 
1200 ft of the aquifer system. Although the tech
nology of electric-analog modcls of ground-water 
!)'Stems has generally been superseded by numerical 
(digital computer) models, the principies are the 
S>me, and the results of both would be essentially 
i<Jmti¡:al. The analog model constitutes a deter· 
n1inistic, distributed-parameter, simulation model 
md hence provides an appropriate example for 
malyzing the predictive accuracy of deterministic 
¡round-water models:· · 

The model was based on the assumption that, 
prior to 1923, an equilibrium existed in the aquifer 
in which recharge balanced discharge. The analog 
model then simulates changes in hydraulic head 
that occur in response to changes in stresses sin ce 
thc assumed steady·state time. The modcl was 
calibrated by adjusting aquifer properties, stresses, 
md boundary conditions to reproduce observed 
historical changes in ground-water levels during 
1923-64 (as shown in Figure 5). The model was 
constructed at a scale of 1 inch equals 1 mile, with 
nodes (resistor junctions) placed at 1-inch intervals. 
Values of the storage cocfficienr varied spatially in 
thc model from 0.10 to 0.19. One limitation of the 

. model is that it is"iftwo-dimensional approximation 
of a three-dimensionaí syHem. Fun:hermore, 
1lthough the transmissivity and storage coefficient 
ne proporcional to saturated thickness, a limitation 
of the modcl noted by Anderson was that values of 
thcse two aquifer properties were not corrected 
with time to transient changes in water levels. Also, 
significan¡ land subsidcnce is known to be occurring 
within the modeled arca, although this process was 
not explicitly répresented in the model. Anderson 
concluded that the model was a valid reprcsentation 
of the actual hydrologic system for 1923·64, and 
!lates, "The clase comparison of the ficld and 
modcl data for these periods is the basis for the 
1ssumption that the electrical-analog system can be 
used to predict future ground-water conditions." 

pumping would remain abouúhe same as during 
the most recent six-year period (1958-64 ). Thus, 
the future pumpage was assumed to equal 3,2 
million ac-ft per year. However, Anderson cautions 
that, "The amount of water pumped probably will 
be lcss because the ever-increasing pump~_li!'ts 
will make pumping incii:áSingfy_é.xpeñsive, and 
economicallf.margíñarTañósmay be withdrawn 
from cultivation." He then states that this assumed 

. continuation of the most recent pumpage patterns 
" ... will cause the predicted water-leve! declines 
to be greater than are actual! y probable."· 

The model was thereby flS<d to predict 
changes in water levels for 1 O years into the future. 
The prediction is íllustrated in Figure 7 as the 
predicted depth to water in 1•974. Comparison 
with Figure 6 shows that the 'predicted depth to 
water in 197 4 is consistently greater than the 
dcpth to water in 1964, in many places by more 
than lOO ft. 

1 · 120 mi 

O Crystalhnt> nnd scclimcnlary rocks 
o Observation well 

1974 predlcted depth lo water, 100s 11 
below land surface 

Fig. 7. Predicted depths to water in central Arizona. sprlng 
1974 (modified from Anderson, 19681. 
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•·- ::>:\:.-.< asceiniri and differentiate among the many 
possiblC' sources of error. The most obvious · 
question focuses on how mueh iif die mor can bt 
attributed simply to errors in the assumed future .. 
stresses. In othcr words, if the future stresses had 

-·· _,., - .... ... ... .... • •• 
lmUMD WATOIUVIL OWCl. 11 f1ft 

Fig. 8. Relation between predicted and observad changas in 
water level in the Tempe-Mosa-Chandler area of the Salt 
River basin, Arizona. 1964-74. Salid line shows where 
predicted equals observad values. 

ASSESSMENT OF PREDICTION 
Water-leve! records are available for 77 wells 

in the study area for both 1964 and 1974; the loca
tions of these wells are shown in Figure 7. These 
wells are distributed fairly uniformly throughout 
the basins; that is, their locations are not clustered 
in any single subarea or environment. A comparison 
of the predicted and observed changes in water 
levcl at those 77 points provides a basis for evaluat
ing the accuracy of the model prediction. For the 
emire study arca, the predicted water-table decline 
averages about 50ft after 1 O years. For the 77 
available wells, the predicted 1 0-year declin.e 
averages about 82ft and ranges from 15ft to 215 
ft. However, 10 years after the end of the model
calibration period, measurements of the actual 
change in water leve! in the same wells declined an 
average of only 9 ft, and · the observed change ranged 
from a decline of 92 ft to a rise of 146 ft. 

The relationship between the predicted and 
observed changes in water levcls is illustrated in 
Figure 8. lf the predictions were relatively 
accurate, the data should plot along (or el ose to) 
the 45" linc connecting equal values of predicted 
and observed changes. lnsread, data from all but 
'threc wells fall below that line, indicating poor 
accuracy and the presence of a bias in the model 
predictions. Also, the data show a relatively wide 
scauer, indicating that the modcl prediction is 
imprecise. The correlation coefficient is 0.29; 
although rhis is statisrically significant at the 
"' = 0.05 leve! for a one-sided test, ir is low and 
indicares a poor corrclation berween the predicted 
and observcd water-leve! changes. Ir is further 
evidence of the relatively poor accuracy of the 

been estimated accurately and precisely, would thc 
water-leve! changes have been prediacd-more 
closely? This question could best be answered by 
rerunning the modcl for the 1965-74 period undcr 
an imposition of the stresses that acrually occurrcJ 
Unfortimately, the original analog model no longcr 
exists and the necessary detailed data on the spati•l --~ 

distribution of pumpage and recharge in the entire 
study arca for 1965-74 are not available. So we are 
limited to infe~ing and O.miarigasmuch as 
possible about the sources of error based on the 
nature and dist:ribution of the errors and our 
knowledge of the hydrogeologic system: 

A frequency distribution of the differences 
between the observed and predicted changes (that 
is, the residuals or errors) is presented in Figure 9. 
The errors are approximately normally distributed 
[based on the Kolmogorov D statisric (SAS 
lnstiture, 1982, p. 580);.probabiliry leve!: 
p = 0.043] and ha ve a mean of .:.7 3 ft, a standard 
deviation of 47ft, and range from 11 to -226ft. 
Jdeally, the central tendency of the error distribu· 
tion should be near zero and the standard deviation 
should be much smaller than it is. 

From Figure 8 it is clear that declines were 
predicted everywhere, but the changes that 
occurred turned out to be either much smaller 

Fig. 9. Histogram showing frequency distribution of erron 
for the flow model of the Tempe-Mesa·Chandler area of tht 
Salt River basin. Arizona. 1964·74 . 
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· · withdrawals actually imposed on the model is 
about 26 percent of the predicted value (T. W. 
Anderson, U.S. Geological Survey, written com
munication, 1985). Regardless, over the 10-year 
period, the cumulative error then becomes 7.0 
million ac·ft. Over the entire modeled arca of 1.1 B 
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fig. 10. Average water-level changa in the Tempe·Mesa· 
thandler area (A) and annual ground-water withdrawals in 
!he Salt River Valley, A rizo na (B), 1930-74 (modified from 
Babcock, 1970). 

Jcclines or actual rises, which is a significant devia
tion from previous long-ter m trends. This is 
i\lustrated in Figure 10, which shows the cumulativc 
n·crage change in water leve! in wells in the Tempe· 
llcsa-chandler arca of the Salt River Valley and 
mimated annual pumpage in the Salt River Valley 
for 1930-74, which includes most of the calibration 
rcriod and, in contrast to Figure 4, all of the 
rrctlictive period. A fairly uniform trend in water· 
\rrcl change prevailed from the .early 1940's 
through the early 1960's, which represented the 
\m 20 years of the model calibration period. But a 
marked break in this trend occurred very soon 
>fter the end of the calibration period. This break 
rorresponds closely with the change to a regime of 
bscr withdrawal that prevailed since 1964, after 
'ncarly constant and high rate of withdrawal that 
rrcvailed from 1953-64. Because the fJrediction. 
was based on the assumprion that stresses observcd 
Juring the latter few years of the calibration period 
wou\d continue unchangcd, the modci basically 
could do nothing else but extrapolate the water· 
lcvcl trends observed during the latter part of the 
calibration period. - ' 

Estimated actual withdrawals during 1965·74 
avcraged about 2.5 million ac·ft per year for the 
cntire model arca (T. W. Anderson, U.S. Geological 
Survey. written communication, 1984). The differ
cnce between the assumed and actual rates of with· 
drawal, 0.7 million ac·ft per year, represents an 
error in the predicted future withdrawals of only ; 
2bout 22 percent of the estimated value. Becausc ' 

million acres this is equivalent to 6.4 ft of water, 
and over the cultivated area of 0.8 million acres 
this is equivalent to 8.8 ft of water. Assuming that 
the storage coefficient (or specific yield) might be 
between -o:ro an<rO.i 9; these amounts of water are 
cquivaleñtto~_ saiurated thickness in the aquifer of 
betwccn 34 and 64 fi over-the entire modclcd arca 
and 46 to 88 ft over the cultivated area. In_ 
assessing the range of effects of the error in. 
1965-74 withdrawals, we consider the cultivated 
area separately because most of the water·level 
observations, as well as withdrawals, are in rhese · 
parts of the basins. Jherefore, it is possible that die 
_gross •!:<9!_in as~umed P.\l_ll}p_age_s:an acco.I!IU.fuu 
la;:gc:_e~!}__QfJhe_ ~_ve_rage bias in_the predicted 
water·leyei c¡,ang~s_. 

Howevér, thcre still remains a relativeiy large 
spread in the error distribution shown in Figure 9, 
which will not be reduced by removing the bias. To 
help asscss whcthcr this lack of precision is also 
related to errors in the assumed pumpage,~ 
would like to evaluare whether the spatial distribu· 
tion of errors in assuriied pÜmpage~or~elates with 
the spatialdístribution ofjj~r~_ii).PJ.~.dict~ter· 
leve! change:nata onactual withdrawals by town· 
ship (36-mi' area) during 1965·74 are available 
only for the Salt River Valley (T. W. Anderson, 
U.S. Geological Survey, written communication, 
1984 ,_from data prepared by M. R. Long, Arizona 
Department of Water Resources). Figure 11 shows 
the relation between the error in pumpage for 
1965-74 in each township in both, the upper and 
lowcr basins (that is, thc eastern a'nd western parts, 
respectively) of the Salt River Valley and the 
average error in the predicted water-leve! change 
(or drawdown) for the same township. The very 
low corrclation betwec:n thc:se two factors 
(r = -0.086) indicares that the relatively,large 
spread in errors in predicted water-leve! change is 
probably not attributable, either solely or in any 
largc: part, to a variance in the accuracy of 
pumpage estimares. Hence, it appears that there are 
other sources of error in the model that ha ve not 
yet been ascertained. 
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·--. ·: -·ic~rrors-are,not· j ust,ftUldoml)"distcihuted ·in ·space, 
-: :':_"":tiilt-ráthen:xhibit somepersistent patterns_ in· 

which the errors at nearby data points are usually 
close in value. However, the error pattern does not 
correspond closely with the pattern for any single 
factor for which data are available. In general, the 
errors seem greatest near the centers of the basins 
and Ieast near their margins, but exceptions exisr. 
In the southeastern part of the modeled area, thc 
error appears ro correlate somewhat closely wirh 
depth to water and water-leve! decline, but else· 
where does not. For the area as a whole, the 
correlation coefficients for the relationships 
between the predicted water-leve! changc and the 
observed water leve! in 1964 and in 197 4 are 0.46 
and 0.47, respectively, which are both significan! 
at the 0.05 leve! for a sample size of 77. However, 
the correlation coefficients between the errors in 
predicted water-leve! change and the two sets 
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Fig. 11. Relation between the error In the predicted water· 
level changa and the error in the estimated pumpage per 
township in the upper (eastern) and lower (western) basins 
of the Salt River Valley, central Arizona, 1965-74. 
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Fig. 12. Map showing the spatial distribution of erron in 
predicted water-leve! change, 1965-74, in the Salt River and 
lower Santa Cruz River basins, Arizona. 

f 

(1964 and 1974) of observed water levels are only 
0.14 and 0.04, which are not significan! at the O.Ol 
leve!. Thus, the errors are not strongly associated 
with water-table elcvations. Also, the abscnce of 
any important relation between the predictive 
error and either predicted pumpage or observed 
pump~ is reflected by .the relatively low correla
tion coefficient of :::.0.20 for both relationships, 
and overlaying the transmissivity distribution map 
on the error map indicares no importan! associa· 
tion between these two factors . 

. .. ·Th~re are a number of factors that contributcJ 
to the reduction in the net withdrawals during 
1965·74. Perhaps sorne of these could have bcen 
anticipated and their effects incorpora red into thc 
predictive analysis. As noted previo u si y, Anderson 
did recognize the possibility that net withdrawals 
would decrease, but he did not account for this in 
his prediction. 

Reexamining the history of the study area for 
the 1965·74 period, it is believed thar the follow· 
ing factors contributed to Iower than anticipatcd 
net withdrawals: (1) Farmers in certain parts of th< 
area ceased operations because of economic or 
other reasons, thereby eliminating their with· 
drawals for irrigation; (2) other farmers too k 
measures, such as leveling their fields, to increase 
irrigation efficiency, thereby reducing their water 
requirements; (3) in sorne areas many wells were 
deepened to obtain water from deeper permeable 
zones, thereby reducing the drawdown relative to 
that resulring from equivalen! withdrawals from 
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wclls that penetrate te~-6'f~heai¡uifer; 
:-:(4) additional:surfae<!.watcr-wis·ayailable.-for 

-··--~-irrigation;·r-educing-l:he-dependeri'ee·o~ ground 
:·:water.for supply;{~) 1ñ Apdl '196~ an unusua!-flow 
~ent resulted. in' about '20,000 ac'fi of recharge 

· · · ·-Cruz ba_Sinf~'!C-Y and others show that most 
.... .-.c(morc.~!l~-pérccnt) of the·subsidence occurrcd 
·: ·'·since -l~s-seen in Figure-10; withdrawals.since 

· from infiltration in· the channel of theSalt·River, 
which is otherwise normally dry ( Briggs and 
\Verbo, 1966); and (6) significantly greater than 
avtrage precipitation occurred in the Salt River 
watershed in 1972-73, and the subsequcnt unusually 
Iarge runoff resulted in the direct recharge of about 
0.5 million ac-ft of water along thc river channels 
during 1973-74 (Babcock, 1975). Local variations 
in these same factors also could ha ve contribu ted 
to the variability in the error distribution. 

lt is also possible that errors in the observed 
data could be contributing to this variability in the _ 
crrors. For example, individual water-leve! measure
ments may not reflect the local static water leve!,· 
pcrhaps due either to recent prior pumping in thc 
observation well orto transient effects from pumps 
in nearby wells going on or off. These sources of 
error could not be accurately assessed from existing 
historical records. Of course, it should not be 
cxpected that long-term predictions based on long
tcrm average stresses would predict fluctuations or 
short-term variations in response to short-cycle 
stresses (such as localtransient wcli effccts) orto 
unusual hydrologic conditions (such as seasonal 
rccharge from a usually dry river channel). 

Because significant land·subsidence is known 
to be occurring in parts of this study arca 
(Schumann, 1974; Laney and others, 1978), the 
possibility was considered that this process, which 
was not explicitly represented in the model, could 
account for sorne of the error in predicted water
leve! change. The land subsidence is caused by the 
compaction of the unconsolidateo or partly 
consolidated sediments in the alluvial-fill basins. 
11u: compaction, in turn, is related to the com· 
pressibility of the sediments and to the decline in 
hcad in the aquifer, the latter of which is qbviously 
induced by the major ground-water withdrawals in 
the area. Schumann (1974) shows the land 
subsidcnce that occurred within the study arca 
from 1948-67; Laney and others (1978) present 
maps of the study area showing the extent of 
observcd land subsidence in the lower Santa Cruz 
River basin from 1905 to 1977. Their data indicate 
that thc greatest subsidence within the study area 
occurred in the lower Santa Cruz basin, where as 
much as 12.5 ft of subsidence were observed, 
whereas less than S ft of subsidence are reponed 
for the Salt River Valley. Within the lower Santa 

---t-94tbf<'_;e,consistently- greater..than :ihose -prior to 
·. '1948~-fuept fora fcw years during the-1965'74 
' preoictive period. Furthermore, they show that thc 

greatest subsidcnce (betwecn 7 .O and 12.5 ft) 
occurred in two arcas that total about 120 mi'. 
The largcst of these two arcas is about 110 mi' and 
is locateo in the southwcstern part of thc basin 
near Eloy. 

llydrologically, the compaction that causes 
!ano subsidence also in .Cfect acts as a sourcc of 
water to the aquifer system. lf this fluid source 
were not accounted for in the model, then the 
water produced by compaction might cause the 
actual drawdowns to be lcss than would occur 
otherwise, which is indeed the nature of the 
predictive error observed here. However, if this 
hypothesis were correct, we would cxpect to see 
s.ome spatial correlation between the amount of 
subsidence (as shown by Shumann, 1974, and 
Laney and others, 1978) and the magnitud e of the 
error (as shown in Figure 12). Comparison of these 
two factors shows that the maximum subsidence 
zone near Eloy corresponds closely with a high 
error(> 100 ftYzone in that same arca, but that 
elscwherc therc is no obvious association bctwccn 
patterns of errors and subsidence. As much as 4ft 
of subsidence were observed in the Eloy area 
during 1965-74. As a first approximation, ifwe 
assume that 4ft of subsioence gencrate 4 ft of 
water and if the specific yield of the aquifer in that 
area averages 0.15, then the subsidence may cause 
the water levcl to be 27 ft higher than it would 
have been otherwise. ln.thc remaindcr of the study 
area the subsidcnce during 1965-74 avcraged about 
1 ft, which may similarly be equivalen! to about 
7 ft of head. Thcsc estimates are equivaient to 
about 20· percent of the error around Eloy and less 
elscwherc. Furthcrmorc; if •.he compacting sedi
ments are oisseminated and distributed fairly 
uniformly with depth, then b0th lano subsidence 
ano the storage coefficient a:e linear functions of 
aquifer compressiuility. Be cause much of the total 
subsidence through 1974 occurred during the 
model calibration pcriod, much of its impact 
would have been implicitly incorporated into the 
model parameters during the calibration process, 
most likely through compensating errors in 
estimatcd aquifer properties and stresses. Then if 
thc rate of subsidence (or ratio of rate of subsidence 
to rate of water·levcl decline) were esscntially the 
same during the calibration period as during the 



. .. . -. :predictive perlo.d; tli.é predictive errors resulting . · ,· ·: Af~.:bJlsin (R. L, Laney, U.S: Geological ~tvty, 
i .. ;· ·. :·.o;.fronl'not.explicitl¡··~<iilsidering the subsidence , · .· · .. ·::~:Commuilication, :1985 ) .. This implies that 

• ',o·."process..iii·.t:he:.model .. w<>uld .¡itobably.:be.n.~gljgible. · · • :l~:éifeétive..uansmissilfity maychave .chan_ged · 
'd:aneyandrothers"{ 197 8 }:present:subsidence . :. t~nifieantly:when oand-where·dewatering· has 

·. ,data at :Yarious.t.iines from· 1905 through 1977 ·· •· :~ :-7'-óceurred:Arigorous test of this hypothesis would 
along a northwest-southeast cross section that · . require the construi:tion of alternative two· and 
passes through Eloy. These data indica te that three-dimensional models, which is beyond the 
subsidence during the 1 0-year predictive period on seo pe of this study. 
the average represen red about 3 3 percent of the This example from central Arizona illustratcs 
total subsidence that occurred through 1974, the weakness of basing a prediction of aquifer 
although the percentage ranged from 12 to 71 responses on a single set of assumed future stresscs 
percent. However, although ground·water levels Because the uncertainty of the 1965-74 stresses 
declined fairly steadily during 1948-64, on the . . was not assessed, we do not know whether the 
average the water leve! did not decline during actual 1965·74 responses fall within sorne associatc• 
1965·74, yet subsidence continued ata significant confidence interval; hence, we cannot make a 
or even accelerated rate, at least near Eloy. This judgment based solely on these predictive errors as 
could be explained if the compacting low· to whether the model is "good" or "bad." In cases 
permeability sediments were restricted to just a Iike this, it would be preferable to assess the 
few discrete but perhaps relatively thick layers uncertainty in estimated (or assumed) future 
within the total vertical profile of the alluvium. In stresses and then present the forecasts as a range of 
such a case, the compaction and subsidene< would responses with associated probabilities of occur· 
be related to the compressibility of just these low· rence or confidence intervals. Because Anderson 
permeability sediments, rather than toan effective had indicated (correctly) that the assumed stresses 
compressibility for the emire aquifer thickness, were probably greater than would occur, the 
and the sediments within the low·permeability predictions can be viewed as a "worst·case" 
beds could continue to compact for years aftcr estimare. From that perspective, the model 
ground-water levels had stabilized. The water predictions are reasonably accurate. 
produced by the compaction process would act as 
a delayed·yield or transient·leakage phcnomena, 
which would cause long·term water·level declines 
to unir stresses to be less than they would other
wise if there were no leakage. 1t thus appears that, 
for the Eloy arca, the lack of consideration of the 
land·subsidence process in the model contributed 
to the error in predicted water·level changes during 
1965·74. For the rest of the modeled arca, there is 
no evidence to indicare that this could have been a 
significant factor. 

lt also follows that such a significant lack of 
uniformity with depth in the properties of the 
sediments would imply thr. ex istence of significant 
variations in hydraulic conductivity and specific 
storagc with depth. This could i.-.duce significant 
vertical componcnts of flow in places, which 
obviously could not be represented in the two· 
dimensional model of Anderson, and might thus be 
a contributor to the predictive error. In fact, Laney 
(R. L. Laney, U .S. Geological Survey, written com
munication, 1985) states that in much of this arca 
at least three layers of differing transmissivity 
would be required to adequately describe the 
system. For example, the uppermost and highest 
transmissivity !ayer has gradually been dcwatered 
since the 1940's and now is satura red only in parts 

CONCLUSIONS 
There is no sure way to reliably predict the 

f!!_ture, but, because managelneñ·t dedsiollsiñust br 
inade, predictions of future conditions are needed 
and will be made in one manner or another. To 
make the most reliable .prediction fo.r a given 
ground-water prOlilem-;- all retevant information 
should be considered and evaluated in arder to 
arrive at the best estimare of the future behavior of 
the systcm. Deterministic simulation models can 
help accomplish this quantitatively by providing a 
'formar to integrare and synthesize al! available 
information in a manner consistent with thC:oric:S 
describing the governing processes. Our present 
understanding of the many .. processes affecting 
ground water is sufficiently adequate to allow us, 
in theory, to forecast the behavior of a ground
water system. In practice, we are severely limit~d 
by the inadequacy of available data to .;fescribe 
aquifer properties and historical stresses and 
responses, and by an inability to predict future 
stresses. 

Overall, extreme caution is required in making. 
presenting, and accepting predictions of future 
ground-water behavior. Partly because the 
confidence in estima tes of future str«ses decreases 
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, ... ,· ..... with lcngth of predic[jve tirl'!e; and partly beca!JSC . 
... , ........ , .. historicaUy observed zyst~m behayior niay:not· .:. · 

· ,dcflect the:rclative:dominanceoristtengths·of 
.. ,.differcnt.govetning.processes.under.:a.new.set of. 

.... :llresses, forecasts _wi_U ha ve greatcr uneertainty 
. ~rith increasing.prtidictive tiine. The 'eXample 
discussed in this paper showed that calibrating a 
modcl with more than 40 years of data, in itself, 
did not provide a reliable basis for predicting 
changes in ground-water Jevels for a 10-year pcriod. 
This example, although ccrtainly neither exhaustive 
in scope nor firmly conclusive in implication, at 
lcast tends to raise serious questions concerning 
our ability to forecast the future state of ground
IVater systems. At a mínimum it can be caUed on to 
question the credibility and validity of predictions· 
of waste transpon in ground water for perhaps 
thousands of years in arcas where there may be no 
historical observations of flow or uansport 
phenomena. Regardless, aU ground-water predic
tions should be accompanied by sorne indicarían of 
thcir uncertainty; confidence intervals and explicit 
stateménts of probabilities of occurrence should be 
cstimated. 

In Jight of the predictive accuracy demon
llrated by the model in the example presented in 
this paper, one might legitimately question the 
•·alue of deterministic ground-water models. 
Although, in general, deterministic ground-water 
simulation models represent a valuable too! for 
analyzing aquifer systems and for predicting 
responses to specific stresses, the predictive 
accuracy of these models does not necessarily 
represent their primary value. Rather, they provide 
3 means to quantitatively assess and assure the 
consistency within and between (1) concepts of 
the governing processes, and (2) data describing the 
rclevant coefficients. In this manner, a model helps 
the investigators improve their understanding of 
thc factors controllmg ground-water flow. 

A:1 a<;:Jifer"Simulation model is no more than 
'"approximation of a complex field situation. 
lmprovements in the approximation are always 
possible; thus, models should be considered as 
dynamic represcntations of nature, subject to 
funher refinemen.t and improvement. As new 
information becomes available, previous forecasts 
could and should be modified. Feedback from 

· preliminary models not only heÍps ;;:ñ-mvestigator 
10 set irñj:iioved priorities for the collectio·n-of 
additional data;butálSo helps i,Csi.hj_i,oíllc;ses 
concerning governing pro'i:es.Ses in arder to develop 
an improved conceptual model of the_gg"-.m and 
problem of concern. In summary, the primary 

·. val u e of d«imiíni~ic ground-water· models in 
.·. "many an~~pro~iding a disciplined ·fo~mat 

·.to•improveiiáie's:Únderstanding of.the aquifer 
..system .. Tlr\s,.in.tur-n,-should:allow better·manage
. menf ófl¡fi>und-warer resources of an arca, regard
·less of the predictive accuraéy 'of the model. 

Ir is fairly common now for comprehensive 
and intensive hydrogeologic investigations to 
include the developmcnt, application, and calibra
don of a simulation model, as well asto use that 
model to make predictions. lt is also not unusual 
for data collection and monitoring efforts in thc 
studyareató be.curtiilcd _afteé the pr~~~ has 
e~ded. This will inevitably rcsult in a future 
deficiency in data on actual stresses and responses 
during the forecas_tper~d. The uncertainty in rhe 
natural and man-imi'O_se_~ suesses may be so large 
(as in this example from Arizpna) rhat it appears 
impossi~le to separate ou!_ t)le pther sources of _ 
error in ~-postaudit. Although in the Arizona case 
it is possible that errors in asrumed stresses can 
account for al! predictive errors, it is more Jikcly 
that errors in conceptualization and in estimated 
values of hydraulic paramerers have also 
contributed. But the significance of rhese factors 
remains largely elusive. lt seems reasonable to infer 
that the use of a more finely discretized two
dimensional model would not ha ve improved rhe 
predictive capabilities for that aquifer system, but. 
that a three-dimensional model or the inclusion 'of 
the land subsidence process might ha ve helped. 

lt should be recognized that when modcl 
parameters have been adjusted during calibration 
to obtain a "best fit" to historical data, there is a 
bias towards extrapolating existing trends when 
predicting future conditions, in part because 
predictions of future stresses are often based on 
existing trends. Thus, although one advantage of 
deterministic models is that they represent 
processes and 'thus ha ve cause-and-effect relation
ships built into them, em-eful ·attention must be 
paid to the accuracy with which future "causes" 
(stresses) can be predicted (or estimated), beca use 
that can be the major source of error in the 
predictions of future "effects" (system responses). 
Furthermore, concepts inherent in a given model 
(for example, two-dimensional flow and vertically
averaged parameter values, or assumed geometry 
and boundary conditions) may be adequate over 
the observed range of stresses, but may prove to 
be oversimplified or invalid approximations under 
a new and previously inexperienced type or 
magnitud e of stresses. 

The example also clearly demonstrates that if 
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. ·'·a model is to. be.a5ed.f0r prediction, it should be.·. 
': ·.;: .periodically. postau~ited, or recalibrated,. to 
. ·:: .. incorporare new inforo1atiqn,:such.as·changes in 

·-:·imposed ·srresses-or-revisiom-in"The-assumed 

: :_JlU..n}'J>elpful comments and suggestions duriQg 
· ·c.·,--tk.áfut5e of.this investigation. Mark A. Perscin 
.·::_el~~;¡¡ d~tnnalysis, _ ... 

·" conceptua] model::ln _the:example; in spite of the ._e~::. 
· inco~clilsivcnesS.in pinpointlng the exact sources · Aildcrson, T. w. 1968: Elccnic analog analysis Of ground-

_ .-:-, ·.;RCFERENCES'ClTED 

of error, thc postaudit poinl:ed out the large warcr depletion· in central Arizona. U. S. Gcological 

predictive error and the major change in withdrawal Survey Water-Supply Paper 1860. 21 PP· 
. Babcock, JI. M. 1970. Annual report on ground water in 

trends that fortuitously occurred immedtately after Arizona, spring 1969 to spring 1970. Arizona Statc 
the end of the calibration period. The original Land Depanment Water·Resources Repon 43. 44 pp. 
forecasts had been extended to 1984, and Babcock, H. M. 1975. Annual repon on ground water in 
subsequcnt to this type of postaudit, the extended Arizona with special cmphasis on Gila Bcnd Basin and 
prediction could have been revised to more McMullcn Valley and the southeast pan of the 
accurately account for the change in pumping Harquahala Plains, spring 1973 to spring 1974. 

Arizona Water Commission Bull. ?- 45 pp. 
patterns and the occurrence of occasional but Briggs, p. c. and L. L. werho. 1966. lnfiltration and rechar~c 
significant recharge events. from the flow Or April 1965 in the Salt River near 

Thus, in general, predictions should not be Phoenix, Arizona. Arizona State Land Dept. Water· 
made and accepted but then forgotten; plans Resources Repon 29. 12 pp. 
should next focus 00 conducting a postaudit. Davidson, E. S. 1979.,Summary appraisal of the nation's 
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after a prediction is made so that the model can Laney, R. L., R.ll. ¡yymond, and c. c. Winikka. 1978. 
continue to be tested and evaluated as the stress Maps showing water-leve! declines, land subsidence, 
history in the arca continues to evo)ve. A postaudit and earth fissures in south-central Arizona. U.S. 
offers the only true wiy to "verify" a model, in Geological Survey Water·Resources lnvestigations 

the sense of demonstrating its predictive accuracy 
for a particular field application. But more 
important, the evaluation of the naturc and, 
magnitude of predictive errors may itself lead to a 
large in crease in the understanding of the system 
and in thc value of a subsequently revised model. 
Revised predictions can then be made with greater 
reliability. 
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: How G:ood Ar.e Estimates o(J:ransmissivity froiji 
.. .SiugTestSinFract~ttRock? - ·_ 

·• by Allen M. Shapiro" ari.l-'fi~IA. HsÍ~h" 

Abstract 
Slug tests in fractured rock usually are interpreted with models that assume homogeneous formation properties, even though 

hydraulic properties of fractures can vary by many ordcrs of magnitude over the length of boreholcs. To investiga te the impact of 
heterogcncity on the intcrpretation of slug tests in fractured rock, slug tests were conducted over large intervals of boreholes in crys
talline rock in central New Hampshire, and interpreted using a homogeneous model. The results of the slug tests were then com
pared with estimates of transmissivity from Ouid-injection tests conducted over shorter intcrvals in the same boreholes. The Ouid
injcction tests showed transmissivity lo vary more than six orders of magnitude over the length of thc horeholes; however, the sum 
of the transmissivities from the Ouid-injcction tcsl< wcre within an order of magnitude of the transmissivity estimated from the slug 
tests. Although the two estima tes of transmissivity were within an order of magnitude of each other, the water level responses dur
ing the slug tests did not exactly match the responses prcdicted by the homogeneous modcl. To investigate the effect of heterogeneity 
on water level responses during slug tests, a Laplace-transform solution was developed for slug tests conducted in boreholes con
taining multiple fractureS with hydraulic properties that vary over the length of the borehole. A comparison of this solution lvilh 
the homogeneous model shows no difference between the shape of water leve) responses in a homogeneous formation and a (lay
ered) heterogeneous formation. Furthermore, the transmissivity estimated using a homogeneous model is within an order of mag-

1tude of the prescribed transmissivity in thc heterogeneous model. Thus, differcnces between responses prcdicted from a homo-
6eneous model and mcasurcd water levels during slug tests can be attributed lo phenomena such as non radial Oow in the vicinity 
of the borehole, and not heterogeneous hydraulic propcrties over the length of the boreholc. Thc experimental results of this inves
tigation show that cven when conditions such as nonradial flow are prescnt in the vicinity of the boreholc, inl«:!'P.!:C_~tions of slug 
tests using a homogeneous model providcd order-of-magnitude estima!~_ f!f_lransmissivity in the crystalline rock terrane under con
sidcration: 

lntroduction 
Slug tests are single-boJe hydraulic tests uscd to estímate for

mation transmissivity, T, and storativity, S. Usually, slug tests are 
conducted by perturbing the water lcvcl in a well and monitoring 
the subsequent water-leve} response. Becausc thc volume of water 
uscd to perturb hydraulic conditions in the well is small relative lo 
thc volume of fluid in thc formation, slug tests stress only a small 

• volume of the formation about a given well. Th~s. slug tests cañ-,\ 
not be used to determine large-scale fonnation properttcs or to 
identify heterogeneity in formation properties, which are importan! 
factors when considcring fluid movemcnt and contaminant migra
ti~n _in subs~rface environments. Nevcrthclcss, slug tests are -
regarded as a simple and efficient means of cstimating T and S in 
the vicinity of a given well. In many formations wilh contaminatcd 
waters, slug tests are regarded as the only means of hydraulic 
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characterization, bccausc they in vol ve limited contact with contam
inated formation watcrs and thus, limited costs associated ·with 
cleaning equipment and disposal of contaminated waters extracted 
from the formation. Consequently, slug tests have been applied 
widely in characterizing a variety of geologic settings, including 
unconsolidatcd sediments and fractured rock. 

Solutions to mathcmatical modcls of slug tests in fractured rock 
have been developed by severa) investigators. Barker and nlack 
( 1983) considered slug tesL• in a formation where horizontal frac
tures intersect a boreholc and intcract with regularly spaced slab
shaped rock matrices between the fractures. Dougherty and Babu 
(1984, 1985) solved the cquations for slug tests conducted in a 
homogeneous dual-porosity medium, including the effects of a 
borehole that partially penetrates the formation. Karasaki et al. 
( 1988) devcloped a range of slug test solutions that consider dif
ferent combinations of flow gcometries in fractures intersecting the 
borehole. 

For the most part, the solutions discussed above have relied 
upon the assumption of homogeneity in formation properties, even 
though it is widely recognizcd that hydraulic properties of fractures 
can vary significantly over the length of boreholes. Furthermore, in 
many cases, the water-level responses from the slug test solutions 

.-4-... -



,. 

· · discussed above are nonuniquc: mcanmg that dillcrent cornbinations u!'-ing two mr.:thoJ!'-. !'-lug ll:~h and lluid-injcl·tio;f.'".:1t.;¡~ u..,1ng 
,of paramcter-values_. nntl ftO~,- gcrtm':!trics mayr lcad to similar : stn~ckcr.app;.¡r;,llus. Thc ~traddlc-packcr apparat1.1.., pro vid 

· 1 ·, ·.-.:hydraulic responses· i'n · tilc· boit.:h~-,le (B<.~rkcr and. Bl<.~ck -1983; . . ·: defuñC~inatCsof tnul~mi~...ivit\7 m:.er) m:lntc1' ;¡¡.,.\·,f th~..· h111 · 
::: .Karasaki et al. 1988f .. Thus,.it.¡!-.·d;lfi~llno apply the·solutions dis- h~kf~i~·thc slug tcM!'- wcrc;conductcd m·cl"lntcr\';.d~ 111 

-- :·.~cussed above to differcntiatc.:among cañccptucil·models and uniquely -_;;;;e-borclHilc.., ih<Jt r.trigcU from 'N lll 166 111 in lc11gth. l11c tra11 
·identify fonnation p~opcrtics._ -:~-----. - -· .:_~~~iyify:e...,tim~~~~ l"nun thc slug test'\, using thc solution of Coop 

.. . -<:;~m!ieqUe_nt_l)r. S.log-tcst· solutiÓns -deYcloped specifically, for .. _- ~-eu~.L (1967 )."is comp:.1red wilh thc su m of thc traJismissivitics csl 
· fractured fonnations-are not commÓnly 3pplied when estimating T mated from the nuid-injection tests ovcr compar.1blc sections of ti 

._ and S from slug tests conducted in frncturcd rock. Instead. models boreholc to invcstigate the effect of a.;;suming homogeneity wht 
· of slug tests developed for homogeneous porous media ha ve been interpreting slug tests conducted in borcholes with hcterogcneot 
used, for example, the models of Hvorslev (1951), Cooper et al. fracture propenies. 
( 1967) and Bouwer and Rice ( 1976), even though the measured This paper also examines the role of heterogeneous fractu1 
water levels from slug tests in fractured rock may show only a qual- properties on slug-test responses. A Laplacc-transfonn solutiori 
itative similarity to these models. Therefore, when characterizing developed to investigate slug tests conductcd in boreholes havin 
fractured rock terranes using slug tests, where heterogeneity in fractures with variable T and S over the length of the borehole. B 
fracture properties is anticipated. we must ask if estimates ofT and prescribing distributions for T and S, the slug-test response in a he 
S are reasonable if they are based on conceptual models of hom.o- erogeneous formation is compared with the solution of Cooper • 
geneous porous media. al. (1967) to investigate the effect of assuming homogeneous fo 

Barl<erand Black (1983) performed a comparison between their mation propenies when interpreting slug tests. 
slug-test solution and the slug-test solution of Cooper et al. (1967). 
Barker and Black (1983) showed that estimates ofT made using a 
homogeneous model werc within an order of magnitude of the trans
missivity of the fractUres. However, their comparison was based 
on their conceptual model of fractured rock. which assumcd homo
geneous fracnire pro¡)cnies over the length of the borchole. Harvey · 
( 1992) investigated the estimation of formation propenies from slug 
tests simulated in thrce-dimensional, random hydraulic conductivity 
fields; however. the distribution of heterogeneity was not repre
sentative of fractures in rock terranes. 

The purpose of this paper is to examine experimentally :the 
robusíness of interpreting slug tests in fractured rock with a con
ceptual-model that assumes homogeneous porous-medium prop
enies. Boreholes completed in crystalline rock in the Mirror Lakc 
watershed in central New Hampshirc were testcd hydraulically 
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Figure l. Map of Mirror Lake area in New Hampshire and location 
of bedrock borcholes. 

Mirror Lake Site 
The Mirror Lake watershed is at the lower cnd of the Hubbar 

Brook Valley in the southem part of the Whitc Mountains in ccr 
tral New Hampshire (Figure 1 ). The Mirror Lake watershed líe 
pan! y within the Hubbard Brook Experimental Forest, which is a 
ecosystcm rescarch site opcrated by the U.S. Forest Service. Stanin 
in 1990, the U.S. Geological Survey installed an arra y of boreholc 
in the bedrock and piczometers in the glacial drift in the Mirror Lak 
area and Hubbard Brook Valley as pan of investigations to develo 
and evaluate field techniques and interpretive methods of eh¡¡¡¡,_ 
terizing fluid movcment and chcmical transport in fractured r?Y""', 
over distances from mcters to kilometers (Shapiro and Hsieh 1991 
1996; S ha piro et al. 1995). The hydraulic tests and interpretation , 
discussed in this papcr are a part of the rcscarch initiative in frac 
tured-rock hydrogeology at thc Mirror Lake site. 

In thc Mirror Lake area, pelitic schist, which was folded an• 
metamorphosed lo a sillimanite grade, has been extensively intrude. 
by dikcs, anastomosing fingers and pods of granite (Banon 1996; 
Small amounts of pegmatite and lamprophyre in the form of dike 
also are present in the bedrock. The distribution of rock types an• 
fractures in road cuts and outcrops in the Mirror Lake area indicatc 
th,t granite and schist are not spatially persistcnt over diStancc: 
greater than approximati:ly '15 m, and the spatial configuration o 
these rock types is highly irregular. Funhermorc, the granite appeal' 
to be more dcnsely fractured than the schist, and the fractures in th• 
granite appear to be shoner and more nearly planar than !hose in tho 
schist (Banon 1996). 

Borcholes in thc Mirror Lake area are cascd through glacial drif 
and completed as opcn holes in thc bedrock. The borcholes an 
approximately 15 cm in diameter and generally are completed l< 
depths ranging from 60 to 300m. Figure 1 shows the Iocation 01 

boreholes in the Mirror Lake arca at thc cnd of 1996. The hydrauli< 
tests describcd in this aniclc werc conductcd in boreholes C02, FS2 
FS3, Rl and TR l. 

Standard geophysical logging tools, an acoustic-televiewet 
log anda submcrsible borchole television camera werc used in .....:;j 
borehole to determine the location and orientation of fracturé.'"' 
borchole characteristics and rock type (Johnson 1996; Paillet 1996). 
Figure 2 is an interpretation of the acoustic-televiewer log conducted 
in a ponion of borchole R l. The figure shows an opened and ori-
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Figure 2. Distribution of fractures interpreted from acoustic-tele
viewer log of borehole Rl from 20 to 35 m below top of casing. 

"nted view of the inside of the borehole wall and the location of frac
tures intersecting the borehole. The fracturing in most boreholes in 
the Mirror Lake area is similar to that shown in Figure 2. In gen
eral, a large number of fractures intersect the boreholes, ho~ever, 
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Figure 3. Distribution ortransmissivity interprcted from nuid-injec
tion tests, rock type and fractures in borehole R l. 

boreholes are not uniformly fractured, and the degree of fracturing 
depends on the rack type (Figure 3). 

Slug Tests 
Slug tests were conducted in intervals of boreholes C02, FS2, 

FS3, R 1 and TR l. Intlatable packers were installed in these bore
holes to isolate large intervals for the long-term monitoring of 
hydraulic heads in the bedrock (Hsieh et al. 1996). In boreholes FS2, 
FS3, R 1 aml TR 1, two packers were installed in each well to iso

late three intervals, while in borehole.C02, one packer was installed 
to isolatc two intervals. The intervals ranged from 8 to more than 
160m in lcngth (Table 1 ). The intervals were instrumented so that 
fluid prcssurc in cach interval could be monitorcd from land sur
face by directly measuring a water level opcn to thc atmosphere 
(Figure 4). Thc water level in the middle interval of each borehole 
was accessed using continuous tubing that extended through the 
upper packer. The water level in the lower intcrval in each bore
hole was accessed through the core pipe through the center of the 
packers. 

Slug tests were conducted in each interval of the boreholes by 
adding water to the 5.08 cm diarneter pipes at land surface (Figure 
4). The water levels in the pipes were monitored over time using 
pressure transducers connected to a data logger. Manual measure
ments using an electric water-level sounder were made periodically 
as a check on the transducer readings. Water-level responses from 
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__ _ __ , _. Tablc 1 _____ __ 

-· •--TFa'ns.ffiisshrity an(I Sf()rot_ti~ity E . ..timalt.>d from Slug Tcsb~~~tion of,_Coopcr ct a~~ (196711 

' 

'' 
'-

' -·- ',• in lntcrvals or Hnrehnll.:C.:C(l2. FS2.-FSJ. Rl.-mul:fRI, al thc f\fi~Sile and·thc·Sum nrTt·;tnsrni...,si,·itie-; 
-., . ;.:fntnl_-flllid··_lnjcélim_t-Tcsl<o €onducted in Simil~~~i-S iif thc Samc UnnhnlcS 

·Jnterv~l Top: 
-: D(pdfbtlow 

·' . ,Jnlerval Uollom: 
· : . . ·:ricpth bclow 

·" <'._Nm~bc~ of fol_ui~:~~-: : "Fluid:tnjcclion lc.\t: ~1u~ 1Cst: 
·IOJt.'Chon Tc..\lo;:: ~ -- . Tran.<m1issiYfty Summcd · • · Tro~n.o.mi~ .. h·ity 

. SlttJ!Tcst: 
~lnra(i\ity 

of-lnlervul : ~ To¡i ~~Casing · 
m 

.- top o~ Cao;ing 
m 

m·cr lnterval : · over lnlcrval · of lntcrval 
WeiJÑa.ñe 

C02 8.2 326 4 
C02 33.2 61.6 5 
FS2 10.5 32.7 2 
FS2 33.3 66.2 9 
FS2 66.8 108.9 8 
FS3 12.2 26.2 3 
FS3 26.8 59.7 3 
FS3• 60.3 226.1 11 
Rl 20.6 31.3 1 
Rl 31.9 64,8 9 
Rl .. 65.4 194.3 15 
TRI 52.8 61.1 1 
TRI 61.7 91.8 4 
TRI 92.7 191.2 11 

• Boreholc FS3 restricted al 196.6 m. Auid-injections test not conducted below 196 6 m. 
•• BOfebolc R 1 rcstrictcd at 165.5 m. Auid-injection tests not conducted below 165.5 m. 

• • • Response too slow lo mcasun:. 

3.13-crn-DI.AMEoTEFI
STEELPIPE 

15.24-cm-DIAMETER 
WELLCASING 

NYLON TUBING 

LOWER PACKER 

Figure 4. lnstrumentation for multilevcl monitoring of hydraulic 
head in a bedrock well. 
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the slug tesis conducted in intervals of borehole R 1 are shown in 
Figure 5. In Figure 5, the dimensionless water--level response in the 
well, óH/ólfo, is plotted as a function of time, where óH is the time
varying change in the water Jevel from the initial static water level 
and ~Ho is the initial change in the water Jevel at the onset of the 
slug test The oscillatory water leve! recorded in the upper interval 
of the well is the resull of water moving between the 5.08 cm 
diameter PVC pipe and the larger ( 15.24-cm) diameter well casing; 
in the upper interval, water was poured into the 5.08 cm diameter 
PVC pipe to initiate the slug test 

Transmissivity and storativity wcre estimatcd from the results 
of cach slug test by using the solution of Cooper et aL ( 1967), which 
is bao;ed on the assumption of radially symmclric tlow in a confined, 
homogeneous and isotropic formation, where the well fully pene
trates the fonnation. Estimates of T and S from cach slug test were 
rnade by minimizing the sum of the squared residuals between 
thc measured dimensionless water level and the solution of Cooper 
el aL (1967). The minimization proccdure is based on the follow
ing expression, 

p(a,Jl) ~ f (óH(t,) _ óH'(Jll,,u))' 
,~, <lHo <lHo 

(1) 

where p is the sum of the squarcd rcsiduals, óH' is the change in 
water leve! as predicted by the solution of Coopcr et aL ( 1967), óH 
is thc measurcd change in water lcvcl from thc slug test, a is the 
dimensionless constant defining the ratio of storage in the forma
tion to storage in the borehole, a=r; SI¿, r~ is the radius ofthe bore
hole, re is the radius of the casing, 1¡ corresponds to times at which 
equivalent values of ~H and .1H' are achicved, N is the number of 
points of comparison betwcen the slug-test data and the solution of 
Coopcr et aL (1967), and ll scales thc time in the solution of 
Cooper et aL (1967) for comparison with the measured water le v
eis. In this analysis, values ofl; correspond to óH!<lHo and <lH'/<lHo 
equal to 0.95, 0.90, 0.85, 0.80 ... , 0.05. In cases where the slug test 
was terminated prior to reaching the ambient water 1evel in tlle ínter
val, a truncated series of values for 1; was u sed in perfonning the 
minimization procedure. The values of a and ~. which minimize 
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Figure S. Water level respon.·~es for slug tests conductcd in borehole Rl 
and the slug-test solution of Cooper ct al. (1967). 

the sum of thé squared residuals in Equation l, are used to estimate 
T and S; 13 is used to estimate Tanda is used to estimate S (Cooper 
et al. 1967). In this analysis, only values of u equal to lG-1, 10-2, 

lo-3, ... ,Io-9 were considered in the minimization procedurc. 
Values ÓfT and S estimated from the ~lug tests using the min

imization procedurc discussed abovc are givcn in Table l. Figure 
5 shows the fit between the slug test data and the solution of 
Cooper et al. (1967) for the slug tests conducted in intervals of bore
hole Rl. In general, the results of the slug tests shown in Figure 5 
resemble the shape of curves predicted by the solution of Cooper 
et al. (1967). Howevcr, thc match between the data and the type 
curves is not an exact one; the differcnces are most pronounced at 
the early and late times during the tests. The solution of Cooper et 
al. ( 1967) assumes homogeneous fom1ation properties, whcreas thc 
boreholes at the Mirror Lake si te ha ve numcrous fractures with dif· 
fercnt hydraulic properties over the length of the tested intcrvals. 
In addition, fracture conncctivity and individual fracture properties 
may create flow conditions that are not radially symmctric about thc 
well. 

The transmissivity of the tested intervals ranges over three 
orders of magnitude, 1 o-" to 1 o-> m2/s, which is reasonable in 

Figure 6. Instrumentation for conducting nuid-injection tests in a 
bedrock well . 

light of the heterogencous distribution of fractures in the granite and 
schist at the Mirror Lake site. The storativity estimated from the slug 
tests ranges from lG-10 to lG-2, where most of the values of S are 
at the extremes of this range. This range of storativity probably is 
not physically realistic in granite and schist; however, estimates of 
S usually are regarded as being unreliable' from single-hole tests such 
as slug tests. Thc range in the estimates of S also may indicate the 
assumptions implicit in the solution of Cooper et al. (1967), for 
cxample. radially symmetric flow, are not being encountered in the 
tcsted intervals.· 

Fluid-Injection Tests 
Fluid-injcction tests were conducted in all boreholes at the 

Mirror Lake si te to provide a detailed description of the hydraulic 
properties in the bcd· ock. fluid-injection tests were conducted 
using a straddlc-packer apparatus, which hydraulically isolates a 
short intcrval of the borehole ;Figure 6); usually, a 5 m interval was 
used for the fluid-injection ~ests. Por each test, fluid was injectcd 
betwcen the packers using a pressurized tank at land surface, while 
the flow rate and fluid prcssure in the isolated interval were mon
itored. Fluid pressures above and below the isolated interval also 
were mcasured as a means of checking for fluid Ieaking around 
packcrs or the "short-cireuiting'" of fluid to the borehole through frac
ture connections in the rock. Fluid pressures were measured using 
prcssure transduccrs, and an in-line flowmeter was used to measure 
the flow rate. A val ve was used to switch between two flowmeters 
depending on the permeability of the packed-off interval. One 
flowmeter was calibrated between 6.75 X lQ-5 and 5.09 X lQ-3 
liters per second (Us), while the second flowmeter was calibrated 
between 2.93 X lQ-3 and 1.33 X lG-1 Us. An air-actuated, down-hole 
val ve in the packed-off interval was used to start and stop the flow 

. of water during the test. 

,, 
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Figure 7. Typical results for fluid pressurc and Oow rate measured in 
thc packed-off interval during fluid-injcction tests. 

Intervals for fluid-injection tests werc chosen on the basis of 
the acoustic-televiewer survey of the borehole wall. Only those sec
tions of the borehole that pcnetrated fractures were tested. Intervals 
that pcnetrated no fractures were assumed to be below the detec
tion limit of the flowmeters in the apparatus, which is approximately 
5 X I0-5 Us. 

Typical responses for the fluid pressure in the packed-off 
interval and the flow rate during an injection test are shown in Figure 
7. At the start of the test there is an increase in both the fluid pres
sure and the flow rate as water pressurizes the borehole between the 
packers. Gradually the flow rate declines and begins to stabilize as 
the fonnation accepts fluid. Thc test is continued until a quasi-steady 
flow rate and fluid prcssurc are achieved (usually within 10 min
utes). A second fluid injection test is conducted ata higher injec
tion pressure (Figure 7) to test if fracture properties are a function 
of the injection pressure. For tests conducted in the crystalline 
rock of the Mirror Lake arca, therc wao; no detectable change in frac
ture properties over the range of injection prcssures used. 

Using the flow rate, Q, and the change in hydraulic head, 1\h, 
measured in the packed-off interval at the end of the injection test, 
the transmissivity of the packed-off interval can be estimated using 
the Thiem equation (Bear 1979), 

T=--ln-Q (R) 
2'Tft.h r, 

(2) 

where R is the radius of influcnce at which thcre is assumed to be 
no change in the hydraulic head, and r, is the radius of the borehole. 
For tests conducted at the Mirror Lake si te, the borehole radius is 
0.075 m and the radius of influence was assumed to be 3 m. 

The Thiem equation is based on the assumption of steady-state, 
radial flow in a homogeneous, isotropic and confined fonnation with 
no measured drawdown ata given radial distance (R) from the well. 
However, transient responses are cxhibited in the fluid-injection tests, 
even at the end of the test pcriod; thus, interpreting fluid-injection 
tests using a steady-state assumption is an approximation. Although 
transient pressure responses from the fluid-injection tests can be 
interpreted to estimate T, analyses that consider the variable flow 
rate and the compressibility of the straddle-packer apparatus usu-

-: ;.llly are not warrantcd bccau~e othcr simplifying a~sulliP:i-iims (fllf 

· ex.m~lc.T4dl~ly divcrgent flow) may not be approp1iatc.llms. csti· 
flllatC:~·-ti.11f:lfóu,~thc-1hiel"liequatioil are rcgankd a~ ordc:·l:~i.lf·lllil,&
·.:nil~~'ij"1ii(!;·: -In gcncrJ.h wc !.nay anticipatc th:u an ~~-ti mal~ tll 

'"-- T:i·~'Óiif:__-'1iqu_atio·n~2 should-be·lower.than:i.hat·obtaincd fnln~ Hn m_tC~'
·- ·:::p~~m of_:the transient:pressure:-·responses,J beca use a stcepcr 

. h·y&aU,IiC gr·a'di~~t- iS iinposed by fixing thc drawdown to bC zero 

at ~ distance from the well, R. Also, the radius of influence is not 
· known; however, only order-of-magnitude changes in the radius of 

influence will affect estimates ofT. 
Estimates ofT from fluid-injection tests conductcd in borehole 

R1 are shown in Figure 3. The transmissivity of the tested (fractured) 
intervals range from the detection limit, which is about 1 o-10, to 104' 
m2/s. Flow in the untested (unfractured) intervals is assumed to be 

·below the detection Jimit. The results shown in Figure 3 are typi
cal of most boreholes in the Mirror Lakc area. The transmissivity 
over the length of the borehole varies more .than six orders of 

· magnitude and there are only two or three highly transmissive 
intervals over the entire length of the boreholc. Estimates of T for 
most intervals are two or more orders of magnitudc below those for 
the most permeable intervals. Furthennore, estimates of T do not 
vary smoothly over the length of the borehole. The most permeable 
intervals may be adjacent to unfractured intervals or intervals with 
transmissivity at.the detection limit · 

The lower parts of boreholes FS3 and R 1 were inaccessible to 
the straddle-packer apparatus due to restrictions in the borehole 
diameter. However, slug tests conducted in FS3 and R 1 probably 
tested the enlire lower interval of these boreholes, because it is 
unlikely that the resuictions hydraulically isolated the lower section 
of the borehole. 

Comparison of Estima tes of Transmissivity 
In Table 1, the transmissivity estimated from thc slug testo; using 

the model of Cooper et al. ( 1967) is compared to thc su m of the 
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Figure 8. Transmissivity estimated from slug lests (using solution of 
Coopcr et al. (1967) in intervals of boreholes C02, FS2, FSJ, Rl, and 
TRI, and the sum of transmissivities from fluid-injectlon tests con· 
ducted in similar intervals of the boreholes .. 
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!!CilCraJ, thc.two CSIIIlKII~S o(f ~f¡l ~~~·en HI!CI''. :d ;n·._· \\"Ílillll :111 

-·~mlcr or magnitudc of cach othcr.-and {.;igurc X <.,bows·thciC 1.\ fk_' 

·. apparcnt bias betwccn·_tJ~ ~wo estímate!:- (~((._HowcvcL 1{11 h: ... t .... con

·duCtcd in-the lo~-~~.l)n-t~rvals of.borChufcS-FSJ and R l,thc mtcr

prctátion· of the slug tCSts provided a 'targer· C .... timate of T than thc 
·su m ofthe transmissivities from the fluid-injection tests (Tablc l). 
This m ay be the result of bcing unable to access a portien of these 
intervals with the straddle-packer apparatus bccausc of rcstric
tions in these boreholes; thus, lhe su m of the transmissivitics from 
the fluid-injection tests does not account for the transmissivity of 
the intervals that were inaccessible. 

The fluid-injection tests provide details of thc variable trans
missivity over the length of the boreholes. However, the su m of the 
transmissivities from the fluid-injection tests is within an arder of 
magnitude of the estimates ofT interpretcd from slug tests using a 
homogeneous porous medium model. Although the slug te;ts and 
fluid-injection tests most likely are testing a similar volume of 
rock about the borehole, it is unlikely that a bcttcr correlation can 
be achieved between the estimates of T from the two types of 
tests. The intcrpretation ofthe fluid-injcction test<;¡ assumcs é.l radius 
of influence anda steady-state flow regimc, whcreas a tran.\icnt fluid 
response is assumed in the interpretation of thc slug tests. 
Furthermore, because of the likelihood of complcx fracturc·con
nectivity in the vicinity ofthe borehole, both tests probably are sub
jcct to nonradial flow. Howevcr, both tests may not be affcctcd sim
ilarly by a nonradial flow regimc, bccause thc slug tests and 
fluid-injection tests are conducted over different Jengths of the 
same borehole. Therefore, the difference bctween the cstimatcs of 
T from the slug tests and fluid-injection tests should be consi<.lcred 
within lhe error of the analyses. Finally, bccausc a stcady-Matc intcr
pretation of the fluid-injcction tests was considcrcd, cMimatcs of 
storativity from the fluid-injcCtion test were not rnadc: Thus, infor
mation on the variability of S over the length of the borchole is not 
available for comparis~>n with the estímate of S from thc intcrpre
tation of the slug tests. 

Heterogeneous Fracture Properties 
and Slug Test Responses 

Although the two estimates ofT discussed above are within an 
order of magnitude of each othcr, the mcasured water le veis during 
thc slug test do not exactly match thc type curves prcdictcd by thc 
model of Cooper el al. ( 1967). It remains to be seen whether this 
is an artifact of the hcterogeneous fracture propertics ovcr the 
length of the borehole, or othcr processes, such as nonradial llow 
in the vicinity ofthe borehole (Karasaki et al. 1988) or thc hydruulic 
intcraction bctween fractures anda porous rock matrix (Barkcr and 
Black 1983). In this section, wc investigate the effcct of conduct
ing slug tests in boreholcs having heterogcneou~ fracture pmpcr
ties. The equations defining the water-leve! response during a slug 
test are sol ved for conditions where the boreholc is intcr$CCted by 
numerous fractures, each with uniquc hydraulic propcrties. The frac
tures intersecting the borehole are assumed to respond analogously 
toa layered fonnation in which there is no hydraulic communica
tion between fractures (Figure 9). Furthermore, each fracture is 
assumed to be homogeneous and isotropic, and thus, flow is radi
ally symmetric about the borehole in each fracture. 

.-Casing· 

r-
Fracture 

Rock M.,,,;,,.--

Figure 9. Conceptual model of multiplc fractures intersec~in_g ~ bore
hole as a laycred aquifer whcre T1 and S1 are thc transm•ss•vaty and 
storativity of individual fractures. 

The conceptual model di.scusscd abovc is analogous lo layered 
formations considcred in othcr aqu1fcr-tcst intcrprctations 
(Wikramaratna 1984). Kar..,1ki el al. ( 1988) al so considered slug 
tesis in borcholes that intersectcd two laycrs; hcre, that solut.ion is 
extended to consider multiple fractures intersecting the borehole. 
Obviously, this conceptual model is a simplification of complex frnc
tured rack fonnations; neverthcless, thc results of this analysis 
will allow us to illustrate the effect that hetcrogeneous fracture prop
ertJes ha ve on water levels during slug tests, and the estimation of 
T and S in such fonnations using models that-assume homogeneous. 
porous-medium p;~perties. ' 

The Laplace-transfonn solution for thc water-level ri:sponse dur
ing a slug test cond.ucted in a borchole that intersects multiple frac
tures is givcn in the Appendix. In &.is solution, We assume that there 
are a discrctc numbcr of fractures, whcre T 1 and S¡, i=l,2, ... M, are 
thc transmissivity and storativity of thc individual fractures inter
sccting thc boreholc, and M is the numbcr of fractures intersecting 
thc boreholc. Thc cffectivc formation transmis~ivity of the hetero
geneous modcl. Tr. is assumed to be thc sum ofthe transmissivities 
of the individual fractures. or 

(3) 

The fonnation storativity, however, is not readily defined from 
the storativities of the individual fractures. The formation storativity 
depends on the hydraulic diffusivity, T¡IS;. of the individual frac-
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FJ.glll'e 10. Fourcases ofslug tests in boreholes having two fractures with difTerent tnmsm.issivity and storativity; the solulion from the heterogeneous 
modcl (given in theAppendix) is compared with the slug test solution ofCooper et al. (1967). 

Table2 
Transmissivity, T, from the Heterogeneom Modeland Esti~ate ofT from the solution'Oft:I)Opt'f et al. (1967) 

for the Cases Shown in Figure; 10 and ll 

Tr=~T; T, ' . S, 
M, from Solution of from Solution flf 

Numberof 1= 1 Cooper el al. (1967) Cooper et aJ. 
Example Fractures (m2/s) (m2/s) (1967) 

Figure lOa 2 LOI X lü-' LOI X lü-' 1 ()-<> 

Figure JOb 2 2.00 X 1(}-.'i 1.29 X 10-.'i lü-' 

Figure lOe 2 LOI X lü-' 0.70 X 10-:'1 lü-' 

Figure IOd 2 LOI X lü-' LOI X lü-' IQ-2 

Figure 1 la 20 9.40 X IQ-3 9.18 X IQ-3 1 ()-<> 

Figure llb 20 9.40 X IQ-3 9.62"x IQ-3 lü-' 

Figure llc 20 9.40 X IQ-3 6.65 X IQ-3 IQ-4 

Figure lid 20 9.40 X IQ-3 8.00 X IQ-3 IQ-7 

44 
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• Heterogeneou• friiCtunt modeJ 
Solutlon of Cooper eral. (1967) 

Figure 11. Four cases of slug tests in boreholes having mulliple fractures with different transmissivily and storativity; the solution from the het
erogcneous model (given in the Appendix) is compared with thc slug test solution of Cooper et al. (1967). 

tures. Only for the case in which the storalivity of each fracture is 
the same will the formalion storativity be equalto the su m of the 
storativities of the individual fractures. 

The slug-test solution in~a1 héterogeneous formation will be, 

compared with the solulion of Cooper et al. ( 1967) to illustrate the 
effect of heterogeneity on slug-test responses. Estimates of formation 
transmissivity from the solution of Cooper et al. (1967) will be 
denoted by T and will be made by minimizing the sum of the 
squarcd rcsiduals between the two solutions in a manner similar to 
that discussed following Equation l. 

To illustratc the effect of hcterogeneous fracture propertics on 
slug-test responses, wc first simulate severa! simple cxamples of a 
borehole intersected by two fractures only. This will be followed by 
more complcx examples, where distributions for T¡ and S¡ are 
assumed for a number of fractures. Figure 10 shows four cases of 
slug tests simulated in boreholes intersected by two fractures, 
where the fractures ha ve different hydraulic properties. In figure 1 O, 
extreme valucs of S, are examined, for example, variability in the 
storativity of fractures may be dependen! on the presence of frac
ture-fill material. In each case, the water-leve! response of the slug 
test simulated in the heterogeneous model is compared to the sol u-

tion of Cooper et al. (1967). The formation transmissivity as defined 
by Equation 3 is compared to estimates ofT using the solution of 
Cooper el al. (1967). The results of this comparison are given in 

'Table 2. 
From the results shown in Figure 1 O and Table 2, the follow

ir1g conclusions are drawn. If the storativitics of the fractures are 
cqual, while the transmissivities are different, T r is estimated cor
rectly by the homogeneous modc: (Figure lOa). If, however, the 
transmissivities of the fractures are equal, while the storativities are 
diffcrcnt, thcrc may be crrors in estimating Tr using a homogeneous 
model (Figure IOb). However, the error in estimating T, from the 
homogencous modcl is within an ordcr of magnitude of the calcu
lated transmissivity from Equation 3. In cases whcre both the 
tmnsmissivity and the storativity of the layers vary (Figures 1 Oc and 
1 Od), the robustness of estimating T, using a homogeneous model 
depends on the storativity of the fracture with the largest trans· 
missivity. In Figure 1 Oc, the fracture having the largest transmissivity 
has the smallest storativity (i.e., a negative correlation between T 
and S). In this case, there is in an error in estimating Tr; however, 
again, the error in estimating Tr using a homogerteous model is less 
than an arder of magnitude. In Figure IOd, the fracture with the 



largesttransmissivity also has thc lar~c~t ~tor;uivilv. In thi~ ca~~-· 
there is no·error in esti01ating;.q:f .:tt..;iQg a homnt:~nt:ous rnodcl. 

-- Furthcnnorc; in a JI of thCSC. cx:.llllplc:-.. the-S1ia¡1C ut thc w;1tcr~lcvcl 
·-··:rcsponses·.as prcdictcd_ by ihc·h~tcm~-Cfl~_~u:-. ,;ult}d i ..... ~imil;u· to thc 

flOlt)ll" ttx:l-.. malrix (l~ar"-LI ami Blao..·h. 1!):-;_;¡ dio..' tlll'-tittt-.!!1 l1h. ... ·l\ 

·· cauS<;'i:_~:~m~rcnccs hctwccnmea~unxl ~~~~~·11..'~111.: ... 1~ln .... c.~ ;111d t\1~· 
··· hnn~i.Ji~i~PSml_oJel of Ct'lopcr d aL t 1 t)(l7l · ._--·. 

·--~~~~~:?~~---·.. -.. 
· ·- shape of:theresponse·for the hnmugcn-~usl~lodcl. ~ ' · 

· : _ In Figure ll,:~lu~te~t rcsponses:in:borcholcs ·intcr:-.e~ted bj -· · · 'SirJ:hmary·and.C-onduSiOns 
mul~!ple ~ra~tures _with VMying hYdrauli-c ·pro(X!rtic~ me considcrcd. .' :-~~~gtCsts afé·ti~ed·commonly tu cstnnatc u;:an~l~li~sivíty. T: ~~nJ · · 
In the examples shown· in Figure· 11, 20 fractures are ass'umcd 10 storativity, S, in thc vicinity.of borchofcs in 'fractu;·ed. roe k h:r. 
intersect the lx>rehole. The transmissivity ofthe frnctures is assumed r.mes. However, solutions that ha ve bccn dcrivcd ... pecitically to 
to be log-nonnally distributed with a geometric-mean transmissivity intcrpret slug tests in conceptual models of fractured roe k ha ve wo 
(T,) equal to J0-5 m2/s anda variance of log 10T (u2T) equal to 1.9. many parameters to obtain unique fits between prc<.l!cled and mea-
In realizations of the transmissivity, these parameters produce val- sured water.Jevcl responses. The_rcforc, slug tests in fracturcd roe k 
ues ofT¡ that vary over six orders of magnitude or more. For the usually are interpreted with models that assumc homogencous for-. 
slug-test responses shown in Figure 11 a and 11 b, the storativity of ~ation properties, eve~ though fracture propcrtie~ may vary ovcr 
the fractures also is assumed to be log-normally distributed with a th_e length of the ~~rehole. or measured water lcvel rc!-.ponscs m ay 
geometric mean (Sg) equal to to-7 anda variancc of Iog

10
S (rr2

5
) only qualitatively resemble the predictcd responses of thc homo-

equal to 1.9. In Figure lla, the transmissivity and storativity are gcneous model. This paper i~vestigated thc impact ofhcterogeneous 
assumed to be uncorrelated, PTs=cr2TSf(rr2T cr25)1n =0, wherc PTs fracture properties on slug test response.'i and thc estimation of T 
is the c~rrelation coefficient of log 10T¡ and log 10S¡, and cr2Ts ¡5 the using an interpretivc model that assumes homogeneous fonnation 
covariance of log10 T; and log1.,S,. In Figure Jlb, the transmissivity properties. 
and storativity are assumed to be negatively correlated with Slug tests were conducted in five boreholcs in crystalline rock 
PTS = - 1; thus, larger values of transmissivity are a.;;sociated with in central New Hampshirc in intervals that ranged from 8 to more 
smaller vaiues of storativity. Negative correlation between T and s than 160 m. The slug tests ,were interpreted using lhe solution of 
for fractures may naturally arise.if frac1ures conlain fill material· frac- Cooper et al. (1967), which assumes homogeneous T and S over the 
t~~s-~lttltiil.inaterial may hav~ lower penneability than unÍilled tested interval. Fluid-injection tests conducted over 5 m intervals 
fiactures while 3lso having a larger storativity than unfilled fractures. in the same boreholes showed the transmissivity to vary over six 
In-Figures lla arid I 1 b; there is only a slight error in estimating the m'ders of magnitude in the boreholes. However, !he sum of the trans-
fonnation transmissivity when using the modcl of Cooper et al. m!ssivities from the tluid-injection tests -wcre within an arder of mag~ 
(1967) (see Table 2). nitude of the estimated T from the slug lcsts. The waler-level 

In Figures Ilc and lid, 20 fraclures also are assumed to inter- responses ofthe slug tests, however, did not cxaclly match the pre-
sect the borehole. Thc transmissivity of the fractures again is dicted responses from the solution of Coopcr et al. ( 1967). 
assumed to be log-normally distribuled where T = Jo-s m'ls and To investigate.the cffect of heterogeneous fracture propertie> 
u 2T = 1.9. However, in these cases the fractures ar: assumed to ha ve on slug-test responses, a Laplace transfonn solution was developed 
a bimodal distribution for log 1oS, which is assumed to be the sum for slug tests conducted in boreholes containing multiple fractures 
of two normal distributions, whcre equal probabilily is givcn to each with varying hydraulic properties over the lenglh of the borehole. 
distribu~ion. For the results shown in Figures tic and 11 d. the Using a homogeneous model to estimate T in boreholcs having frac-
variance of the modes of the distributions are assumed to be zero; tures with varying hydrnulic properties results in errors of Iess 
thus. the storativity assigned to the fractures is either IO-J or JQ--9_ than an order of magnitude. The variability in th'e storativity of the 
Bimodal values of storativity rather than a continuous distribution fmcturcs influences the magnitude of this error. For ca~es whcre the 
of storativity could arise if sorne fractures are filled with the samc storntivities offractures varies continuously over the range of a dis-
type of geologic material while other fractures are unfilled. In tribution. errors in e..."'timating T using a homogeneous mcxiel are less 
Figure lic, log10 T, and log10S, ha ve only a slight ncgative corre- than 5 percent. However, for cases where the storativities of the frac-
lation, while in Figure lid, T¡ and 5

1 
are assumed to be more neg- tures haVe discrete bimodal values, errors in estimating T using a 

atively co.-relai.ed than the case shown in Figure 11 c. The ca'ies homogeneous model were shown to be as great as 30 percent for 
where S; has discrete bimodal values produces more pronounced dif- the cases considered in this paper. 
fercnc;es between Tras prescribed in the heterogeneous modcl and ~urthennore, water-level responses in slug tests conducted in 
the transmissivity estimated from the homogeneous model than cases boreholes with helerogeneous fracture propcrties over the length 'of 
where the storativity continuously varies over thc range of a dis- the borchole have the same shape as slug-tcst responses m homo-
tribution. However, again, in Figures Ilc and lid, thc error in gencous formations.1lms. difTcrcnces bctwccn meao;;urcd watcr-lcvcl 
estimating the transmissivity with the homogeneous model is lcss responses during slug tests and the responses prcdicted by the 
than an order of magnitude (Table 2). homogeneous model cannot be attributed to fraclure properties 

As was the case for the he1erogeneous model with two fractures, that vary over the length of the borehole. Differences between the 
the cases where 20 fractures are assumed to interscct the boreholc homogeneous modcl and measurcd water-leve! responses during 
did not alter the shapc of the water-level response in comparison to slug tests are most likely the result of phcnomena such ao;; nonradial 
the homogeneous model. Thus, differences between the shape of tlow or the varying geometry of flow in the vicinity of the borehole. 
measured water-leve! responses and the homogeneous model of or the interaction bctween fractures and a porous roe k matrix. 
Cooper et al. (1967) must be attributed to phenomena other than het- T~experimental results of this investigation showed that 
erogeneous fracture properties. Phenomena such as nonradial flow e~~~~-~ of! interpreted using a homogeneous model of slug-test 
orchanging flow geometries in the vicinity ofthe borehole (Karasaki responses_)l~"'ided order~of-magnitude estimates ofT in compar-
et al. 1988), or the hydraulic interaction bctween fractures anda ison_~?.-~-~id-inj_tcliO~-téStS. Üsing a straddlc packer apparatus in ciYs

taiiine rock in centra'f NeW Hampshire. All fractured roe k terranes 



,¡na y not yicld similar.rcsults to tl10~c givcn hcrc. Howevcr. thc ~on- wherc 1-1 is thc :-.palially uniform hytlrJulic hc;.u.J lll ..:;Kh t'f:J-¿¡1¡,~,.. :H 

'·-·.- ditions in the crystalline rQCk.consid~d in this investigalion are . the onse:~A!JJ!.~h~g test. Bqumion A-l. writtcn for each fnKtlll'l?. 
extreme because the .trans·rñis!-;iviry· oLfiadu-~s varies o ver six , serves_it~~l<_lry condition al thc borcholc f(li' Equaiil'il .-\.J . 

. ~. · ·dcrs.of.magnitude in mo::.t b-orchoJC:\1li1CfPhcnomcna sm:h as non- ~- Thc botU~l:hbdilion for.cach frdcturc al a·distanL'l! far 1 rom th~· 
Ji al· flow-in th:e·vicinity:ofthc·boreholcs ~~ t.l~tectcd. Thus,-intcr- borciuJiffi=--·_ . - - . - . .. 

· ~·- ~.-: .. preting slug tests in fract~~4 rock using a h-ofl)ogeneous model of ::=:-~~:::_ . _ .. -. 
· ...- formation propertics ¡i1iiy:bé ade<juate ill. ~roviding order-of-mag: ·,, ·: h,(r ~ ·,, t) = H i = 1,2,: .·: M (A.61 

nitude Cstim<ites Oftiarlsinissivity in the vicinity ofthe boreholc in i 

\ most fractured rock temines. However, caution should be used inj~· For the purpose of solving the previous cquations and com· 

1 
applying the estimates of T from slug tests, because slug tests ·paring the results with thc model of Cooper ct al. ( 1967), the fol-

; hydraulically stress only a small volume of the fonnation and thus lowing dimcnsionless variables are considcred 

~
cannot be used to interpret fonnation heterogeneity or large·scale 
formation properties. H - w 

Appendix 
The conceptual model of fractures intersecting a borehole 

given in Figure 9 is considered. There is assumed to be no cross flow 
between the fractures, and each fracture is assumed to be homo
geneous and isotropic. Furthennore, under ambient hydraulic con
ditions, the hydraulic heads in the fractures are assumed to be 
equal and spatially uniform. Also, frictional forces along the bore
hole wall are assumed to be negligible. Thus, throughout the dura
tion of the slug test, the hydraulic head in each fracture at the 
~rehole radius is equal to the water leve! in the borehole. This is 
expressed as 

w(t) = h1(r = r,, t) i= 1,2, ... M (A.l) 

where w(t) is the time-vaiying water leve! in the borehole, h; is the 
'raulic head in :in individual fracture denoted by the subscript i, 
.he radial coordinate measured from the center of the well, r5 is 

me radius of the open interval of the borchole, t is time and Mis the 
total number of fractures intersccting thc borehole. 

The slug test is conducted by perturbing the water level in the 
borehole at t = O and then measuring the subsequent water-leve! 
response. The equation goveming the conservation of fluid volume 
in the borehole is 

2 dw ~ oh, 1 
- 'TT'Cc -d + 21Tr5~ T¡- r•r, =O 

t i= 1 dr 
(A.2) 

- where re is the radius of the welJ casing and T1 is the transmissiv
ity of an individual fracture dcnoted by the subscript i. Equation A.2 

. is subject to the initial condition 

w(t = 0) = H1 = h,(r = r,, t =O) i = 1,2, ... M (A.3) 

where H1 is the water leve! in the well at the onset ofthe slug test. 
The solution to Equations A.2 and A.3 requires a knowledge 

of the hydraulic responses in the individual fractures. The equation 
of fluid volu'me conservation in each fracture is written 

S oh, - T . .!. .i. (r ~) = O 
1 dt 1 r Oc Oc 

i= 1,2, ... M (A.4) 

.1ere S; the storativity of an individual fracture denoted by the sub
script i. Equation A.4 is subject to the initial condition 

h1(r, t = 0) = H i = 1,2, ... M (A.5) 

w' = (A.7) 
H- H 1 

H-h 
h' = -=:..._~ 

H -.H1 

Tt t' = _r_ 
r' 
' 

r 
r' =

. r, 

(A. S) 

(A.9) 

(A. lO) 

where w', h', t' and r' are the dimensionless fonns of w, h. t and r. 
respective! y, and Tris the fonnation transmissivity for the system 
of fractures, 

M 

T1 = LT; (A.ll) 
¡ .. 1 

lntroducing the dimensionless variables into (A.I )-(A.6) yields 

w'(t') = h,'(r' = 1, t') i = 1,2, ... M (A.l2) 

dw' M oh' 1 
---+2"cr ·--' . =O 

dt' ~~or'r"' 1 (A.l3) 

w'(t'=O)= 1 =h;'(r' = l,t'=O) i= 1,2, ... M (A.l4) 

cx,oh' 1 1 o (,oh',) . 
--, - --;-, r--, =O •= 1,2, ... M 
O'¡Ot r ar ar 

h',(r', t' =O)= O i = 1,2, ... M 
! .. 

(A.16) 

h/(r' - co, t') =O i= 1,2, ... M (A.l7) 

where the dimcnsionlcss parametcrs, u¡ anda¡ are defined as 

T, 
u¡=~ 

T, 
i= 1,2, ... M 

i= 1,2, ... M 

Taking the Laplace transform of (A.I2)-(A.I7) yields 

W'= h1' (r' = 1) i= 1,2, ... M 

(A.! S) 

(A.l9) 

(A.20) 

.. 



..!._.i_(r'ah:,),=óO. i = 1,2, .. ·.M 
r' Oc' . ·ar.' -: ·_ · _ • .. _ · 

. (A.21) 

·-~'(r'-oo)=O i =.1.2, ... ~M (A,22) 

-¡· . 1 :_pw' +{f;/ah'; ;:-,;,O: 
·-- - ... ¡ .. ¡ -~ ar'· r-1 .... 

· (A.23) 

where w' and h¡' are the Laplace transfonns of w' and h¡', respec
tive! y, and p is the Laplace transfonn variable. 

The solution to Equation A.21, using Equations A.20 and 
A.22 as boundary conditions, is 

i = 1, 2, ... M, (A.24) 

where K, is the Bessel function of the second kind of order zero. 

The solution for w' is obtained by introducing Equation A.24 
into Equation A.23. 

w' =----------~-r--~ 

M K,(\§) 
p + 2 ~ ~pa,u; Ko( \§) (A.25) 

where K1 is the Bessel function of the second kind of order one. 
The Laplace transfonn solution for the distribution of the 

hydraulic head in each fracture is obtained by introducing Equation 
A.25 into Equation A.24, 

h¡'r' = i=l,2, ... M 

(A.26) 

The real-time solution for w' and h; is obtained by numerically 
inverting Equations A.25 and A.26, respectively ( Stehfest 1970). 
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by Charles W. Rovey 11 and Douglas S. Cherkauer 

Abstract 
The hydraulii: eonductivity offive stratigraphic unitS in a carbonate aquifer has been measured with slug, pressure, and 

pumping tests, arid with two calibrated digital models. The effective test radii range from less Iban one to greater than 10,000 
meters. On log-log plots hydraulic conductivity increases approximately linearly with test radius toa range between 20 and 
220 meters, but thereafter, it is constant with scale. 

The increase in magnillÍde of hydraulic conductivity is similar lo scaling effects reported at seven additional sites in a 
variety of geologic media. Moreover, the increa~e in magnitude correlates with an increase in wriance of log-hydraulic 
conductivity meaSured at succ~ively greater separation distances. 

The rate ofincrease in both parameters, and particularly the range, have characteristic -:alues for different pore systems. 
The larger ranges are consistently present in units with greater secondary porosity. Therefore, scaling effects provide a 
qualitative measure ofthe relative importance ofsecondary and primary permeability, and they can potentially be used to 
distinguish the dominan! type of pore system. 

lntroduction 
Considering the effort devoted lo studying scale effects 

on dispersivity, it seems strange that hydraulic conductivity, 
a more fundamental parameter, has not been similarly 
investigated .. The lack of attention is even more puzzling, 
given the numerous anecdotal reports, amounting to com
mon knowledge, that lab. tests consistently give hydraulic 
conductivities less than field tests. A COJilpilation by Herzog 
and Morse ( 1984) remains one of the few sources where the 
scale of measurement was specifically recognized as a factor 
for these differences. 

The relationship between hydraulic conductivity and 
scale, however; is more corilplex than a simple correctioh 
factor between lab and field measurements. Bredehoeft ct al. 
( 1983) compared hydraulic conductivities of a shale as mea
sured by lab, ~lug, and pumping tests with that from a 
calibrated digital model. The long-term pumping test in an 
underlying sandstone had a radius of influence of approxi
mately IO,ooO m, and gave a similat val•Je for the overlying 
shale as the callbrated model value. The lab tests had values 
approximatély one thousandth that of e:e regional value, 
while small-scale field measurements, slog tests, had values 
approximately one tenth of the regional value. Therefore, 
hydraulic ccinductivity appears to increase with scale regard
less of the method of measurement. Based on field mea
surements at different scales, we first quantify how hydraulic 
conductivity varies with test radius for five hydrostrati-
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graphic units within a dolomite aquifer in southeast Wis
consin (Figure 1). These results are then compared with 
published data of hydraulic conductivity from additional 
sites in a variety of geologic media and with varioi:rarns of 
log-hydraulic conductivity distribution. The increase in 
hydraulic conductivity with measurement scale appears to 
be a general phenomenon which is correlated toan increase 
in the variance of its distribution. 

Previous Work 
The most complete report on the scale dependency of 

. hydraulic conductivity measurements is by Bradbury and 
Muldoon (1990). They measured hydraulic conductivity at 
scales from approximately 10"2 to 10' nieters in both glacial 
outwash and mixed outwash-<liamicton (fine-grained glaci
genic) sediment. In both media regional estimation methods 
(pumping tests, digital models) gave hydraulic conductivi
ties approximately three to five limes greater than s~all
scale field measurements (slug testS) and nearly 10 times 
greater than lab tests (Figure 2a, b). They also noticed that 
scale effects vary with the nature ofheterogeneity. Hydraulic 
conductivity of outwash sands increases with test radius ata 
log-log slope of0.38, whereas the mixed outwash-<liamicton 
increases at a greater slope, 0.92. 

Bruner and Lutenegger (in press) and Keller et al. 
( 1986) measured hydraulic conductivity injointed, clay-rich 
glacial tills with lab, slug, and pumping tests (Figure 2c, d). 
The measurement scale is not as accurate in these caseS, but 
using the best estimates, hydraulic conductivity increases 
with a slope of approximately 1.0 to a range between two 
and five meters on log-log graphs. 

Sauter (1991) investigated a mature karstic limestone 
(Figure 2e). The rate of increase in hydraulic conductivity 
(0.66) is intermediate between ttie jointed tills and the po
rous outwash, but the most notable difference is the range in 
scale effect. Hydraulic conductivity increases with mea-

--
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. : surement· scale tó ·:ar leasC3200 · meter5, a -much greater , . ·.<·Th'i~.6· mete"rs. of rock (weathered zone on Figúre 
v.:.distance :than ·-the jointed'"oi·:j¡ianülar· media.-Thus, an · ·: 3b)·are~'iízed.as incipient.epikarst and constitute a 

o ·"in crease ··in·-bydraulic-oconductivity ·.:Over:·m.any :.orders .of-· . :"~:sep:ÜáWíl:ylii:oSt.rillig¡;aphiclayer;·: The weatbered :oone ci.ts 
·.: .,. -magnitude in-testradius•appears·ty¡íical of.karstaquifers in ·" ·aciQS.iJ'Orrmition:boundaries;:but isdeveloped almost-exclu-

. cOntrast with sbófte=rranges in oihCr.lnCdia. · siVC)ffp.. ·die::firi'e .. gl-ained; joint--dominated strata which 
·1n summaiy; data availáble to date suggest that differ- · · ·comprise the majority of the aquifer. 1t is the only unit with 

· ent gecilogic media have characteristic measures of scale abundant nonselective dissolution features, including 
effects (slope and range). Further, these measures may be abundan! vugs and nominal(< .5 cm) solutional widening 
useful in distinguishing different types offlow (i.e. granular, alongjoints and hairline fractures. However, it has no geo-
fracture, or conduit) in cases where it is unknown. In the morphic expression of karst such as dolines, karren, or 
remainder of this paper we test this hypothesis, fust with conduits, and it also lacks hydrologic characteristics ofkarst 
data from a carbonate aquifercomprised of numerous strati- such as rapid recharge, spring discharge, and erratic fluctua-
graphic units (Figure 3a), and then with values gathered tions in potentiometric surface and carbonate saturation. 
from previously published reports. 

Data Base 
Hyd/Y)stratfgraphy 

Rovey (1990) and Rovey and Cherkauer (1994a, b) 
divided the carbonate aquifer of southeastern Wisconsin 
into nine major hydrostratigraphic units by correlating 
hydraulic conductivity from pressure-injection tests with 
stratigraphic intervals (Figure 3b). Each hydrostratigraphic 
unit has a regionally consisten! hydraulic conductivity 
related lo depositional environment, lithology, and mode of 
secondary porosity. Fine-grained (mudstone) lithologies 
have little macroporosity, and ground-water flow in these 
units is predominantly through joints. Coarse-grained units 
contain both intergranular porosity in grainstone facies and 
moldic porosity in packstone facies, produced by selective 
dissolution of fossil grains. 

llllnols-Wisconsin State Une 

', yModel1 
Boundary 
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Michigan 

N 

t 
10 20km 

Fig.l. Study area, Southeast Wisconsin. Insetsshow data collec
tion sites and digital model boundaries. 

MMSDData 
The Milwaukee Metropolitan Sewerage District 

(MMSD) performed numerous slug, pressure-injection, 
single-well, and multiwell pumping tests lo develop a geo
technical databasc for an extensive tunneling project 
(MMSD, 1981; 1984a, b; 1988; Table 1). The geometric 
mean of hydraulic conductivity increases steadily with the 
scale of testing. For examplc, the Thiensville value increa.sCs 
from 2.5 X 104 to w-• to about 10-2 cmfsec as measured by 
slug, pressure, and pumping tests. The same general pattern 
holds for the other units, although pressure-injection values 
are not consistently greater than slug test values. Two expla
nations account for this minor inconsistency. The srriall 
number of slug and pressure tests within sorne units intro
duces sorne inaccuracy. Also, as shown later, the two test 
methods have overlapping ranges in test radii. 

Miscellaneous Data 
Rovey (1990) analyzed four additional fully penetrating 

multiwell pumping tests tapping the entire Silurian portion 
of the aquifer. Files of the Wisconsin Geological and Natu
ral History Survey (WGNHS) also contain unpublished 
drawdown data from 29 single-well, fully penetrating tests 
throughout the study area (within the digital model-2 bound
aries, Figure 1 ). We have collected thcse data and analyzed 
the single-well tests with the Bradbury and Rothschild 
(1985) specific capacity conversion program using an aver
age storage coefficienrof 5:X w-• from the multiwell pump
ing tests (Rovcy, 1990). Use of a single average value is 
justified, because it;is largely determincd by the degree of 
confinement by the overlying glacial ~ediments which are 
fairly uniform throughout the area. Moreover, the final 
value is relatively insensitive to the storage coefficient value, 
so even large errors ha ve little effect on calculated hydraulic 
conductivity. 

When hydraulic conductivities calculated with this 
procedure can be compared lo values calculated using type
curve matching or semilog analysis on observation wclls 
monitored during the same test, the results are encouraging. 
The average difference in value is approximately a factor of 
two with no apparent bias toward an over or underestima
tion (Rovey, 1990). Moreover, the average bulk Silurian 
value from the single-well tests is virtually identical with that 
frommultiwell tests(Table 1). Therefore, hydraulicconduc
tivities converted from specific capacities are a=pted as 
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BF = base flow recession analysis 
GS = grain size estimate 
P = permeameter measurement 
S = slug test 
Pi = pressure injection test 
se = specific capacity test 
PI = pumping test · 
M = digital model estimate 

a. Outwash sand 
b. Mixed outwash - di?rnicton 
c. Jointed till 
d. Jointed till 
e. Karstic limestone 
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e 

-BF • 
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Fig. 2.1ncrease in hydraolic conductivity with test radios. Solid linrs are linear regressions between 3 or more points; dashed Unes are lit 
by hand. The measored range listed is the test radios beyond which hydraolic condoctivity is approximately constan t. a: Outwash sand. 
Modified from Bradbory and Moldoon (1990). Test radios is calcolated using thicknesses and test intervals from Bradbury (1993). 
b: Mixed ootwash-diamicton. Modified from Bradbury and Muldoon (1990). e: Jointed till. Modified from Bruner and Luteneggar (in 
press). Test radius estímate is from Bruner (1993). d: Jointed till. Calculated from data in Keller et al. (1986). The pumping test value is 
calculated from diffusivity and storage coeflicient values measured during pumping test of an underlying sand. Test radius for the 
pumping test is calculated assuming hydraulic conductivity in the sand is .1 cmfsec. See text for discussion of radius of slug tests. 
e: Karstic limestone. Modified from Sauter(l991) using field test values only. The hydraulic conductivities shown are the midpoints orthe 
"common range .. in the original. 

valid, and the term "pumping test" will bereinafter refer to 
both multiwell and single-well tests unless a distinction is 
specifically made. 

Pearson (1993) also collected specific capacity values 

from the Wisconsin Department of Natural Resources for 
wells near the Omega Hills Landft!l (Figure 1 ). Many of 
these wells are open to muttiple strata However, he was able 
to calculate hydraulic conductivities for individual strati-
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Fig. J. Relatlon o( hydraulic conductivity to stratigraphy, dolomite aquifer, southeastem Wisconsin (Rony and Cherkauer, 1994a). 
Geometric means and number oftests are also listed In Table l. a: Stratigraphy. Primary subdivision is at the formation level. Member 
subdivisions are informal, except within the Milwaukee Formation. b: Hydraulic conductivity measured by pressure·injection tests. 
Eacb bar is the average thickness of a particular unit and extends to the geometric: mean hydraulic conduc:tivity. Patterns depict the 
dominant texture of each unit. 

Table l. Geometric Mean Hydraulic Conductivlty Grouped by Test Method and Stratigraphic Unlt 
for the Dolomite Aquifer of Southeast Wisc:onsin 

Pressure· Short·Term Long·Term Mu/tiwe/1 
· lnjection Single· We/1 Single- Well Pumping 

Slratigraphic Slug Tests• Testsb TestS" Testsd Tests" Digital 
Unit (Hvor/sev Method) (5 Min.) (53 Min Ave) (5 Hrs) (12-14 Hrs) Models' 

Weathered Zone -4.7 (16) -4.3 (37) -3.4 (6) -1.9 (78) -2.0 (1) 
Lindwurm -5.8 (2) -6.2 (5) 
Berthclct 

.. 
-5.1' (2) -4.4 (8) . 

Thiensville -3.6 (8) -3.0 (49) -2.1 (3) -1.7 (2)' -2.0 (1) 
Wauba.kcc -6.1 (1) -5.6 (50) -4.8 (5) -4.4 (1) 
Racine _-5.7 (7) -5.8 (129) -4.8 (5) -4.3 (171) -4.4 (1) 
Romeo -3.8 (17) -4.1 (1) -2.7 (1) 
Waukesha-Byron -5.8 (4) -5.9 (23) -4.7 (1) 
Mayvillc -5.1 (7) -3.9 (JI) -3.8 (3) -3.3 (18) -3.3 (1) 
Bulk Silurian -3.6 (21) -3.7 (6) -3.4 (1) 
Approximate 

R, (metcrs)' 1·10 5-20 100 1 00-500 30,000 

(Values are the log 10 in cmjsec. Numbers in parenthcses are the number of tests in a respective unit for a given test met~od.) 
'Unpublished field data from MMSD. 
'MMSD ( 1981, 1984a, b). Additional values for the weathered zone are taken from MMSD ( 1988), changing the mean value presented in 
Rovey and Cherkauer (1994a) who also discuss the pressure test methods and limitations. 

cMMSD (1984a). Specific capacity values are converted to hydraulic conductivities using the Bradbury and Rothschild (198S) 
conversion. Tests from the Racine and Waubakee are averaged together, because test intervals intercepted both formations. 

dlndividual unit values are from Pearson (1993). Bulk Silurian value is calculated from WGNHS well records. Both are converted to 
hydraulic conductivity using Bradbury and Rothschild (1985). 

'MMSD (1984a) and Rovey (1990). 
1 Individual unit values are from Mueller (1992). Butk Silurian value is from Rovey ( 1983). 
• Actual values are given in Table 2. 



~ _ ·· _·. ·_ · -~- · ~ · Table 2. Calculated RAdiiU:offnfl~eiu:~e-:Gr~u~d by .Test Method-and Sti'Íif~~-UnU, Dolomite Aquifer, Southeast WiscoñSin 

--~ . 

,, Pr(!ssure· 
· .. :.:Stratigtaphic 

· Shon- Term_:. ___ -:=_~-;-~-~;,g. Term 
' Multiwe/1 

, Slug :~:..Jnjeotion · . ,..sing~ w¿¡, "~': .• ~Sinile-waJ .·.~::-P..umpiRi · .. DigiuJI 
· Unit T~srs Tesis ~rests ·:·Tests -Tests ·"Models -- -----:.-. 

Weáthered Zone .' _'·C -0.03 -0.08 1.2 
. 

'2:4 4.8 
-Undwunn . ' .. . -0.05 -1.2 . 
Berthelet 0.02 0.58 
Thiensville 0.15 1.0 1.9 3.0 4.6 
Waubalcee -0.07 -0.32 0.73 4.3 
Racine -0.04 -0.40 0.73 1.6 4.8 
Romeo 0.56 0.90 4.8 
Waukesha-Byron -0.03 -0.48 4.8 
Mayville -0.02 0.52 1.3 2.0 4.8 
Bulk Silurian 3.3 

(Values are base 10 logs in metcrs. For example, thc value -o.03 is thc cxponcnt in 10-o.oJ which is a radius of influcnce of0.93 mctcrs.) 

with a fully threc-dimensional model using six layers corre
sponding closely to the major hydrostratigraphic units de
lineated by Rovey and Cherkauer ( 1994a, b ). 

Radlus of lnfluence C81culatlons 
Based on Table 1 and the preceding discussion, mea

sured hydraulic conductivity depends on the seale of mea
surement. To quantify that dependency sorne length 
parameter must be associated with each test. Bradbury and 
Muldoon (1990) and Bruner and Lutenegger (in press) used 
test volume as the measure of scale. However, in the more 
numerous reports on dispersivity, travel distanoe, a one
dimensional measure, is routinely used. Also, established 
geostatistical methods of quantifyingspatial variability use a 
one-<iimensional separation distanoe (lag) term. Therefore, 
to facilitate comparison with results from mass transport 
studies and measures of aquifer heterogeneity, a radios of 
influenoe (R,) is used here. 

Calculating a meaningful R; is problematic. Fordigital 
model values R, is taken as the square roo! of the modeled 
area, or the area of the layer, if it is smaller. For consistency, 
the R; for all other field tests is estimated using a form of the 
Cooper-Jacob distanoe-<irawdown equation: 

2 .::;2:.:.2c:...5 ..:.T_t 
R, =-

S .• 
( 1) 

where T = transmissivity [measured hydraulic conductivity 
(m2 /day) n1ultiplied by thickness oftested interval]; t =time 
duration oftest (days); and S= storage coefficient [mean 
value = 5 X 10"' (dimensionless) measured from multiwell 
pumping tests; Rovey, 1990]. Thus, the assumption is made 
that any variation of storage coefficient with location or 
seale is negligible compared to hydraulic conductivity. 

· The use of the Cooper-Jacob equation is well
established for pumping tests, but the assumptions of a 
constan! injcction/withdrawal rate and local homogeneity 
may not be reasonable for every small-scale test. For exam
ple, the rate ofinflow or outflow during a slug test decreases 
with time. Therefore, the effcctive time duration of the slug 
tests is taken as the basic time lag (measured from the field 
plots), the length of time at which recovery would be com
plete if the initial rate of inflow foutflow remained constan t. 

The use of the Cooper-Jacob equation is also not 
entirely consisten! with the assumption of a steady state 
employed in calculating hydraulic conductivities during 
pressure testing (Cedergren, 1977). In practioe, however, the 
necessary conditions are less restrictivo and only a quasi
steady state is reached during the test,_ where there is no 
significan! change in gradient or injcction rate during the 
short (5 minute) test duration. 

Where comparison is possible, calculated values of R 1 

are similar to !hose based on other methods. Bliss and 
Rushton ( 1984) simulated pressure tests for an aquifer with 
hydraulicconductivity averaging approximately w-> cm/sec, 
similar to the Thiensville pressure-injection mean (Table 1). 
At the midpoint of the test interval the modeled R 1 was 
approximately 12 meters which is very el ose to the 1 O meter 
R, estimated for the Thiensville (Table 2). 

The calculated values of R; for the slug tests are approx
imately one meter (Table 2). Bruner (1993) estimated a slug 
test R; between 0.5 and 1.0 meters by directly monitoring 
responses in adjaoent wells during tests. Guyonnet et al. 
(1993) generated a series of theoretical type curves and 
related regression equations showing effcctive R, of slug 
tests for combinations of dimensionless wellbore storage 
and dimensionless head. In a 5 cm diameter well, !he dimen
sionless head decreases to 0.1, the typical'value at the end of 
a slug test, by !he time a measurable disturbanoe has propa
gated a distanoe approximately 25 times the wellbore radios. 
The wellbore radius is approximately 10 cm in this case, 
giving an approximate R, of 2.5 m. 

Therefore, based on comparisons with field measure
ments, models, and theory, the calculated values of R, based 
on the Cooper-Jacob equation, are accurate to within a 
factor of two to three. This magnitude of possible error is 
much smaller than the range ofvalues that were investigated 
(approximately five orders of magnitude, Table 2). There
fore, any errors in calculated R, should have little effcct on 
the overall comparison of results. 

Results from Southeastem Wlsconsln · .. ;·: .;.. , , 
Hydraullc ConducUvlty Magnltude . •:1 !-'"''ü*-"fRI~iZ.':,i: 

The relationship between hydraulic conductivitr;~~&l 
scale of measurement (R;) is plotted on log-log coordinat~:W_;f! 

... -.;:.,_ 



·. (Figure· 4) for units which ·¡¡-,;;~.'ai least four:_independent · ary; caO,ifig'tltei_~ calcu1ated means to be too high. Conse-
··¡.methods- of measurément.---AII' P.iotS..~have·_an:initial linear ··:quCntlY~4~~)i-_limitations.in the pressure-injection tes~-~~ 
· .. -:increase~ in ··hydraulic-~candu~viiy,-~ With .. ,slópes .varying ~-:canno~~~i~ñi".fór~he·Iow.:.conductivity _units Jower .values 

· ··~·· between 0.86 and+.O,before-hydraulic.oonductivity:.reaches . e: .. relativarrthe.pumpjng.tests:.:ro.summarize, a bias against 
a constant vaiUC: ._ ~- --~-~ · ·. larg~~es am~mg-:the small-scale·tests cannot be a·major 

-- The r~nge 6Vér wlilch hy(lráulÍc-coiiduCtivit}rinCreasis : fadOr córitributing tO the observed scale increase. · 
varíes considerably among units. Hydraulic conductivity in A second possibility also relates to test methodology. If 
the Waubakee and Racine Formations is joint-<:ontrolled the wellbore is damaged during drilling, skin effects dampen 
and increases with R, to approximately 20 meters. The the borehole response, particularly during shorter times and 
Thiensville and Mayville Formations both contain complex· al small radial distance, lowering calculated hydraulic con-
pare systems. The Mayville contains both intergranular and ductivities (Streltsova, 1988). Such an effect could systemat-
secondary porosity as solution-enlarged molds of fossil ically bias the measured hydraulic conductivities of the 
grains. The Thiensville also contains intergranular porosity, small-scale, shorter duration tests toward lower values. 
but has horizons of nonselective dissolution beneath severa! Based on available information, however, the skin 
minor paleo-weathering surfaces. Hydraulic conductivity effect in the wells considered here is negligible. First, none of 
increases with scale lo 50 and 125 meters in the Mayville and the wells considered here weh: drilled with mud; hence, a 
Thiensville, respective! y, coinciding with the greater degree significant invaded zone around the well bore would be 
of dissolution. The weathered zone, with the greatest degree unlikely. Second, the Silurian bulk value measured by the 
of secondary effects, has the greatest range of hydraulic shorter duration single-welltests is actually slightly larger 
conductivity increase, 220 meters. Summarizing, the range than the value from the longer duration, multiwell tests 
of scale increase corre lates with the degree, and possibly the (Table 1). Third, early drawdown measurements were taken 
type, of secondary porosity. within the pumped well duri'ng two of the multiwell tests. 

These measurements allow Calculation of the skin factor 

Explanatlons for Measured Sea/e Effects 
lnspection of Table 1 and Figure 4 reveals that the 

measured hydraulic conductivity of a given unit increases 
with the scale of measurement. The increase is too uniform 
and too large lo be coincidence. The increase also cannot be 
attributed to systematic differences or inaccuracy among the 
different measurement techniques. The ratio of values as 
measured by different methods varies considerably from 
one formation to another. 

Measured hydraulic conductivity does increase with 
the scale of measurement. However, the factor(s) causing 
the correlation is not yet clear. In principie, severa! factors 
besides scale dependency could cause or contribute to the 
observed relationships, such as limitation of test methods, 
skin effects, and borehole storage effects. 

The first possibility is that the small-scale tests may be 
incapable of measuring extremely high values. Thus the 
calculated means would be biased toward low values. For 
example, two slug tests in the Weathered Zone and one in 
the Thiensville recovered fully within the time required lo 
make the flfSI measurement. Therefore, they are averaged 
with the remaining slug tests as "greater than" values, and 
the true means would be somewhat • greater than those in 
Table l. However, all slug tests within the remaining units 
had finite values. Thus, a test bias could not cause slug test 
means in these units to be lower than those of pumping tests. 

Similar! y, the upper measurable limit of the pressure
injection tests was somewhere in the range 10-' to 10-2 

cmfsec (MMSD, 1984a). Therefore, the means of sorne of 
the high conductivity units may have been underestimated, 
particularly the Thiensville which has numerous values 
within that range (MMSD, 1984a). However, this explana
tion is again inconsistent with results in other units, The 
lower measurable limit of the pressure-injection tests was 
10-

7 
cm/sec, and the low conductivity units (Waubakee, 

Racine, Waukesha-Byron) occasionally tested al this bound-

using type curve analysis (Earlougher, 1977), and in these 
two wells al least, the skin factor is zero. Finally, similar 
increases in hydraulic conductivity with measurement Scale 
have been simulated with digital models of heterogeneous 
media where skin effects are absent (Rayne, 1993). There
fore, it is reasonable lo conclude that skin effects are not an 
importan! factor contributing lo the increase of hydraulic 
conductivity. 

For pumping tests, borehole storage effects can lower 
the calculated hydraulic conductivity at early times. and 
small radial distance, much like a positive skin factor 
(Tongpenyai aud Raghavan, 1981). However, neither the 
Hvorslev method of slug test analysis nor the pressure
injection tests assume a llne source/sink when calculating 
hydraulic conductivity. lnstead these methods account for 
the initial vol u me of water in the borehole. Therefore, bore
hole storage effects would lower only the pumping test 
values, butthis is inconsistent with the pumping test values, 
exceeding the slug and pressure test values in a1l casC!I:-' 

As listed in Table 1, the values ofthe short-term singlo
welltests are less than values from the longer pumping tests. 

. To determine if the difference in values could be dl'used by 
storage effects, the <hort-term tests were analyzed using the 
foUowing equation (Driscoll, 1986): 

t= 
.017 (d/- d,') 

Q/s 
(2) 

where t = time in minutes, after which borehole storage is 
negligible; d, = diameter ofborehole (cm); dp = diameter of 
discharge pipe (cm); and Q/s = specific capacity ofthe well 
al time t in liters/minutefcm of drawdown. The short-term 
single-welltests were conducted in 10 cm diameter boreholes 
with an average duration of 53 minutes. Conservatively 
assuming a discharge pipe of 2.5 cm, the mínimum specific 
capacity for negligible storage effects at 53 minutes is calcu
lated lo be .02 liters/minutefcm. This value is below the 

' ... 

.r 

., ,.. 



-2 

ll•.9B 
·3 

I Jlij 
!!!-"" 
~:f 
_§' ~ -5 

.s 

-6 

-7 

·1 o 

-2 

·3 

UI =ij (!_-4 

S 

~f :I:. 

_§' ~ -5 
8 

-6 

-7 

·1 o 

·2 

-3 

UI 
'Sij-4 
1'!-

~f 
§' -2 ·5 

8 Pi • 
-6 S • 
-7 

·1 o 

·se· M ---------
fWr}e ~ 220 melefS 

1 2 3 
Log Test Radius (m) 

4 5 

_PL_ ___ r-
"'• M Range. 120 meters 

Pi- .¡. , 
R· .99 

2 3 4 S 
Log Test Radius (m) 

M --------...-• Ranoe • 20 meters 

R • .81 

2 3 4 5 

Log Test Radius (m) 

-.--'-d 

,,_~;: ·3: 

b 

e 

-u I 
'55 -4 
1'!- se M ~~ 
"'ñ ---------
_§'-E -5 

8 
"' Rar\)1• 18 n'WI1IrS 

Pi *"'"' • • -6 S 
R-.92 

-7 

-1 o 1. 2 3 4 S 
Lag Test Radius (m) 

·2 

·3 se M 

UI 
_,. _______ .... 

=ij 
~--4 

Pi 
Ran!;le • 50 melets 

• • se 
-g__~ 
:I: ·-

.9~ -5 
8 

"' R=.85 ;;. 
S 

-6 

-7 

·1 o 2 3 4 
Log Test Radius (m) 

S = slug test 
Pi = pressure injection test 
se = short-term specific capacity 
se = long-term specific capacity 
pt = pumping test with observation wells 
M .= digital modal calibration 

a. Weathered zone 
J. Thiensville 
c. Waubakee 
d. Racine 
e. Mayville 

.·· 

S 

e 

Fig. 4. Relation between measured bydraullc conductivity and effective test radius, dolomlte aquifer. Hydraulic conductlvities are frOm 
Table 1; test radii from Table 2. Solid Unes are linear regressions between 3 or more points; dashtd Unes are fit by hand. Tbe measured 
range Usted is the test radios ~yond which hydraulic conductivity is appfoximately constant. 

measured specific capacity for the majority of tests, except 
those ofthe Waubakee/ Racine. Therefore, borehole storage 
effecis may have lowered the RacinefWaubakee value ofthe 
short-term single-well tests. However, this value of 1.6 X 10"' 
cmfsec, which is admittedly low, is still much larger than the 
slug and pressure test values of approximátely 2 X 10, 
cin/sec. 

In summary, the various altematives can be used to 
explain the observed variability in measured hydraulic con
ductivity in sorne instances. However, for every case in 
which an altemative could be valid, .there is at least one 
contradictory relationship. The one explanation which is 
universally consisten! with the measured increase is that 
hydraulic conductivity increases with the scale of measure-
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ment, much like disP.,rsivity. At small scales hydraulic con
ductivity and ground-water flow tend to he uninfluenoed by 
rare heterogeneities which raise conductivity and flow rates 
aver a regional scale. Stated otherwise, the chances of a 
small-scale test encountering an extremely rare high
conductivity heterogeneity are disproportionately small rel
ativo to the degree with which that heterogeneity raises 
regional hydraulic cond uctivity-

Comparison to Scale lncrease In Dlspersivlty 
In the previous section the hypothesis was introduoed 

that the increase in hydraulic conductivity with scale is 
somehow related to heterogeneory . .!n this section we expand 
this hypothesis by shoWing similarities with scale mercases 
in dispeisivity and vaiianoe of hydrrmlic conductivity. · 

Like hydraulic conductivity, dispersivity increases tn
carly on log-log plots, generally to distanoes hetwcen 10 and 
100 meters. Thereafter, the spread in values is nearly con
stan! and a best-fit-line is approximately horizontal. The 
same general pattem is apparent from data or plots of 
dispersivity from single sites (Freyherg, 1986; Garahedian et 
al., 1991) and on plots with values combined from multiple 
sites (Gelhar et al., 1992; Neuman, 1990). 

Stochastic theories dealing with dispersivity generally 
relate scáling effectS to increases in spatial variability of 
hydraulic conductivity with distanoe (Dagan, 1982, 1984; 
Gelhar and Axness, 1983). They also predict that dispersiv
ity should approach a constan! value as the hydraulic con
ductivity becomes statistically uncorrelated at increased dis
tanoes, that is, as the scale of an equivalen! homogcneous 

medium is reached. These conclusions are reasonably con
sisten! with results of intensive field investigations employ
ing geostatistical methods to describe spatial variability in 
hydraulicconductivity(Sudicky, 1986; Freyherg, 1986; Hess 
et al., 1992; LeBlanc et al., 1991; Garabedian et al., 1991). 
Thereforc, we further hypothesize that a (or the) common 
factor hetwceit the scale effects in dispersivity and hydraulic 
conductivity is variability in the hydraulic conductivity field. 

Three common graphical measures of spatial variabil
ity are the semivariogram (or simply variogram), the covari
anoe (autocovarianoe) function, and the correlation function 
(Figure 5; Isaaks and Srivastava, 1989). The functions for 
cach respective measure are given by: 

P(h) = l/2E[K(z + h)- K(z))2 (3) 

(equals semivarianoe be_t)Yeen points at various lags) 

C(h) = E[K(z + n) • K(z)]- E2[K(z)] (4) 

(cquals covarianoe hetwcen points at various lags) 

C(h) 
p(h) = C(O) (5) 

(equals covariance function divided by variance) 

where: E[] denotes an average value over all paired samples 
at a given lag; z is a spatial coordinate location; h is a 
distanoe or lag from z; and K (z) = hydraulic conductivity 
measured at z. The three measures are interrelated, and the 
covarianoe function is convcrted to the variogram by: 

P(h) = C(O)- C(h). (6) 

" 



· ·•. · Of these, the coviuianéC~~d 'córrelation functions are . ·: AdditiOíliitSIIe Dala .-
..... ·. · .. •- ·the-mosLwidely -used.:incmass:tr;Ínsport· ~ludies, and· the · ...- .. ,_,_ ~ parameters ·and hydraulic·.conductivity 

.. . "'- .. -usual 'corrdation:..scaleé:is .defioed 'f o¡,.:Convénie'nce .as . .the .• ·- ,, :uncaswmenis;at;differenl' . .scales::are..Willilable;:or :can. be· 
: ":distance or lag at·w1iich:p (h)·dceline.-to e'' or 0:37-(Figure '-~·.-,-.,~J,tcd;:for:sevcral:additional-systemsif'igure t;);--Peni

. S).' Note, -hówever;-.tiiat this distanee iS.lihoíter than that at .· · ... nent:mults from ·an outwash· sand at the Borden Si te in 
-- · which the covarlance declines to zero (~omplete uncorrela- - Ontario,' Canada were prcseillcd by Sudicky ( 1986) ;._.,d 

tion) or altematively, the distance (range) at which the . Mackay et al. (1986). Variance in log hydraulic conductivity 
variogram reaches a coÍlsl'ant variance (sill). This Iatter mea- · · · increases with scale ata low (0.24) log-log slope with a range 
sure is uscd here because it facilitates direct comparison with of 10 meters (Figure 6a). Any scale increase in the magnitude 
the plots of hydraulic conductivity presented earlier. of hydraulic conductivity cannot be accurately deterrnined, 
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·.: but is minimal, ciase 10 l:eii~M.éaa hydraulic conductivities to thé''mmt~wm range in hydraulic conductivity. -- · 
·cfrom:grain-sizc: analyses;·permeruii~ters, and slug tests are · ,_:,,.JI&.ijñ,ítNuy;·the·variograms are strikingly similar to 

.. :,essentially.equal. · · :--.-:: - • :-.-.:·..:-the·~clicreonductivi!Y-Piots of the:same·.geologic unit. 
.. : · ·-:Another--glacial outwash·sand:w.as-investigated at·Cape ... -,._..~ hetetógerieity.increases;So does mean-hydraulic conduc-

:----Cod; MassachUsi:~(LeBlancetal.;'-i99i; Garabedianet al.; · · i@¡--3nd as statistical homogeneity is reached, hydraulic 
1991; ·Hess ei'.il., 1992). o As a qualif~eatimÍ, there is less ronductivity become5 constant. . 
control on the R, for sorne ofthese tests, but both hydraulic 
conductivity and its varianoe again have small slopes and 
ranges (Figures 6b ande; approximately 0.2 and 16 meté:rs, 
respectively). · · 

Data from an additional karstic limestone aquifer are 
also available from Weldon Spring, Missouri (Prioe,-1991; 
Carman, 1991; Durham, 1991; MK-Ferguson and Jacobs, 
1990). Hydraulic conductivity was measured with slug tests, 
pumping tests, and a calibrated digital model. Both hydrau
lic conductivity and varianoe increase with measurement 
scale (FigÚres 6d, e); howeVer, the slopes (0.27 and 0.19, 
respectively) are significantly less than the 1.0 slope typical 
oc'rractured media(Figures 2c, d). However, the most strik
ing contras! is not the slope, but the range of the scale 
increase. In a second karstic carbonate aquifer the range in 
both hydraulic conductiVity and varianoe exoeeds the max
iffium scale of investigation, in this case, approxim~tely 
2000 meters. · 

The indefinite range in karstic aquifers contrasts 
sharply with fmiÍe rangos in nonkarstic carbonates and 
unconsolidated media (Table 3). In nonkarstic carbonates 
the maximum range of hydraulic conductivity is approxi
mately20Q meten;, with distanoes less than 50 meters typical 
for units with the smallest degree of dissolution. The range 
in varianoe aiso is finito for the nonkarstic carbonates (Fig
ure 7). Although the variogram shape is questionable at 
smalllags, the nonkarstic carbonates all have distinct sills, 
and their maximum range is approximately 200 m, similar 

Summary 
The hydraulic conductivities of five carbonate hydro

stratigraphic units were measured over radial distanoes 
ranging from less than one to greater than 10,000 m. The 
observed increase in hydraulic conductivity with scale is 
consisten! with results from a variety of geologic media, 
including glacial outwash,jointed clay-rich tills, and karstic 
limestones. The iesults reinforoe Bradbury and Muldoon's 
(1990) conclusion that hydraU!ic conductivities based on 
small-scale field measurements will generally be less than 
regional values, even if they are based on 100 or more 
individual tests. · 

Scaling effects vary consistently with the type of geo
logic medium and degree of secondary porosity (Table 3). 
Glacial outwash, with primary porosity only, generally has 
the smallest rate and range of scale increase. Thus, small
scale field measurements such as slug tests will be closest to 
regional values, generally within a factor of three (Figures 
2a, 6a, 6c). The rate of scale increase is much greater in 
consolidatedfjoint-<lominated media. Slug tests in these 
media may underestimate reÍ¡ional values by factors ranging 
from 2 to 500, depending on the range in effects (Figures 2c, 
d; 6) which corrélate to the degree of secondary dissolution. 
In mature karst aquifers hydraulic conductivity increases 
without apparent bound, so it may not even be possible to 
speak of a unique regimi.al hydraulic conductivity. 

Finally, the increase of hydraulic conductivity with 

Table 3. Cbancteristic Values of Slope and Rango for Vorlous Geologlc Media 

CorbOnaies Corbona tes 
Carbonates Secondmy /ncip~nt Carbontltes 

Glacial Jointed Joint- Mo/dic Dissolution Mature 
Outwash• · nu• Dominoted" Po!osityd A.long Jointse KDrstr 

R~gc. 7.3 3.5 19 so 170 
'K (0-16) (2-5) (18-20) (120-220) (>1000, >3200) 

[3] [2] (2] [1] [2] [2] 

Rangc, 13.0 >1800 
Varianoe (10-16) <lOOm <200m 

(2] [2] (2] (1] 

Slope, 0.19 l. O 0.92 0.92 0.93 0.46 
K (0-0.38) (1.0) (0.88.0.97) (0.86-1.0) (0.27.0.66) 

[3] [2] [2] [1] [2] [2] 

Slope, 0.20 0.19 
Variance (0.1~.24) 

[2] (1] 

(Range and slope are taken from Figures 2, 4, and 6. Thc first numbcr is thc arithmctic mean, that in parentheses is rangc or all values, that 
in biackcts is thc number of diffcrcnt gcologic units summarizcd.) 
'From Figures 2a, 6a, 6b, 6c. 
'From Figures 2c, d. · 
eR'acinc and Waubakcc Formations, Figuccs 4c, d; 7c, d. 
'Mayville Fonnation, Figure 4e. · 
'Thiensville Fonnation and Weathered Zone, Figures 4a, b; 7a, b. 
'Figures le, 6d, 6c. · · · 
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radius of influence in the test method is related toan increase 
in variance of log-hydraulic conductivity at greater lag dis
tances between measurement points. This correlation sug
gests that increases in hydraulic conductivity and dispersiv
ity are related through a common dependency on variance. 
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Abstract 
Etrective evaluation of ground·water Oow and transport problems requires consideration of the range of possible 

interpretations of the subsuñace given the available, disparate types of data. Geostatistical simulation (using a modified 
version ofiSIM3D) ofhydrofacies units produces many realizations that honor the available geologic data and represen! the 
range of subsuñace interpretations of unit geometry. Hydraulic observations are utilized to accept or reject the geometric 
configurations ofhydrofacies units and lo estímate ground-water Oow parameters for the units(using MODFLOWP). These 
realizations are employed lo evaluate the lÍncertainty of the resulting value of the response function (ground-water Oow 
velocity and contaminan! concentration) using MTJD. The process is illustrated with a synthetic data set for which the 
Mtruth"is known, and produces a striking reduction in the distribution ofpredicted contaminan! concentrations. The same 
system is evaluated three times: first with o_!lly_ )!ar( data, then wit~ b~th hard and soft data, and fmally with only the 
realizatlons that hono_!_!!l~_h:t:~!aulic_data_(i.e., those aC:cepted iifier-para111eter estiiníition vía inve..S. Ooifinodeling). Using 
only hard data, the mean concentration predicted for all realizations al the point of interest is nearlylwO otders of magnitude ! 
lower than the true value and the standard deviation of the log of concentration is two. The addition of soft data brings the 
mean concentration within one order of magnitude of the true value and reduces _lhe standard deviation of the log of 
C9~_ent_~~tion t<!_o_n_e.rAfler eliminating realizations using inverse flow modeling, the mean concentration is one-third ofthe 
true value and the standard deviation of the log of concentration less than 0.5. ~ ----

-- 1 

lntroduction 
A fundamental problem with interpreting the earth 's 

subsurface is that we only sample a small fraction (typically 
less than one rnillionth) of the material we are characteriz
ing. The challenge is lo determine the character of the 
materiaibetweéñ borehiiles-aña the-coniliiüi.ty -of high ( or 
low)hydra~Íic coñilüciiviifúñi!S~For example, considera 
siíe where the~e are ·¡¡¡,¡,¡;·-bo~eh~les that intersect two 
hydrofacies (black and white) as shown in Figure l. If no 
other information is available, all six interpretations shown 
(and many more that are not shown) are ·reasonable inter
pretations of the subsurface. Knowing that heterogeneity is 
critica] lo the movement of contaminants (Poeter and 
Gaylord, 1990), each interpretation will affect ground-water 
flow and contaminan! transport prediction in different 
ways. Decisions regarding remedia] actions al such a site will 
differ depending on thc actual configuration of units in the 
subsurface. 

Usually we know more about a site than just the loca
tion ofhydrofacies in boreholes, and this information can be 
used lo rule out sorne, but not all, ofthe alternative interpre
tations. "Fusion" of these data (Olhoeft, 1992) reduces 
uncertainty associated with the interpretation. If each circle 
in Figure 2 represents the range of possible inte~pretations, 
then using all of the information together can significan ti y 
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reduce the range of possible interpretations, thus reducing 
the uncertainty of the nature of ground-water flow and 
contaminan! transport. In short, the sum of the parts is less 
than the whole! If the data circles do not overlap, the project 
team should strive to identify thc shortconúngs/ errors in the 
data or determine what assumptions have been made that 
falsely constrain the interpretation. 

lt is importan! lo work with a range of subsurface 
interpretcitions beca"use consideration of these altemative 
interprctations of the subsurface will yield a range of the 
response function (ground-water flow and advection- · 
dispersion equation) values (head, flow rate, and concentra
tion). For example, assume there is a contaminated si te with 
two alternative remediation schcmes. lf there ·¡s only one 
deterministic picture of the sul>surface, and the predicted 

a !t+ 
b i 1 ~~ e:;•~ ~ 

-
d ~ e~ 

f:*+ 9~.:~~~ 
Fig.l. Altemative subsurface interpreta tío~. a: field knowledge 
of the occurrence of hydrofacies in borings; b through g: a few 
altemative interpretations of interwell connections. 
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Fig. l. Integrated interpretation constrains predictions. 

concentration at the point and time of interest is S X 10-3 

ppm for remedia! alternative 1 and 5 X 10"" ppm for reme
dial alternative 2, Iban alternative 2 appears to be the better 
choice. However, when the range of possible subsurfacc 
conditions is considered, it may be found that remedia! 
alternative 2 actually has a higher probability of poor per
formance and the opposite selection would be made (Figure 
3). 

A curren! approach lo this problem is geostatistical 
simulation using hard data, soft data, and spatial statistics lo 
describe the character of the subsurface (McKenna and 
Poeter, 1994). Hard data are data with negligible uncer
tainty, such as direct measurements of hydraulic conductiv
ity or observations of lithology. Soft data are information 
with nonnegligible uncertainty, such as indirect measure
ments gathered in a geophysical survey and expeit opinion 
regarding geologic fabric or structure. Hard and soft data 
are used lo develop indicator semivariograms for the 
hydrofacies (represented by integer indicators) and to si m u
late numerous realizations [ using multiple indicator condi
tkmal stochastic simulations, MICSS (Gomez-Hernandez 

REMEDIAL ALTERNATIVE 1 

> Result for deterministic 
~ subsurface model of the 
~ lDL:e with remedia! 
O ernative 1 simulated 
w 
ff: 0.005 ppm 

.0001 .001 .01 

COI<CENTRATION (ppm) 

REMEDIAL ALTERNATIVE 2 
,.. 
o 
z 
w 
:::> 
o 
w 
0:: 
IL 

Corresponding result for 
the same deterministic 
subsurface model of the 
Site wlth remedia! 
alternativo 2 simulated 

.0001 .001 .01 . 

CONCENTRATION (ppm) 

0.0005 ppm 

Fig. 3. Evaluation o( alternative remedial actions using a range o( 
interpretations (indicated by the frequency distribution) as 
opposed to one detenninistic interpretaion (indicated by the 
arrow) of the geology may result in selection o( a different 
remedial action. 

.. for a period ·of timé. This prÓccss is extended throui¡h'the .. 
use of inver>e flow modeling which can be used to: (1) 
improve geologic interpretation, somewhat narrowing the · 
distribution of predicted conccntrations; and (2) elimina te 
realizations that do not litthe hydrologic dala, significanlly 
reducing unccrtainty. 

Hypothetlcal Problem 
To facilitate demonstration of the process, a scenario 

requiring a decision conceming establishment of a water
supply well near a stream (Figure 4) is constructed. Alterna
tively, but at much greater cost, water could be supplied by 
pipeline. Use of water from the nearby stream is not an 
option due to poor water quality, which improves by infu
tration through the aquifer and dilution with ground water. 
Knowledge of the probability distribution of concentration .. 
at the proposed welllocation resulting from contaminants 
entering the ground water from a nearby landftll will aid in . 
the decision. 

This study explores the uncertainty associated with 
predicted contaminan! conccntration calculated using three 
approaches and compares !hose unccrtainties with the 
known concentration. Unccrtainty of the geometric config
uration and hydraulic conductivity of five hydrofacies are 

(a) 

alluVIal tan 

- Stream ' Gage 
• Proposed Well 

o Domestic Wells 

o Landfill 

(b) 

coarse-gra1ned channel 
medium·9rained channel 

splay/chute 

FIXED HEAD 

Fig. 4. Synthetic model used to illustrate uncertainty reduction 
procedure. 

, 



· -,.,.,considered. The approaches include: ( 1) using hard geologic , - • .- channel. hydrofacies -are .-oriented . north-south and á~;
-. - ., data from the domestic wells in MtCSS_toproduce geologic ., __ : ;.-further.!'liStc_iJ!~guentially younger !ayer.;. Coar.;e-graine\1, 

: . · ,realizations which are-populáÍCd with:hydráulic condu~tivi- -•- schannel•!i:Vd!Ofdties- afe discontinuous. and 'OCCur .. on_ thí::
• ies based on hydwfacies--(ype:and use<j in f!lrward flow and ; __ .-:outside)¡Sí¡i¡f,:~eander.;. -·The<mediul)l,grainc:d ·channel .. 

-·:.. ransport•modeling to·predict-tbe probability:distributiun o f. ··:. ·:· r bydrof~ore:continuous:·Fine·to .rnedium,grained 
· •<-- • ; :·•cont"!riinant•·conce~tfa_tion·at :the·pro¡>QS<;d .well·location; ·o. ':''-ch~drofaci~located·along thecrnairr channel~ 1() • ·. 
· _. .-.~· .(2J:rei>etítion.'of.the.1irs( approách with ·addition of soft , - .• -represeíitsplaydep'ósíts:some medium-grained llydrofaciéS=·, ··-,: 

· infoimation regarding continuity óf altuvial fan hydrofacies- are located within uié floodplain B.rea to represen! ch;,té 
gained through inver.;e ground-water flow modeling; and (3) cutoff oxbow lakes. Fine to medium-grained hydrofacies of 
repetition of the second approach incorporating hydraulic similar distribution represen! neck cutoff oxbow lakes. This 
data through application of in verse flow modeling. The definition, and spatial distribution of hydrofacies is a gross 
MICSS code used is ISIM3D (Gomez-Hernandez and simplification of fluvial hydrofacies as presented by Allen 
Srivastava, 1990) as modified by McKenna (1994). (1965), Bridge and· Leeder (1979), and Walker and Cant 

Synthetic Setting 
A synthetic data set is used to demonstrate the prooess 

because, with a synthetic data set, the true conditions are 
known. Reduction of uncertainty is only useful if tbe distri
bution of predicted concentration -narrows on the truth. The 
synthetic data set represents a simplified system of fluvial 
hydrofacies, with a north to south hydraulic head gradient, 
no-flow conditions at the eastern, western, and underlying 
boundaries, recharge on the surface, and discharge to a 
stream. The model domain is 6000 m long, 2000 m wide, 60 
lo 80 m thick ( depending on the elevation of the water table 
in the upperrnost block), and is represented by agrid of30X 
20 X 6 cells. A Jandflll and strearn are located as shown in 
Figure 4(a). 

A synthetic "true stratigraphy" is constructed consist-
ing of six !ayer.; of geologic materials designed to mirnic a 

'neric fluvial geology. Five hydrofacies are used in the 
J nthetic data set: ( 1) medium-grained alluvial fan material, 

(2) fine-grained overbank deposits, (3) fine to medium
grained splayfchute deposits, (4) medium-grained channel 
deposits, and (5) coarse-grained channel deposits [Figure 
4(a)]. AJI ofthe hydrofacies have a constan! value of effec
tive porosity and Jognorrnally distributed (but not spatially 
correlated) hydraulic conductivities with a standard devia
tion of 1/6 in naturallog space (thus K varies by a factor of 
three within any one facies and there is no significan! overlap 
of K's between facies). These simplified hydrofacies proper
ties are not representativo of a field situation; however, a 
comple" hypNhetical distribution is not necessary to illus
trate the pro=s presented herein. The percentage that each 
hydrofacies represents in the synthetic system and their 
hydraulic prc?erties are presented in Table J. 

The alluvial fan hydrofacies are limited to the westem 
edge of the altuvial valley, and are discontinuous. The main 

Table l. Facies Statistics for Synthetic Model 

Volume 
Facies percenl 

Alluvial fan 6 
Overbank 61 
'>play/chute 11 

· edium channel 1 S 
,oarsc channel 11 

•AH K distributions have o1nK- 1/6. 

Mean K* 
(m/d) 

50.00 
0.05 
5.00 

50.00 
500.00 

Effective 
porosity 

0.25 
0.08 
0.15 
0.25 
0.30 

(1984). 
·A -"true"· steady-.;tate flow system is obtained with 

heads fixed al 100 m on the northern and 90 m on the 
southern boundary. An average recharge of 2 X 10-. m/d is 
applied lo the top of the domain with three times that rate 
applied at the margin of the valtey (where overland flow 
from surrounding uplands inflltrates the system), anda zero 
rate near the stream which is a discharge area. The 31 
domestic wells [Figure 4(a)] penetrate lo variousdepths and 
pump al low rates (theirdischarges are norrnalty distributed 

-with a meanof 1 m3/d anda standard deviation of l/6m3/d). 
A head dependen! flux boundary represents the stream 
[Figure 4(a)]. The USGS code MODFLOWP (Hill, 1992) is 
utilized for the forward and inver.;e ground-water flow 
modeling. The forward simulation of the synthetic system 
using MODFLOW yields heads at 37 wells (31 domestic and 
6 monitoring wells near the landfill) and ground-water dis
charge to the strearn between gaging stations. Multilayer 
heads from MODFLOW were composited by averaging 
head of each !ayer weighted by transmissivity of the !ayer. 

A "true" event of a breached landfill with recharge 
through the Jandfill at a dimensionless concentration C. = 
1.0 is simulated for a conservativo contaminan! with con
stan! disper.;ivities of 5 m, 1.5 m, and 0.25 m in the longitu
dinal, transver.;e horizontal and vertical directions, respec
tively, for all hydrofacies, These dispers¡vities reflect 
advective variation at smalt scale within each hydrofacies, 
while larger scale disper.;ion is attained through tbe use of 
heterogeneity in the flow model. The simplification of sim
ilar smalt-scale dispersivity for each facies do es not interfe¡;e 
with the illustration of the analysis prooess presented herem. 
The MT3D code is used with the MOC(Method of Charac
teristics) option and the fourth-order Runge-Kut¡¡. algo- ·' 
rithm for particle tracking to simulate transport Clbeng, 
1991 ). Time steps on the arder of 10 days yield mass balances 
on the arder of 1%. Forward transport modeling yields the 
"true" dimensionless concentration of 1.2 X 10-2 (i.e. Cf C. 
= 0.0012) at the proposed welllocation 50 years after the 
landfill began Jeaking. For the purpose of discussion we 
assume the regulatory leve! for thís contaminan! is C/C.= 
LO X 10-3

• 

lnverse Modellng 
Performance of inverse modeling on the trile stratig

raphy is evaluated before exploring1he possibility of using 
inver.;e modeling lo eliminate sorne of the stratigraphic 

. ..... ~. 
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·•. · · · ., 'realizations. Beeause wehave a synthetic truth to work with, · .estimating K of hydrofacies 2. The parameter estinuitÍlln is 
·" '•.- · ,~~ -·--:: ~pc;:rfect'! input ca~ be P,~"'ded{i.c~.exact zonations; heads;, : ·-·· i~nsi_t~;..t9 the stream~ conductivity; hence, it i5 Qmit· . 

· , .. ., .,. · · -· : ¡ flows;:.and initial-vi!lues..foPthé-'pafa~ter8) :to .the. inverse .·. ,.,_:<.tedJ~tim:ation process.This situation is al~cfi!om·· 
.. ;.~ ... ,;.o:, ''model,.in whieh.cás.e:the·~kquiclcly conveq¡es without .. .'•.··"'~Q~water.modelingbuttypically goes unn~ticed. 
· , .. _,,. · .. ·.· .._._,~- substantial change of parametehalúeS::'HoweYér;stochastic· --.... < ~~· sensitiVities•.<are<onOt'>Clllculated for: all .. estimated 

·. ;-,_ · ·: · .• : .+:: ,._~¡~_lation_ of {la_fllmC:ter.y.llu..,wtthit>the hy\)tofacies is not · '"~>lP.!!@Dltte~:(;!~·theseadjustments, the-paramete~ estinia
:·' ···"· . . : _considered .'here 'Iíecá'usé Ít is •noi 'ne.iessary in order 'lo ,.,'<-iio_nl!i¡ieiformeihiñ 5 páiiunetc..S: thevettic81 iinisói,iripy.¡jf 

illustrate the unoertainty teduction jmioe5s, thus the inverse · K and the K ofthefive hydrofacies with hydrofaci.S 1 and 4-
. model estimates only one value of K for each hydrofacies grouped together. Prior information on the estimated 
(the mean of the Jognormal distribution of K is used as the parameters is defmed as the mean of the true distributiÍ:m 
starting value for the inverse run). In addition, beeause use with a standard deviation of 0.5 of the In of K to constrain 
data are not typically available for domestic weUs, each is the estimates of K to reas<inable values and a standard 
assigned a discharge of 1 m3fd. Consequently, the inverso deviation of0.2 to constrain estimates ofthe vertical anisot-
model undertakes a number of iterations attempting to ropy factor. Standard deviations on prior information can 
match the head distribution that resulted from a system of · occasionally be obtained from statistical analysis of many 
heterogeneous K within hydrofacies to heads produced by a field tests (e.g., based on numerous specific capacity tests 
system in which each hydrofacies is represented as intemally conducted within an area); however, often the value is based · 
homogeneous. lf desired, MODFLOWP can accommodate on qualitative judgment and is employed as a tool to preven! 
stochastic variation of K within zones. the code from estimating parameters substantially different 

Variance of field observations must be defined for an from those measuted in aquifer tests or from what is deemed · 
inverse modeling procedure. The specified varian.fl<-m~t reasonable for agiven lithology. Such decisions are typically 
reflect not only measurement error but also error related to made, but not quantified, when trial-and-<:rror parameter 
the fact that the grid bloekñipresí:nls av¡~ge)iea¡raver-an estimation is undertaken. 
area while the head measured in the well represents the head 
over the open interval at one location.lnterpolation ofhead 
between grid blocks is USed to determine the head that will 
be compared with the measurement; however, such int<;!)?o
lation does not consider the flow e@l!_tion~. tliiiS3Vlüiance 
greater than that assodated-;¡th _me'!Surement error-must 
be specified for. obser:vations. In short, the selection of accu
racy and confidence interval is somewhat arbitrary in both 
field and synthetic studjes. How reasonably the user assesses 
this uncertÍlinty.is'reflected by the code output. For this 
study, true head observations are specified_wit~_90% confi
dence that the measured headJs WithinÍÍ.2 ;;:¡ of the head it - -----·-"'. represents in the model. The one flow observat1on (ground-
water seepage into the stream between gage stations) is 
defined with 90% confidenoe that the measurement is within 

l ~--- 1 1 
400 m /da y of the true flows which are ¡o,soo,and .15,300 

· m3/d at the up and downstream stations, respectively, 

Parameter Estimatlon 
lnitially, hydraulic conductivities of aiJ five hydrofacies 

were independently estimated by the inverso model along 
with vertical anisotropy, recharge, and streambed conduc
tance. The number of estimated parameters was eventually 
reduced to five for reasons given below. The dal;l_¡JQ..npt 
provide a basis for estimating K of all,liydrofaéies indepen
dently (perhaps due io ·the minimal mimbi:r of wells in the 
alluvial fan facies); therefore, the alluvial fan and medium
grained channel deposits (hydrofacies 1 and 4) are repre
sented by one estima te because oftheir hydraulicsimilarity. 
The K of overbank deposits (hydrofacies 2) and thé rechárgé 
rate are correlated with a coefficient of 1.0. This is a typical 
situation encountered in many ground-water models but 
often goes unrecognized beeause caljbration is undertaken 
by trial-and-<:rror procedu_res; thus, correlation' coefficients 
are not calculated. In this model, the correlation was 
addressed by fixing the recharge rate at the "true" value and 

Geostatlstlcal Simulatlon and Concentratlon 
Dlstribullons 

Semivariograms are developed with hydrofacies data 
from the 37 wells and stochastic simulations are conducted 
with the semivariograms and hard data using a modified 
version (McKenna, 1994) of ISIM3D (Gomez-Hemandez 
and Srivastava, 1990) in the public domain software 
UNCERT (Wingleet al., 1994), resulting in 100 realizations. 
Flow is simulated in these configurations using "field esti
mates" of K equal to the "true" mean In of K for each 
hydrofacies. Using MT3D, the range of concentrations at 
the proposed welllocation after 50 years of contaminan! 
Jeakage is broad and the "truth" (indicated by the arrow) 
faUs within the distribution (Figure 5A). The verticalline at 
the center ofthe gray bars indicates the mean of the conoen
tration distribution for aiJ of the realizations and the gray 
bars represen! one, two, and three standard deviations. The 
distribution straddles the assumed regulatory leve! (log 
1).00' = -3). There is no clear case ofthe range ofpossibili
ties t'alling entirely above or below the regulatory level and 
the decision of whether to use a well or a pipeline is not 
obvbus. One can only conclude that the uncertainty must ·· 

. be reduced. Either additional analyses or data collection 
must be undertaken to narrow the distribution. Given that 
analysis is Jess expensive than data collection, it is desirable 

·to use the available data to reduce the uncertainty as muchas 
possible. Once this is achieved, the results can be used to 
design further data collection if the distribution is still not 
narrow enough. 

When inverse flow modeling (MODFLOWP) is used 
to estimate the hydraulic parameters of the system in each of 
these initialiOO realizations, the results do not produce the 
proper relative arder of hydraulic conductivity for the 
hydrofacies. The relative order of hydraulic. conductivity is 
detennined from hydraulic testing of the hydrofacies in the 

·.: . .,· 



.... , ....• ·.¡icld. and observations of;the~oimñeriaL character:.cqarse-. · · 
, ,,, · ;grained channel dcposits havetheh,ighesthydraulic conduc-
., 'vity,.followed by mcdium.-grained·Jcbannel .deposits and 

., .. .!luviaHan deposits;iine"grained·splayfchine.d.eposits;ana 
~·: :t;·~-ovc::r~an~: º~p_o.~i~._ -~~~eter·es~~ll_latioil_trJr:om this irütial 

o· · · ·invúse. modeling éonsisiéntly indicate. that· ·the hydraulic 
conductiVityof the alluvial fan hydrofacies is iower than that 
of the overbank hydrofacies. 

It is concluded that the simulated alluvial fan hydrofa
cies are too well-connected in these initial 100 realizations. 
As a consequence, the inverse modeling procedure is esti
mating alow K forthe alluvial fan hydrofacies in ordertofit 
the "measured" heads which exhibit higher gradients pro
duced by the "true" discontinuous zones of high K. Inspec
tion ofthe realizations reveals the alluvial fan hydrofacies to 
be either completely continuous along the left boundary of 
the domain or connected to the high hydraulic conductivity 
hydrofacies of the continuous channel hydrofacies near the 
centerline of the domain in all of these first lOÓ realizations 
[Figure 4(b)]. 

lncorporatlon of Expert Oplnlon as Soft Data 
Based on this observation, soft data are added to the 

simulation process in the fo.;, of a decreasing probability of 
occurrence of alluvial fan material with distance from the 
suñace manifestation of each alluvial fan. For each 10 feet 
of depth directly below the alluvial fan, probability of occur
rence of alluvial fan hydrofacies is specified as 95%, 80%, 
~0%, 10%, and 0%. On the periphery of the fan a 95% 

•bability of occurrence 100 feet to the east and 200 feet to 
.~ north or south is specified (distances are limited by grid 

spacing in the model) with a zero probability at greater 
distances. A 10% probability of occurrence is specified at · 
Jocations underlying these peripheral zones. The sarne semi
variograms are used with both the hard and soft data to 
simulate 400 realizations. Again, using MT3D, the concen
tration at the proposed well location after 50 years of con
taminan! leakage is calculated for each realization. Uncer
tainty is slightly reduced (Figure 58); that is, precision is 
improved (note the narrower gray bars). The distribution 
still includes the "truth," so accuracy is maintained. How
ever, the distribution of predicted concentrations is still · ·. 
broad, straddles the regulatory level, and does not provide a" · 
definitivo basis for a decision. 

Elimlnatlon of Reallzations Using lnverse Flow 
Modellng 

Many of the 400 realizations are eliminated using 
in verse flow modeling based on four criteria. The realization 
is eliminated if the flow model does not converge to a fairly 
loose tolerance (0.1 m) on heads at any point during the 
parameter estimation procedure (30% are eliminated by this 
criterion). The realization is eliminated if the flow model 
does not converge to a fairly loase tolerance ( 1% change in 
oarameter value) on changes in parameters between itera-

'DS within the specified maximum number of20 iterations 
.u iterations is large for estimating 5 parameters) (20% 

eliminated). Examination indicates that realizations elimi
nated for lack of convergence were progressing in adirection 

.-,-._ 
-.--_=--'-,_ 

·.-.·::~e: --.----- ·.-

·10 -8- _-6 ... -2 o 2 • 
LOO CONCENTRATlON 

B 
. ~ "' 
~ 
~"' 
0:1 
"'30 
~ o 
ffi20 
u 

"' .. 10 ~ 

o 
·12 ·10 ·• ·• .. ·2 o 2 • 

LOG CONCENTRA. nON 

60 r.-e 
!:!so 
o 

~ •o .. .. 
"'30 
~ 
o 
ffi20 
u 

"' .. 10 ~ 

12 ·10 ·• .. ·• ·2 o 2 • 
LOG CONCENTRA nON 

Fig. 5. Histograms o( predicted concentrations at the proposed 
welllocation 50 yrs arter breach ofthe landfill. A: based on hard 
data and field estimated hydraulic parameters; B: based on hard 
and soft geologic data and field estimated hydraulic panmeten; 
and C! after eliminating configurations from B and estimating 
parameten using inverse modeling. 

-of unreasonáble parameter values. The realization is also 
elimin•ted if the relative order of hydraulic conductivities is 
not.,; expected (7% eliminated). Examination suggests that 'e· 
these realizations have hydrofacies connections that are not 
similar to the true connectivity of hydrofacies. Finally, the 
realization is eliminated if the converged parameter estima-
tion is a relatively poor fit to the field measurements (heads 
and stream flow) based on the value of the su m of squares of 
weighted residuals ( 40% eliminated). Sum of squares values 
range from approximately 180 to about 1200 for this prob-
lem. Realizations yielding values greater than 600 (half the 
maximum value) are eliminated; this is an arbitrary cutoff. 
Only 2.5% of the realizations remain after these elimina
tions. Contaminan! transport is simulated in these realiza
tions with MT3D using the hydraulic parameters estimated 
with MODFLOWP. The uncertainty is substantially reduced 
(Figure 5q and the distribution mean is near the truth, 
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-~ .. -~---. 
· ·. r r· · ·.·.indicating t~at inverséll~-~odclingis a promising approach -unde.~lt"ostatistical· assumptions of stationa~IJ: and 

.. ·.; '· ··,:' •.10 incorporatíng hyd;ologicdath into~hc'sitnulation process. ; · ... er~~thout the. incorporal ion. of hydrologíc data 
. :·,·,to:rcducé.unccnamt'jf:Aithóugh'the'eliminatian·critcria are :·'·'·~'flfOdcling:prm:ess,-uu:sc.:implausibiliticslmight not 

· · • :-- •-·.;subjective;•we'emphasize· that .. it-is···prefer.able.W.:dimWate . ·~.~1laveobt:en ·:idéiififu:d :ana·.t'he·:resliltin_g::responsc function 
· · .·. •· •· · ''<'·'·manyaceep.t'ib:¡¿reallzations in·oroerioavoid•retainingany' •y ,,~ !Íave iern;¡ined ·imprecise.-Analy~,-an<!·da¡a collec- . 

·. ;, ·~:··:::. ' ; Uñacci:piabte =realiza.tiOns;. ·thUs · the eliminatiOn· criteria '· :-'fiOQ··mtist foéu·s-ori reducing ·u-nce.rtilinty {iilcreáSing:préci-_ 
should be stringent. sion) while capturing the truth in the distribution of pre

dicted concentration (maintaining accuracy). 

Summary 
The problem presented herein illustrates a situation in 

which the use of hard data and multiple indicator condi
tional stochastic simulation leads to a large uncertainty. 
Inverse flow modeling identifies too much continuity in 
hydrofacies based on inappropriate estimates of relative 
hydraulic conductivity valucs for the hydrofacies. This 
observation is used to incorporate expert opinion on the 
probability of the extent of the alluvial fan hydrofacics as 
soft data in the simulations, resulting in sorne reduction of 
the uncenainty in contaminan! concentrations. Finally, 
inverse modeling eliminates geologíc realizations that do 
not yield a close fit to the hydrologíc data, substantially 
rcducing uncertainty. 

Given that hydrogeologísts mw;t make decisions based 
on incomplete information, it is necessary that these deci
sions incorporate a recognition of uncertainty. Stochastic 
modeling of geologic uncertainty provides a means of quan
titatively addressing uncertainty in the response function 
(advection and dispersion). As shown in Figure 2,this paper 
presents incorporation of disparate types of information for 
reduction of uncertainty. This "data fusion" forces the 
resulting predictions of fiow and transpon to be <:_o.n_sis_tent 
wiiií3Jfiivailable data: Furthermore, ihis work demon
str~--te¡-;¡;r;¡ques' for incorporating disparate types of 
data into site assessment: use of soft data in stochastic 
simulation of geologíc units and inverse fiow modeling. In 
this case soft data are in the form of _expert opinion on 
geologic conditions (which is identified through inconsistent 
results of inverse fiow modeling). The same approach can be 
w;ed lo incorporate geophysical data (McKenna, 1994; 
McKenna and Poeter, 1994) and other types of expert 
knowledge about the site. -lnverse modeling allows ~he 
incorporation of hydrologic dálainiouncéít.iiniy as~s
méni Íhrough automated fiow Ínodel calibration. 

TheflfStstep in the demonstration of data f~sion in this 
· paper illustrates the danger ofignoring sorne of the available 
data. Using only hard data lo generate stochastic geostatis
tical simulation yields realizations of the subsurface which · 
are implausible. These implausible realizations are most 
likely the result of biased sample data and violations of the 
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Abstract 
Nonlineár regression was introduced lo ground water modeling in the 1970s, but has been used very little lo calibra te numer· 

ical models of complicated ground water systems. Apparently, nonlinear regression is thought by many lo be incapable of address· 
ing such complex problems. With what we believe lo be the most complicated synthetic test case used for such a study, this work 
investiga tes using nonlinear regression in ground water model calibration. Results of the study fall into two categories. First, the 
study demonstrates hów systematic use of a well designed nonlinear regression method can indicate the importance of dÍfferent types 
of data and can lead to successive improvement of models and their parameterizations. Our method differs from previous meth· 
ods presented in the ground water litera tu re in that (l) weighting is more dosel y related to expectcd data errors !han is usually the 
case; (2) defined diagnostic statistics allow formare effectivc evaluation ofthe available data, the model, and their intcraction; and 
(3) prior information is used more cautiously. Second, our results challenge sorne commonly held beliefs about model calibration. 
For the test case considered, ~ show tha_l (l).lield lllt!aS.u!!!l.val)!es_l!f.hydrymlic ~ndu~tivity a!".!'~l !':'. <li_rectly applicablc to mod
é as their use in sorne geo§tati.sli<:al methods imply; (2) a unique model does not néCesSárily need to be ideritificd ·¡¡¡·olifiim accu
rate predJ"ctliiñS; and (3) in the absence of obvious mÓdel bias, model error was normally distributed. Thc complexity of the test case 
involved implies that the methods used and conclusions drawn are likely to be powerful in practicc. 

Introduction 
Regression has been a powerful tool for using data to test 

hypothesized physical relations and to calibrate models m many 
lields (Draper and Smith 1981; Seber and Wild 1989). Despitc its 
introduction into the ground water literaturC in the 1970s (reviewed 
by Mcl.aughlin and Townley 1996), regression has been used very 
little with nume_r;ical models of complicated ground water sys
tems. The sparsity of data, nonlinearity of the regression, and com
plexity of the physical systems produce substantial difficulties. 
Obtaining tractable models that are sufficiently representativo of the 
true system to yield useful results is arguably the most important 
problem in the lield. The only options are improving the data, 
ignoring the nonlinearity, and(or) C':lfefully ign0ring sorne of the sys
tem complexity. Sparsity of data is a perpetua! problem notlikely 
to be alleviated at most field si tes despite recent nnpressive advances 
in geophysical data collection and analysis (e.g., Hyndman and 

· Gorelick 1996; Eppstein and Dougherty 1996). Methods that ignore 
nonlinearity are presented by, for exarnplc. Hocksema and Kitanidis 
( 1984) and S un (1994. p. 182). The Jarge changes in parameter val-

'U.S. Geological Survey, P.O. Box 26034. MS 413. Lakewood. CO 
. E-mail: mchill@usgs.gov (first author) . 

'U.S. Geological Survey, 12201 Sunrise Valley Dr .• MS 411. Reston. 
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ues that occur in most nonlinear regressions of ground water prob
lems after the first iteration, however, indicate that linearized meth
ods are unlikely to produce satisfactory resuhs in many circum
stances. ~~-~in:tP!i!}cat~~!l ~~ate9J~ P!!!"~~~t~r:iZ!I~i_on_ ap~!.9 
be the only P9tentially useful option, and is the mechanism con-
side~~-d i~ thi~ ~ork. . - ·- ····-

--DCtillllii·~- tractable but use fui leve! of paramcterization for 
ground water inverse problems has bccn an intenscly sought goal, 
focused mostly' on the representation of hydraulic conductivity or 
transmissivity. Suggested approaches vary considcrably in com
plexity. The most complex paramctcrizations are cell- or pixcl-bascd 
methods in which hydraulic conductivity or transmissivity varies 
from one finite-difference ccll or other basic model entity lo 
another, using prior information or regularization to stabilize the 
solution (for example. Mcl.aughlin and Townley 1996; Clifton 
and Neuman-1982; Tikhonov and Arscnin 1977). Prior infonnation 
and rcgularization produce similar penalty function terrns in the 
objective function, but prior infonnation nect.ls to satisfy eilher das
si calor Bayesian assumptions, whilc rcgularizalion does not. Grid
scale parameterizations minimize uscr-imposcd simplifications, 
but have the following problems: (1) hetcrogeneities smaller than 
the grid scale often are importan t. so use of grid-scale. parameter
ization generally does not eliminate the scale problem; (2) more 
hydraulic-conductivity or transmissivity data than are available in 
most circumstances or often unrCalistic assumptions about smooth
ness generally are needed; and (3) as presently developed. it is no! 
straightforward to include knowledge about geologic structure into 

VoL 36. No. 3-GROUND WATER-May-June 1998 

.. .,.,._,,_ 

._ ...... 

. ·--. 



· --- -grid-scalc methods·to·produce; Jot example. constraints·that can·· .. :a modcl that in sorne way reproduce:-. mca:-.un:LI Yalu~~- ·fil~~· ... ult
:, _.::.. .. rixfuce théneed.for SO·many·rñCa.Gi.zíi~nt~ of-hydrauJic.conductivit\'. ~ ': ing matcl\~d·to.reevaluate·model structurc. C~\tllllldUb. c.tli
: ·· · '·.or:trnnsmissivity. · · . · ··:: :- ... .: :i:.· ;.:.-. -- · : · ·- .. -. .:.. · -~.- -f •. : • ,. • .br..tti·ru~~~:·u~ing only trial.and error: Pn-,l,km ..... ,~-~~~~·\1,11~~ 

.· ··: ·: ::-·.- .. , :::-.·;Simp1er·.parameteriz.aiionsúnclude.'"'zonatiom·int6rpolauon.· or, ::-tria~;:.ilÓ~ have·beerudiSGUsscd by.nl'uny.:mthlW~.:IncluJ
ci.·. '" ~-t:il!"llwectors·<>f thécvariance-covariancematrix<>fgtld-ocale.paraul··-:. ,j11g.~.and 1\lcuman·~J 986). Goolcy a11d.Naff ( 19901 a11J ·H ill 

.:-, ., .• , eters:(for-el<l!mple; Jac66:ronl985; S un aild-Yeb'l985; Coolcy ct aJ, . {Jmi;, 3).: : -..-. :. : '·- .... 
.,, ;;, 'CJ986; .RainaRao :ei al: ·1995; Réid.J996; D~ Agnese et· a1: 1998. in · :i.1<Jd~¡ calibri11ió~ ;,;m be addn:Ssed more cffeéti\·éfy:t>Yreplacc 

press). Stochastic methods (for example, Gelhar 1993; Yeh el aL ing tria! and error with invcrse modeling as much as possible. 
· · 1995; Kitanidis 1995) alsogenerally fall into this category, although · · where in verse modeling refers to using formal optimization and sto· 

they.share sorne of the characteristics ofthe grid-scale methods. These · cbastic methods to evaluate and estimate parameter values. In this 
simpler parameterizations produce a more tractable problem, but it work, inverse modeling is accomplished using non linear rcgression 
is not clear al what point the simplicity diminishes utility. The prin· (Bard 1974; Cooley 1977, 1979, 1982; S un 1994); associated 
ciple of parsimony (Box and Jenkins 1976; Parker 1994) suggests advantages are discussed by, for example, Pocter and Hill ( 1997) 
that simple models should be considered, but the pcrception remains and Hill (1998). 
that complex systems cannot be adequately represented using par- In this work, nonlinear regression is accomplishcd using the 
simonious models. For exarnple, Gelhar ( 1993, p. 341) claims that inverse ground water flow model MODFLOWP (Hill 1992). This 
"there is no clear evidence that [nonlinear regression] methods model allows a wide variety of system characteristics to b_e calcu-
[using simple parameterizations] actually work under field con di- lated with defined parameters and allows for general definition of 
tions." lndeed, Beven and Binley ( 1992) even suggcst that for sorne pararneters so that spatially distributed quantities such as hydraulic 
problems it may be best to abandon the concept of parameterizaticins conductivity and areal recharge can be defined using zones of con: 
simple enough to produce an optimal set of pararneter valucs. A con- stant value, interpolation methods, and sorne stochastic methods. 
cept as useful as parsimony should not be given up lightly, yet To conducta definitivo study of regression methods, it is nec-
thefe "ha5 been no conclusive evaluation .of how complex paramC- essary to use a complex synthetic test case in which all aspects are 
teriz3.tiÜ~s need to be to produce use fui reSults. known. This is only possible if the synthetic test case is a numer-
. --Thfs study originally had two purposes: (1) lo present an ical modeL The true system in this work is a steady-state, three· 

approach that makes nonlinear regression methods more useful for dimensional numerical ground water flow model with five layers 
the types of problems typical in ground water; and (2) to use a syn- and five times smaller grid spacing than the calibrated model. The 
thetic test caseto evaluate the method and sorne general issues of test case is characterized by aquifer heterogeneity. a confining 
model calibration. Because several ~icles describing and apply- unit, areal recharge, and ground water interaction with a lake and 
ing the approach have recently been published or are in review a strcam. The tuming bands stochastic mcthod (Mantoglou and 
(Anderman el aL 1996; Barlebo et al. 1996; Pocter and Hill 1996, Wilson 1982), as implemented by Wilson ( 1989), was used to pro-
1997; Hill1998; D'Agnese et aL 1998, in press; Barlebo et aL in duce hydraulic-conductivity and areal-recharge distributions, and 
press), this paper will focus less on prcsentation ofthe approach and the areal extent of a confining unit. Sorne aspccts of this test case 
more on its evaluation using the synthetic test case. Issues of con- were used by Eppstein and Dougherty ( 1996). Calibration is accom-
cem are whether the approach can be used as a scientific hypoth- plished using nonlinear regression to estimate parameter values that 
esis-testing and data analysis tool that is likely to yield subs.tantial represent aquifer and confining unit hydraulic conductivities, 
insight into, and accurate mCKlels of, complex ground water systems, lakebed and streambed conductances, and areal recharge. This 
and whether problems simple enough to produce a well-posed work is distinguished by the wide range of parameter types estimated 
nonlinear regression are useful in tenns of model calibration and in the regression: most studies only estima te parameters related to 
accurate predictions. the hydraulic-conductivity distribution (for example, RamaRao et 

Methods and Previous Works 
The synthetic test case is set in the framework of numerical 

ground water flow model calibration and prediction. In this work, 
model calibration is divided into model construction and parame
ter evaluation and estimation (as in, for example, Gupta and 
Sorooshian 1985; Sun 1994). Model construction includes: (1) 
Choosing a physical equation and numerical methods and devel
oping or choosing a computer program; (2) defining systein dis
cretization, representation of boundary conditions, and so on; and 
(3) selecting what aspects of the physical system to represen! with 
parameters. Using this terminology, the same system characteris
tics may be classified differently in different applications. For 
example, when using zonation, defining the zones generatly is 
classified under model construction as defined above. lf the loca· 
tions of the zone boundaries are represented by pararneters, these 
would become part of the parameter evaluation and estimation 
(for exarnple, Hyndman and Gorelick 1996). Given a model struc
ture, model pararneters can be evaluated for their importance under 
calibration and prediction conditions, and are estimated to achieve 

al. 1995). Model calibration was conducted by two of the authors 
of this report who knew only the information presented in the sec
tion 'The Synthetic Test Case," exccpt that they did not know the· 
true head distribution. 

As implemented, this is believeri to be the most complicated 
test case that has been used in thc evaluation of ground water 
in verse modeling. Other complex test cases include the following: 
Chu el al. (1987) estimated transmissivity and dispcrsivity of a two
dimensional synthetic test case. Gomez-Hemandez and Gorelick 
( 1989) used a two-dimensional synthetic test case to investigate 
effective bydraulic-conductivity values, but did not investigate 
many of the model calibration issues studied in the present work. 
Poeter and McKenna (1995) prcsent an innovative method of eval
uating the hydraulic-conductivity distribution in detail using a 
three-dimensional test case, but do not consider other aspects of 
model construction or data availability. 

In this report, the nonlinear regression method is presented 
briefly, data on the bUe system available for model calibration is pre
sented, model construction and calibration using nonlinear regres
sion are described, and the calibrated models are compared with the 
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:~·.· . .. rrue system chJracteristics. PrC;di~tions· from the uuc and cali- unknuwn by thc modclcrs. and.wcights \v¡,;rc a:-.-.ignL·d-11-~f-J on 
.· ·_: :: :' i:bratcil·modcls arc-prese1_1tC~ 'anif comp~red:with managemcnt cri- . -·-~cxpee~~-~~~U!_Cñ:'l_ez:tt error (Coolcy el .al.· 1 9X6: Hill :~o:)~- p. 

-· :-.-.'~·-~tcria:-Finally:·thc·rc.'\.lllrs·arc··CValuate<l.to"dctcnniilc ihc strcngths ami : _ -.. -4X). as-,J·~ª hy. standmd-'dcviatitm·, and L'tll'!"IIL·ienl~ +lfT;u i-
wcak-nc."is~·gf:thc rcgreSSion:and p<~r~mctcr;i-7..ation medmds_ uscd.-.- : . .'-atioU~~.lfCUI~te.·thc .v.ariam:es:-Bcc:tll..;c illC't:tlitlalll'C t1iú\',kléd 

=-'·. __ _.· ••. Lby.cotli#tion.~2).;¡Uows.room fnr-.adjusunCJ.U.:Útc weight~ o.ll'c 1-01id 
· · · · · · --.--_::.._~--- · --~ ._. '---~~o-~S~jec~Y~Iy-:~ine<L-In·practicc;.thc·detcr_mi~~tiiJn.of :-

. . >,e , Nonlin.ear .-Regressroil . . . : . .. . ·wciglitS is alwayssomewhat subjective cxécpt\vhéii!Íl~y·¡ifi:' áuio- · . 
. ThiS s.Ccüoll briefly -describes' the re.greSsian· methods used: matically updated as par! of lhe regression (Huber 1981; Barlebo 

Aspects of the approach are discussed further by Hill (1992), .. el al. in press). Allhough useful for problems wilh largc data sets (as 
Andennan el al. (1996), Poeter and Hill (1997), D'Agnese et al. in Neele et al. 1993), automatic updating can obscure the use of 
(1998, in press), and Barlebo et al. (in press); lhe most complete model fit in discovering erroneous data and model error whcn 
description is by Hill (1998). Nonlinear regression was used 10 find data sets are sparse, as is typical in ground water problems. In the 
parameter values that minimize the weighted sum of squares objec- approach presented in this work, wcighting is not automatically 
ti ve function, S (!1, ), calculated as (Seber and Wild 1989, p. 27): adjusted. lt is sometimes adjustcd bascd on rcgrcssion rcsults aftcr 

(1) 

where 
l1. = an np X 1 vector containing values of lhe estimated param-

np 
y 

n 

y 

eters 
= lhe number of estimated parameters 
= an n X 1 vector of observed hydraulic heads, flows, and 

prior information 
= lhe number of observations ofhydraulic head, flows, and 

items of prior information used in the regression 
= an n X 1 vector of simulated (using !V hydraulic heads, 

flows. and prior i~formatiori 
(y -y)= an n X 1 vector of residuals (observed minus simulated 
- values) 

'Q = an n X n weight matrix. 

. l'eighted residuals are importan! indicators of model fit, and are cal
culated as \!! 2 (J:: - i ). The objective function is minimized wilh 
respect to the parameter values using a modified Gauss-Newton 
melhod. 

It is desirable to estimate parameters with the smallest possi
ble variance to achieve estimated values that are most likely to be 
close to lhe true values. Todo lhis using Equation 1, linear theory 
indicates lhat three conditions need to be satisfied (Bard 1974; 
Tarantola 1987): 

l. The model needs ·to be correct. 

2. The weight matrix needs to be proportionalto the inverse of lhe 
variance-covariance matrix:.of the measurement errors of the 
observed hydraulic heads, flows, and prior parameter infor-
mation. ¡. 

3. The measurement errors need to be random. 

In addition, if Equation 1 is derived by classical Gauss-Markov argu
ments, lhe errors need not be nonnally distributed (Helsel and 
Hirsch 1992); if it is derived using maximum-likclihood argu
ments, nonna1ity is needed (Carrera and Neuman 1986). 

Two aspects of nonlinear regression as implemented in the pre
sent work are discusscd in more detail - weighting and diagnos
tic statistics. 

Weighting 
To assign lhe weighting needed in Equation 1, it was assumed 

that measurement errors were uncorrelated, producing a diagonal 
weight matrix with nonzero elements proportional to one divided 
by the variance of the measurement errors. The actuallack of mea
surement error in the synthetically produced observation was 

careful consideration. 
The weighting procedure used in this work is a variation of 

common melhods described by Theil (1963), Carrera and Neuman 
(1986), Cooley and Naif (1990) and Hill (1992), but elimmates use 
of the common error variance. Here, the weight matrix is assumed 
to equal (instead of being proportionalto) lhe in verse of lhe mea
surement-error variance-covariance matrix and the flexibility pre
viously assigned to the common error variance is now used to 
allow lhe c:Uculated error variance to differ from its expected value 
of 1.0. The change reduces confusion for problems with more than 
one kind of observation - so-called couplcd (S un and Y eh 1990; 
Sun 1994), multiresponse (Seber and Wild 1989), or joint (Neele 
et al. 1993) problems. The convenience of lhe method results from 
(1) added clarity about lhe meaning of lhe weights and, therefore, 
the ability to compare any weighting used against expected values, 
and (2) lhe ability to use lhe standard error of lhe regression to infer 
possible dominance of measurement error versus model error . 

Conditions 1 and 3 above are satisfied only if the weighted 
residuals from all types of observations and prior information 
appcar to be statistically consisten! wilh each olher or if any statistical 
inconsistency can be explained by the correlation of the weighted 
residuals expected through lhe regression (Cooley and Naff 1990, 
p. 167-172; Hill1992, p. 66-69). Wilh lhis requirement, the melhod 
described here is consistent with methods using the common error 
variance. 

With the weight matrix defined as being equal to the inverse 
of the variance-covariance matrix of the measurement errors. the 
objective function (Equation 1) is dimensionless. The regression 
standard error is commonly. used to evaluatc model fit, and is cal
culated as: 

s = ( S(ll.) )1/2 
n- np 

(2) 

and al so is dimension1ess. Using s directly as a measure of model 
fit is sometimes unsatisfactory because it cannot be used to com
pare models wilh different weighting and because it has little intu
itivo appeal. To obtain values lhat more effectively reflect model fit 
in lhis work, s is multiplied by lhe standard deviations or coefficients 
of variation used to calculate lhe weights for lhe head observations. 
The resulting statistic is defined here as lhe fitted standard devia
tion or the fitted coefficient of variation. 

Diagnostic Statistics 
During calibration. many statistics can be used to diagnose 

problems with the calibration and the regression in addition to the 
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.standard error· and fitted statistics dcscribcd ·abo ve. ll1c stati~tics 
-· , .. :~ dcscribed here haye·p~-Q~ct_[o be ext~mely effectivc. · · 

"·:. ·, · ,, .; Cornposite scaletJ:sCnsitJ~i~it!~ilnd pm<Jinetcr co1Tda11on coef
.- •' · .. ;.··~f licieilis are used toÍncmmre ~hc-mf.i>IÚlilllon_.availa¡,~.fnHnthc data 

· ··.":. _·.to estimate,parnmcters or, equiValcntly.'to·detcnnine·.whichl'nraní- · 
--:_: .. , -- _l'eler_!;·coiild:likely._:be.est•mate<hniqucly wit~ thc:available data. •• ;.;=-: ... 

· · · · ~ -~' Composite sca.lé:d-Scnsitivitfes are d-irñensionless qu:intities cale;-_--=:.-- ~-
·lated as: - ·-- ·- \ ~~~:::¿~ 

{:., = [(1/n)i*'w"(b;~)']"'/ (3) 

Th \ d 'edf '") .-/./. edb ese quantJtles ... ~nv _ ~?IE -~tmt ar s~ttstlcs us y 
Cooley et al. (1986), and were first presented by Hlil (1992). They 
resemble the CTB statistics dcrived independently by Sun and 
Y eh ( 1990). Each composite scaled sensitivity is the square root of 
a diagonal element of the Fisher information matrix (Roa 1973, p. 
33; Carrera and Neuman 1986) scaled by the parameter value and 
n. The authors' experience indicates ~at ifj:.Q~..W.~~~~ -~cal_~_ sen
sitiviti~s range over m?!~_th~n about_ twp..Jrde~s of magnitude,-~~-e 
reiression is commonly unstable. r 

· Correlation coefficient;;;;:e calculáted from thé elements of the 
variance-covariance matrix on the parameters, which are cillcu
lated as: 

- '[(..lY ay J -•] v .. - s w-
•J dQ - dQ ij 

(4) 

The correlation between parameters i andj is calculated as V¡iV¡1Vjj)M. 

In general, correlations exceeding 0.95 indicate that all the pararneter 
vaiues -mainót ~esiimated uniqÜely.. ·---
'- One of the most obvious featlires-Or using nonlinear regression 

is that, for the well-posed problems developed in this work, opti
mal parameter values are obtained. These values and their individual 
95% linear confidence intervals (Seber and Wild 1989; Hill 1994, 
p. 26-38) are used diagnostically in two wayo. First, they are used 
to indicate whether unrealistic optimal parameter estimates suggest 
the presence of model error or not. If the model is correct and suf
ficient data are used and are being simulated correctly, optimized 
parameter values are expected to be reasonable. Unreasonabl~ 
optimal parameter values often indicate proQ.!e_ms w¡¡¡;-¡¡;~ ~odel, 
ti1e data, or "thi: way .the data áic being related to the mÓdel. Linear 
cOnCjenc.~ mterv31s on- Unre-alistic optimized paf~iñ~ter values 
that include or nearly include realistic values s'!llg~st_that t]!e_~~ta 
are insufficient for conclusiv~.evaluation, 31)_<;1 th~ probl~m is less 
likely to ~e model error. 

-- COñti.dence int~rv~ls on optimal parameter values are also 
u sed to indicate possible model simplifications. lf the confi~"-ce 
intervals of two optimized recharge parameters, for example, 
I"!i;ily_!Jverlap,ii.is lik~Jj/ that .they could be représcnted ás one 
recharge parameter. 

The Synthetic Test Case 
Synthetic Valley is an undeveloped alluvial valley surrounded 

by low permeability bedrock (Figure la). Surface water features are 
Blue Lake and the Straight Rivcr. 

Figure la. Oel!J The 6096-m by 3810-m areal extent orthe true and cal· 
ibrated models used to represent Synthetic Valley, the true areal 
extent of Blue Lake and the confining unit, the location of stream 
gauges Gl and G2, the proposed locations of production wells Pl, P2, 
and PJ (Development scenario A includes pumpage at PI and PJ; sce· 
nario B at P2 and P3), the true hydnmlic heads ror the water table (solid 
contours) and thc basal part of the ground water system (dotted con· 
tours). 

Figure lb. (righl) 152.4-m finite-diiTerence grid spacing used in the cal· 
lbrated models, fmite-dilTerence cclls used to simulate the Straighl Rlver 
and Blue Lake, well numbers and locations, and, following the well 
numbers, hydraulic conductiviües (in meters pcr da y) measured uslng 
slug tests and, for wcll27, an aquifer test. Figure lb shows the location 
of wells available from the beginning of the study (•), wells drilled in 
field season 1 (o), wells drilled in field season 2 ( x ), and the weU drilled 
in field season 3 ( + ). 

Development Scenarios and Management Criteria 
The design of the model and data collcction efforts depend on 

the proposed development, so it is described first. Proposed devel
opment includes: ( 1) a 7600 m3/d (cubic meters per day) weU in the 
southem part of the valle y at either well Iocation P 1 or P2 (Figure 
1 a), and (2) a 1900 m3/d wcll at location P3 (Figure 1 a). 
Dcvelopment scenario A includes the pumpage at PI and P3; 
development scenario B includes the pumpage at P2 and P3. 
Mánagemcnt criteria are: (1) Drawdown of the water table cannot 
exceed 0.6 m anywhere in the northem half of the valley; and (2) 
streamflow at gauge site G2 (Figure 1 a) cannot be decreased by 
more than 20%. Because the devclopment is characterized by con
stant rates of pumpage and lhc management criteria in vol ve long
term effects of pumpage, predictive simulations are steady state. 

Model Discretization and Boundary Conditlons 
The finite-difference cells used to represent Blue Lake and the 

Straight River in the true model are outlined in Figure la. The 
Straight River is a head-dependent boundary; Blue Lake is repre
sented as a volume of very high hydraulic conductivity. The top of 
the model is simulated as a water table free-surface boundary sub
jected to areai recharge, which is represente<! as a defined flux. The 
four sides and the bottom of the model are no-flow boundaries. r 

- model layers were used in the true model. 
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Data · ·, -. cipilaLJon otl and cvap<lri.ili<uJ frn111 thl! lakc ~urfacc gcncrally afc.~¡ 
, ·_· ...,_.: . All data used for nuxJcl construcüoo.and cahbrJ.tion are either , affcctc<lby~ ~~~~-~~cvcl changcs. -~ 
.. . -, calculated using·the·truc~syst-~Jn-n~:-d;;,.·i~c~Jj-~{!lfl lmc~\)'stcm char- ~~C~~~~_:~_:--···.. · ·' · -
t;. ;stics;:thcy wcrc QOL coriu-ptcd hy:úill.lc.J nuHJom noisc:.Thu!oo.. ·_ ~·-: ·Modci_EalíliFáfió'n ,_ . ·, 

.lta af.C ~ére.accuraLe.th~JÍ·-the·dut~;av~;¡¡ah~-f~~r:~~¿~{.,,nodel ... -.. ~·:: •Glli~(i~~prog•~¡;;OO ·..tRrough .. the· dcvclepmcut :.-~-f.. s~-\'Cil 
.o';.::alibmtions,This·Iaékohvh;lt;¡,,.áimnionly ~.álled méasureinenl' .·mode1S~d CALO :(Ülé ·initial.model),. GALO-O 1--{\0:st~,the 

·::<error· állOW~i~fcir _a dCfiilifi'V~--~·v31u.iúio'n of ñ10dCt errO~. Whid( · · --- ·· - · 
' · . impo. rtañ¿,;of thc OI.riow mcasur'emcnt), CALOt-PR(testiiilsilig- · 

e·, •. plagues alt nmdel calib~tions; but whi~h 'gcnerálly cannot be char- . 
acterized. ~ prior infonnation to make one of the CALO estimated paramctcr val- . 

· ues more reasonable), CAL! (constructcd after field season 1 ), 
Data were collected at 17 existing wells and 10 additional 

CAL2 (constructed after field season 2), CAL3 (constructed after 
wells drilled in subsequent field scasons (Figure 1 b), and included 

field season 3), and NO LAKE (tests the importance of rcpresent
drillers' logs, water table levels, and water levels at the screened 

ing the lake). The data available for the CALO models consisted of 
intervals for all wells, and, for threc wells, depth to bedrock. The 

the data for wells 1 through 17, as described above, streamflows at 
valley sediments are mostly medium to coarse sands, sorne grav-

O 1 and 02, of which 02 and O 1 minus 02 are used in the regres
els, anda thin !ayer of lake clay in the north (confining unit of Figure 

sion, and the net loss from the lake. Additional data werc col
la). Data from similar valleys indicate that horizontal hydraulic con-

lected during the three field scasons. 
ductivity of the nQn-clay deposits range_s between 3 a_11_dJ50 mld 
(metérs per day), which spans one anda half orders of magnit~d~. Model parameters were defined lo calculate the model char-

actcristics listed in Table l. All defined parameters were estimated 
Remarkable vertical homogeneity displayed in the well logs was 

by non linear regression, except as notcd in Tablc 1. 
used in model calibration to justify using aquifer horizontal hydraulic 
conductivities that do not vary with depth, and are the same for all 
modellayers representing aquifer material. In this way, the test case 
is simpler than most field sites, in which vertical inhomogeneity 
dominates, but the overall complexity of the test case is substantial 
despite this simplification. 

Contour maps constructed using measured water table levels 
and hydraulic heads at the screened intervals are not shown in this 
report, but are similar to the true hydraulic-head maps shown in 
Figure la except that contours in the northeastern comer are 

' smoother than the true contours. The true hydraulic-head maps were 
'n by the authors calibrating th"Zinodcl ~niil theend oitilC 

, _. iio"f a1~ciis, waicr tab¡e¡;;e¡-;~ high~r ti;~;;t¡;~~ai~~-~~;. 
~ -els-ai the screens. Where the confining unit occurs, the hydraulic 

head declines with depth by 0.031 to 0.183 m; where no confining 
unit occurs, it is as large as 0.03 m, but is less than 0.003 m for nine 
of the 13 wells. • 

Mean annual precipitation is 91 cm/y (ccntimeters per ycar), 
and therc is no surface water flow into thc valley. At thc southern 
boundary, the stage in the Straight River is zcro, the datum for aH 
other elevations. The river gradient is 0.0002, so the stage at the head 
waters (2743 m upstream) is 0.55 m. Ocnerally, the river ranges from 
7.6to 22.9 m wide and is 0.3 mor less dcep. Oauged streamtlows 
atO land 02 of!'igure la are 25,046 and 2730 m3/d, respective! y. 

Blue Lake is a 5 m deep, sandy-bottom lake with no surface 
water inflow or outflow. A prcvious study of Blue Lake yieldcd the 
following: stage = 3.35 m; area of the Iake = 1.51 O X 106 m2; lake 
evaporation = 69 cm/y. Because there are no surface water flows to 
or from Blue Lake, the difference betwecn precipitation (91 cm/y) 
and evaporation from the lakc (69 cm/y) recharges 910 m3/d to the 
ground water system. 

The ground water budgct for Synthetic Valley can be exprcssed 
as: P-ET + 910 m3/d = 25,046 m3/d, where Pis precipitation,ET 
is evapotranspiration from the land surface, 910 m3/d is the net flow 
from the lake, and the right-hand side equals the measured flow at 
OL Thus, P- ET = 24,136 m3/d, which is equivalent to O.OOlll m/d, 
or 40.6 cm/y over Synthetic Valley minus the area of Blue Lake. 

The long-term effect of local ground water pumpage on Blue 
o will be a decline in lake leveL It will not be an increase in the 

net How from the lake to the ground water system because Blue Lake 
is a closed lake with no surface water inflow or outflow, and pre-

Model Discretization and Doundary Conditions · 
The areal finitc-difference grid and the cells used to represent 

Blue Lake and the Straight River in the calibrated models are 
shown in Figure 1 b; the lake and rivcr were head-dependent bound
aries. To avoid adding nonlinearity that would promote longer, 
more unstable rcgression runs, during calibration thc top layer of 
all calibrated models was represente<! as confined instead of uncon
fined. Resulting inaccuracies were found to be negligible for these 
steady-state models. The sides and bottom of the models wcre no
flow boundaries. Vertical discretization is shown in Figure 2. In the 
north, the bottom of !ayer 1 coincides with thc bottom of the lakc; 
the bottom of !ayer 2 coincides with the top of the el ay confining 
unit (which is simulated as verticalleakance bctween layers 2 and 
3 ). In the south, the bottom of !ayer 1 is deep enough to ensure that 
no cells go dry; the bottom of !ayer 2 was placed about 15 m 
lowcr for all models except CALO, in which !ayer 3 is absent and 
!ayer 2 extends to the bottom of the modeL Thc bottom of the model 
was dcrivcd from bedrock clcvations mcasured at wells 1, 5, and 
27 and some geophysical data. 

Calibration Results 
Somc of the qucstions posed and answercd at majar stcps of 

the calibration are presented in Table 2 to display thc hyP,9th~~is
tcsting framcwork. and to dcmonstrate how nonlinear regresSion and 
the diagnost1c statistics were used. There were no problems with 
uniquencss in any of thc regressions - optimal paramC,ier values 
werc readily identified for each model and parameter correlation was 
low; the largest correlation of 0.95 was calculated for CALO-O 1, and 
evcn thcn starting the regrcssion at severaJ sets of initial values indi
cated that thc opt1mal parameter values were unique. Using the diag
nostic statist1cs to evaluate the importance of different parameters 
lo the prcdictions, as suggestcd by Hill ( 1998), might ha ve been use
fui, but was not cansidcrcd in this study. 

The hydraulic conductivity distribution of the CALO models 
is defined using the zones shown in Figure 3a, ~ich Q!!X!uced_ th.J' _ 
best overall results 0f _t~e.many_zon~_coo(igyJatjons consid~red, 
Inter¡X}Íatio.ns based on linear triangular finite elements are used to 
define the hydraulic conductivity distributions qf t)te p_ther models; 
Figure 3b shows the finite elements used for CAI4 For the inter
polations, most of the estimated values were at nodés of the finitc-
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1i:-.K/. 11_11d Kr0.·wtl<t1Jluf_tt.tlllt~JI llyd!aulu.:-nnJdUt.:ttv-. tty-v.tlu~" (F~un:: ;1~): KR8 1 ,:KRB!'';mtM(.H.U,,:~)u;.~l o;trl!.:uulx:U-c~u\l~tu.:c . 

~ ·ova!UL,;(foi~ufc.7); KLB;-~le.1.ktll)~~(vc:rtical bydr.mllc-COJJ:duclivny (ltvtdcd by thid.-
7 •_ri~-.Hl~ tlic:''laJ.~: R(,'J{~~~il:lJl,~ mtc: KV; t~~ili:e hf the cuntinmt; umt 

(Figufc 4j~AN1v: Vc'rtlCai :uliM>troPy or a(¡uifcr m~neria_E_~/¡)rior. p~r.mu!t~r... ¡¡ .... d 
prior infurmation.) 

Model Characteristic Calculated Using the Parameter 

Streambed Horizontal Lakebed A""' Conlining Vertical 
Hydraulic Unit 

Model Conductantt Conducthity Conductanct R~ ""'"""" AnisotroPY 
·-. .. - -

CALO KRB0 K,o KLB RCH 1KV 1ANIV 
CALO-Gl K, o ·-
CALO+PR K,o 

CAL! KRB1 
212 w/prior do. do. KV do. 

KRB1 
KRB, 

CAL2 do. 216 w/prior do. do. do. do. 
) +3 

CALJ do. do. 4oooe do. do. do. 

NOLAKE do. do. "none do. do. do 

1
Not esttmaled by non~inear regression because of insensitiVity, as 1ndicatcd by small com-
positc scalcd sensitivities. 

Lrbe parameter labelsare K•. wherc • is a well number from Figure: lb. Thcse paramete~ 
are uscd in lhe mlerpolation scbeme shown in Figure Jb with prior infonnation used in lhe 
regrcssion equal lo the slug-tesl value shown 10 Figure: lb; for eJtamplc, for well l. 11 is 144 
m! d. 

lrhc paramctcr labels are K•, whcre • idenllfies locatton A. B. or C of Ftgure Jb Thcse 
paramc1e~ havc no prior infonnatton. 
~or CALJ and NO LAKE. KLB 1s a.lculalcd as thc hydraubc conductivily of 1hc undcr-
lymg ccll. dJVided by thc product of ANIV and the vertical distance to the cetller oflhe undcr-
lying ce\1 (6.9 m m all models) No separate KLB parameter wa.s defined 

'· 

Distance from north to south, in meters 

Figure 2. North-south cJ"'SS-osection showing thc Jaycrs used in the ca) .. 

ibrated models, including divisiom used in all models (-), top is the 
water table; divislons used for aU CALO models ( ···); and divisions used 
for all rnodels except the CALO rnodels (-). For any model, all north
south cross-sections are the same. 

~f· 
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Figure 3a. (left) Zones uscd to parameterize the horizontal hydraulic
conductivity distribution for all modellayers for the CALO models, ~th 

element grid located where slug tests had been conducted. The slug- the wells used to construc(the zones, the parametcr labcls orTable 1, 
test values are used as prior information for these paramcters.,Y!ith. · áiid the estimated values and thé 95% linear individual confidence 
~eight10 on the prior information just large enough (or, equivalently, ·_./ intervals, in meters per day. 
coefficients of variation just small enough) lo achieve con ver- . Figure Jb. (right) Triangular finite elements are used to parameter-
gencc of the regression. The final coefficicnts of variation are""' izc the horizontal hydraulic~nductivity distribution ror all modellay-
about 20%, which is somewhat smallcr than thc 30% that would be ers for the CAL3 model. The hydraulic conductivity is changed by the 

consistent with the authors' prior beliefs about the accuracy of the 
prior infonnation. Thus, this application needs to be regarded as a 
regularization procedure instead of Bayesian prior (Backus 1988). 
r The weights used for observations in the regression were cal:~ 
, culated using the standard deviations and coefficients of variation ':' 

rcgression at the numbered apexes or the triangles (thc numbers are 
well numbcrs) and at the squares labelcd A, 8, and C. 

.¡ ofthe measurement errors in hydraulic heads and flows, respective! y, 1 ., other liJodels were similar to the CAL3 graph. For CALO (Figure 
1., shown in Table 3, which were based_on_!ypi¡;al~surement.error J 6a), six out of the seven weighted residuals between weighted 

'· for these data types. The covariance between flows G2 and G I-G2 simulated values of 15 and 30 are positive, suggesting they may be 
(Hill 1992, p. 43), was not included in the weighting, but its omis- nonrandom. For CAL3, there is no indication of model bias related 
sion is not expected to significantly affect the results. The statistics to thc head and flow data, but estimated parameter values tend to 
used to calculate the weights were modified within reasonable be slightly smaller, on average, than the measured slug-test values, 
limits during calibration to achieve statistically consistent weighted as indicated by predominantly positive weighted residuals. 
residuals. The standard errors, s, in Table 3 are allless than 1.0, indi- Observed streamflow gains and those simulated using the 
cating that the model litis better than would be consistent with thc CALO and CAL3 models are shown in Figure 7. For the CALO sim· 
assigned weighting. This produces the small fitted statistics of ulations, there were streamflow gain observations at G2 and 
Table 3 and Figure 5, and is because, unbeknownst to the model- bctween G 1 and G2; for the CAL3 simulations there were stream-
ers, the data ha ve no noise added to them. flow gain observations evcry 152.4 m. In general, streamflows 

Graphs ofweighted residuals against weighted simulated val- are matched within 150m3/d. The 910 m3fd lake budget, which is 
ues for CALO and CAL3 are shown in Figure 6. Graphs for CALO- smaller than any of the per cell streamflow gains, was matched 
Gl and CALÜ+PR were similarto theCALO graph; graphs forthe within 2% by all models. 
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CALO 
34 heads 
3 flows 
6 parameters 

CALO-GI 
34 heads 
2 flows 
6 parameters 

CAUI+PR 
34 heads 
3 flows 
1 prior 
6 parameters 

CALI 
44 heads 
19 flows 
12 prior 
18 parameters 

CAL2 
52 heads 
19 flows 
16 prior 
25 parameters 

CAL3 
54 heads 
19 flows 
16 prior 
24 parameters 

NOLAKE 
54heads 
18 flows 
16 prior 
24 parameters 

l. What are the bas1c relations 
. between the parameten; and the 

head and flow data? 

'· 
2. Can zones of constant hydrnuhc 

conductiv1ty be used to produce 
a good model? 

3. Does the areal recharge vary 
spatially? 

4. Does streambed hydraulic con· 
ductivity vary spatially? 

5. Does the confining unit extend 
aH the way under the lake? 

l. Does model accuracy depend on 
the unusual situation found in 
CALO, in which lOO% ofthe 
flow exitmg the system was 
meas u red at G 1? 

l. Can prior infonnation be used 
to make K 20 more reasonable? 

2. Does th1s produce a more accu· 
rate model'? 

l. Can the slug·leSt data be used to 
realistica11y represen! spatial 
heterogeneity of the hydraulic 
conductivity? 

2. ls it most likely that the spatia\ 
variation or flow into the 
Straight River is caused by vari· 
atmns m streambed hydraulic 
conductance or subsurface 
hydraulic conductivity? 

l. Do the data provide enough 
information to estimate the 
hydraulic conductivity at any of 
the boundary nodes? 

l. How do values from the aquifer 
test at well P3 (Figure 1 a) in 
field season 3 compare to simu
\ated values? 

2. Evaluate two assumptions used 
so far: 
a. The leakance of the lakebed 

is constan! over the area of 
the lake. 

b. The confining umt does not 
extend westward undcr the 
lake. 

l. Is including the lake in this sim
ulation importan! given the pre
dictive quantities of interest? 

l. 

2. 

3. 

4. 

S. 

l. 

l. 

2. 

Head data alone: most corrtltúion c~nfficients are 1.0. indicating that all parameters 
except ANIV are completely com:lated. Adding lake budget data m:tuce.s correlation 
slightly. Adding the G2 and (G 1.02) flow data reduces correlation substantially, but com· 
posile scaled sensilivi/Us suggest that these data are insufficient to estimate KV and 
ANIV. 
No. The zones shown in Figure 3a pmduced a good fit to heads and flows (Figures S and 
7), but K20 (719 m/d) uceeds the upected maximllm ( 152 mld), and its confulence 
inJerval (390; 1317) ex eludes reasonable values. This mdicates that the model is signifi· 
cantly biased. 
No. Estimated recharge rates applied to distinct zones fell within each others' confulence 
inJervals, indicating that one areal recharge rate was sufficient. 
Yes(•). The best mod~ljil to the data resulted when the simulated streambed hydraulic 
conductivity was increased by a factor of three from the head waters to the southem end. 
No(•; see 2b for CALJ). Having the confining unit extend under the lake such that it cov· 
em:t both tbe dotted and striped areas of Figure 4a resulted in poor modtlftt. 

Yes. Omitting the Gl flow, only 11% of the flow exiting the system (the 02 flow) is 
included in the regression. The G2 flow was matched closely because it alone reduced 
what would otherwise be extreme co~ÚlÜDn of the est1mated parameters. Overall mode/ 
ftt was closer than for CALO (see s, Table 3, Figure 5), but CALO-GI predictions were less 
accurate than CALO predictions (Figure 10). 

Yes.Imposing a prior information value of 122 m/d, with a confidcnce interval of.(74;200) 
(equivalen! toa standard deviatJon oF0.25 for the log-transformcd prior), resulted in a 
high, but more reasonable, estimate of 273 m/d, with a confidence interval of (177;421). 
No. CALO+PR predictions are less accurate than CALO predictions (Figure 1 0). 

l. Y es. The slug-test data were used as prior information to estimate a smoothly varying 
hydraulic conductivity field (Figure 9c). This distnbution appears to represen! the true diS· 
tribution with sufficient accuracy in that all esümal~d parameter mlu~s are reasonable 
and w~igltted residuals are generally random. 

2. (•) The mothlftt the measured flows into the Stra1ght River more closely usmg the 
streambed conduclances ofTable 1 than by variations in subsurface hydraulic conductivity 
represented with four finite element nodes a1ong the Straight River. lt is likely that varia
tions or either hydraulic property cause similar variations m the measured and pred1cted 
heads and flows. The streambed hydraulic conductivity is actually constan!. 

1. Yes. ComposiJe scaled sensilivilies indicated that hydraulic-conductivity parameters prob
ably could be estimated. by the regression at boundary points A, B. and C (Figure Jb) and 
.the resull; :g regression was, indeed, successFul. No new prior information was used. 

l. The simuleted and tu¡llifer-test horizontal hydralllic condllctivilies wert comparable¡ 
aquifer-test derived verticalleakance of the confining unit of 0.00337/d wa.o;. signifreandy 
lower than the optimi.ud vallle (outside the confulence int~rva/ of Figure 8b), indicating 
possible model error. 

2a. Asan altemative cons1stent with available data, the separate lakchcd was omitted from the 
model so that water flowing to and from the lake simply nowed lhrough the aquifer mate· 
rial beneath the lake. This pmduced a similar modelftt, and was uscd in the final CAL3 
model. 

2b. With the lakebed represented as in 2a, good model fit was achieved with the confining unit 
extending under the lake (Figure 4b). This was used in the final CAL3 model. 

l. No. When the lake wa.s omitted from the simulation, estimated parameter values were 
adjusted by the regression so that results were similar to CAL3. The estimated value of 
Kl9, the hydraulic conductivity parameter closest to the center of the lake, was unrealisti· 
cal! y high, but its confulence inJerval included realistic values (Figure 8d). 

'.,• 

.. 



·Sc.lcctcd·cslimmcd paramctcr·v¡¡Jucs anJ thcir lJ)l~, linl"ar. 
-''

1 -·N·,jndividual contidcncc intcrvals-ate~~lOWn.:irr·Fiuurc K Thc.'c ¡¡ ..... _ . . -e · e-

.,·-:· '1Jrcs,-;:how ht1w·1hc c~limatCd-V¡¡Jm!.'t<UJd thcir. prcci:.;i(uu.:htm~cll-li.•.r --

-·~thC.di-ITcrcnt·lmKiéJs;-NclficeiJwt parilOlCtors ~~h pritn·;i1JI(Jnnatitlll 
· '.·.r,(F.igure.~c.l) nc.v.cr . .bave_.confidc.&lL:C.Jillerv.aL-.,:..gl-eatci:tháilthti cÜ1l.:: 
. · n ... tidence;inter:v~l gn the""pr~íriforn~3tion,-(abt;-:nu'tcd bY.Can-cra;mJ -~ ·· . 
:·- ~ Neunlan 1986):AISO; cOJltldcncc inter:vals· on l)ydr..mlic-conJ~ctiv.ÚY . ·-

values without prior information tend to increase as the estimatcd : ~~· 
value increases, which is consistent with the smaller sensitivities 
COffi_ElOnly calculated ror larger hYdraulic conduCti.viti~s. \ 

·-- Th~ resul~~prese~ted i~ Table ide-mon~trat¡ ;;~-~;ber of sit- .J 
uations that are likely to ~mmon_~~~~!~~- In CALO, corre
lation coefficients and composite scaled sensitivities are used to 
detect data that provide insufficient or marginally sufficient infor
mation for the estimation of two of the defined parameters. The 
CALO-G 1 model demonstrates that with one outflow measurc
ment including only 11% of the flow leaving the system, correla
tions are as high as 0.95, but a better-fitting model results (the stan
dard error of the regression was less than for the CAUJ model; Table 
3). The better fit apparently resulted from there only being one cor
relation-reducing observation (the G2 flow); the simulated and 
observed G2 flow were nearly identical, which is typical of single 
correlation-reducing observations. The consequence is that any 
error in a single correlation-reducing observ~tion or in the way it 
is simulated will be directly transmitted to the estimated parameters, 
so that such an observation can act like an influential outlier on the 
regression. As discussed below, less accurate predictions were 
obtained with CALO-GI than with CALO. 

CALO+PR shows prior information being used in a way that 
diminishes model accuracy, while CAL! through CAL3 show 
prior infonnation being used in a way that improves model accu

"racy. Thus, for this problem, using prior information to force_opti
mal paramcter values to be rcaliStiC reduced model accuracy~júsirig ·. 
prior _iñfoníliiiiün ·to indude complexity noj_\!ir~_tly supp~rt~ble J!L 

t _the other data improved ITl~del a~Eur_a¡;y:] -

Comparison with the True Hydrogeology 
The true system has a 30.4-m grid spacing, comparcd to thc 

152.4-m spacing used in the calibrated models, and has five model 
layers instead of two or three. The area of Blue Lake and the loca
tion of the Straight River are the same in the true and calibrated mod
cls. The side no-flow boundaries are the sa'me in a11 models. In the 
true model, the elevation of the impenneable bottom of the ground 
water flow system was not as smooth as in thc calibrated modcls 
(Figure 2), and varied from about -46 m on the east to about 
-91 m on the west. 

The confining unit in the final calibrated models (Figure 4b) 
extends over more of the modeled arca than the true confining unit 
(Figure la) because (1) the confining unit present at well21 was 
assumed erroneously to be continuous with the larger confining unit 
to the north; and (2) none of the available data indicates that the con
fining unit is actually absent along the northeastem model bound
ary. Neural network analysis of the confining unit data (Risso 1993) 
correctly represcnted the break in the southem part of the confining 
unit, but did not resol ve the second problem. No simulations wcre 
done with the neural network results as part of the present study. 

True pararneter values are plotted with the optimized pararneter 
values and their confidence inteJVals in Figure 8. The true recharge 
rate plotted in Figure 8a is the average of a stochastically generated 

Table 3 ---.--:-
.. 

· ·· ·.-·,_-.:~.S~ror-W~ighting and orthe FinaH\todcls \..::-
.. jot. 't:ltu.l-:.ri.~···re!!ni""'inn O:.C.¡uatt~tñ 2). S&"\I;;IIUC nl l.fl-indtl':Ji .. .,::·,h,;tthl.' 

. 
-tn.-...1~1~~~-'~~hs·hydmu~c.~JI,!all,.:.'trcamtluw pnin.--aOO tal..c lp~!'"data 
·lt'o\-do.-.~~.; ,~-c~·with lthc..-~n:ticsmsed +o ctUmlat~:dll!' .wet~l""· 
'l>fllOJJ:i~uc.Q'Itulicntc a bcttc,;:flt;RÑ~O'correluüon-coc:fficient for thc wdghtcd 
.:n._~.,.¡~~~·cip¡X~ctf rK(~I-\"aluc~;wtth values rangtng f~-ó.9:ki'i~O~ val-
uc-.do<.c td l.~ i~d.Jcatc_that.the wcighted residuals are iOdepcrxlent: ri:~Oñt."·~¡j 
normally dt!.tributcd.] 

Mod~l 

Statistic CALO CALO-GI CALO+PR CALt CAU CALJ NOLAK.E 

Sll!l!<itig m lU: g¡l¡;ylals: lbs: Wlililbil [g[ lbs: mmtrnli!lll:ii 
Prehminary standard deviatmn for heads (m) 

0.10 0.10 0.10 0.10 0.10 0.10 0.10 

Preliminary coefficit:nl of varialion for. 

Strumflow 
gains 0.063 0.063 0.063 0.12 0.17 0.17 0.17 

l...ake loss 0.13 0.13 Ul3 0.23 0.33 0.33 0.33 

S!lti'i!ig 2:[ !bt fin1l mU:ds:b; 

' 0.78 O.<iO 0.99 O.<iO 0.45 033 0.42 

'RNl 0.960 0.939 0.879 0.962 0.980 0981 0.976 

(0943) (0.943) (0.943) (0.969) (0.972) (0.972) (0.972) 

tjtted statiqicy or thc final mOOcls (s times the statistic used to calculate the we1ghts): 

F1tted standard deviaion for heads (m) 

0.078 0.060 0.099 0.066 0.045 0.033 0042 

Ftned coefficicnt or variation for: 

Streamflow 
gains 0049 0.038 0.063 0,070 0.075 0.055 0.070 

Lake loss 0.099 0.076 0.12 0.14 0.15 0.11 0.14 

1Rr.l. C\aluatcd for thc ob-;cr.·auon~ and thc pnor mformauon. Crit•ca\ values are in parem.heses. 
1ft he rc~•du:il~ are mdcpc:ndcnl and nonnally d1stnbuted, thcn lhere 1s only a S% chance that ~1 
1' lc~s than thts value 

disuibution with a small variance (5% ), so that the true recharge is 
cssentially constant, as concluded in the calibration. Only the 
CALO-G 1 and CALO+PR models excluded the true value from the 
confidcnce intcrval. This reflccts the importance of the G 1 flow in 
the accurate cstimation of recharge and the ability of prior infor· 
m__'ltio_!]Jnappropriately applie419 0.!'.~311!!f1eter to affect~tjl~ 
mated _pari!~l<~tcrs. For thc verticalleakance of the confining unit 
{Fig;J"re Sb), the confidence intervals only include values th•t~are 
greater than the actual values. This probably results from the "Xcto · 
si ve arca! extcnt of thc confining unit in the calibrated models dis· 
cussed previously. 

The value of hydraulic conductance of the streambed used in 
the true model is 244 m2/d per meter of stream along the length of 
the Straight River instead of being variable, as simulated in all cal
ibrated models. For all simulations, Figure 8c shows that the small
est estimated conductances are simulated for KRB 1 in the northem 
reach of the river, where the true underlying hydraulic conductiv
ity is less tlmn the calibrated value (Figure 9; see Figure 1 a for stream 
location). The analysis in Appendix A indicates that little grid
size effect would be expected. 

The lakebed was represented in the true system as in CAL3 and 
NO LAKE, so that there was no distinct lakebed. There is, there
fore, no true value of lakebed leakance to compare with the estimates 
and their confidence intervals, and these values are not presented 
in this report. 
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Figure 4a. (left) The simulated extent of the confining unit in thc 
CALO calibration. Simulations included a confining unit CO\'cring 
both the dotted and striped areas¡ in the final CALO model the con
fining unit extended only over the dotted area. 

Figure 4b. (right) The simulated extent of the confining unit in the 
CAL3 and NO LAKE models, wilh the areas added for the CALI(//1), 
CAL2 ( +), and CAL3(\\\) models. The loeations ofwells available al 
the beginning ofthe study ( • ), drüled in field season 1 (o), drilled in 
field season 2 ( x ), and the well drilled in field season 3 ( + ) are shown. 

Vertical anisotropy equals 1 O in most of the true system instead r of2.5, as used in the final calibrated models; the inaccurate estímate 

·y 
1 

i~~OI)_S~t~l.ll_With the §~-ª!1 S9~PO~_Ít~-~~-a~§~i_t~Vi~~~~-.'?f_thi~ 
1 parameter. 

L. -·--Aqllifer horizontal hydraulic conductivity for the true system 
is shown in Figure 9a and is essentially vertically homogeneous, ao;; 
assumed in model calibration. The calibrated hydraulic-conductivity 
distribution for the CALO model. with its three zones of constant 
value. is shown in Figure 3a. It is clear why zonation could not suc
cessfully represen! this true hydraulic conductivity distribution. 
The ·triangulru;: finite-element grid used for interpolation for the 
CALJ m'&ie! is shown in Figure 3b; the same grid is used for the 
NO LAKE model. and the grid used for !he CAL! and CAL2 
models is similar but has fewer nodes. 

The calibrated hydraulic-conductivity distribution for model 
CAL3 is shown in Figure 9b. Most of the major highs and lows of 
the true hydrauJic conductivity are represented. Processes that 
depend on the smaller scale variations of hydraulic conductivity, such 

. as flow into the Straight River, can only be simulated well if other 
aspects of the model can make up for the overly smooth estimated 
hydraulic-conductivity distribution. As mentioned before. !o\1' esti: 
mated streambed conductance at the headwaters ofJhe Straigbtll.iyer 
--~---~------~---·-·--·---- ----

is probably rruiki11_g U{'_f?!_th~ hy§u!ic_C?!!<l_~~~~~~ higE. 
The hydraülic-F.eads simulated using CAL3 are not shown, but are 

:arly identical to the true hydraulic heads (Figure la) except in the 
.tortheastem comer, where the confining unit was simulated dif
ferently and the CAL3 hydraulic-head contours are smoother. 

- Comparison with thc Truc Prcdictions -:c.,_ 
,,; , -··l<-ll~-~~J'rcd}ction!" rclcv~mt to managcmcnt critc~~i and. 
·-=~2-:m:(-L~~~~~un..Jmwdown.anyv.'llcrc inthc H1mhcril·.,lan ,1r 

.. :.·.:.lhc ~ti~~~l(·,f;~~ppo~U to•cxcccd U.6.m); ami <2 )·lhc:~tcc:nt" · 
· _ ~:.changciiit;...o;.tJ'camtlow :.at...g.auht.ing:: .. ~ólliGll-G2..( not- ~ppo .. ~d lo 
.- · .c.i<c~_~20%).•c*uklled ax:I 00 times·thesimulatcd chan_ge ,¡¡¡.;ded 
· ,· by 2730. •ii·11d. the óbse.Ved llow unilcr. unstiessed ·coi•ditióils: As· 

dcscribed pieviously, development scenario A includes pumpage at 
PI and P3, scenario B includes pumpage at P2 and P3. Blue Lake 
is a closed lake so that pumpage was expected to affect the lake leveL 

·This was simulated for each prediction by reducing the lake leve! 
so that the contribution to the ground water system was the same 
with pumpage as it had been without pumpage. In the true system. 
this was accomplished by assigning the lake cells vcry large 
hydraulic conductivities . 

Figure lO shows that prediction accuracy for the best-fitting 
CAL2. CAL3, and NO LAKE models is extremely good; the 
CALO-G 1 model had the least accurate predictions. 

The maximum drawdown may be located anywhere in the 
northem part of lhe model. The true maximum drawdown is located 
along the eastem boundary for scenario A, and along the northem 
boundary for scenario B. For the thrce CALO models. in which the 
vertical leak3nce of the confining unit is very small, the maxi
mum simulated drawdown for both the A and B development sce
narios is located along the eastem model boundary at or near row 
5, column 25 (Figure lb). For the other calibrated models, it was 
simulated at or adjacent to proposed welllocation P3 (Figure 1 a). 

From a management perspective, the prcdictions made by lhe 
different models are similar. For development scenario A, al! mod
els indicate that managcmcnt critcria 1 and 2 would be violated. ' 
which is correct. For devclopment scenario B, the predictions for 
the maximum drawdown are close to thc management criterion 
(which is correct), with the greatcst discrepancy simulated by the 
CAlll-G 1 model; the predictions for the percent streamflow change 
are closcr lo the management criterion for the CALI, CAL2. 
CALJ, and NO LAKE models than truly occurs, and the CALO, 
CALO-G 1, and CALO+PR predictions exceed the management 
critcrion more than truly occurs. 

Thc less accurate predictions of the CAUl+PR model relative 
to the CALO model show that. in this circumstance. when the lin
ear confidcnce interval on the unrealistic parameter value included 
no reasonable valucs, the model with more accuratc predictions was 
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o 
CALO -G1 +PR CAL 1 CAl2 CAL3 

Modal 
NL 

Fi~ure 5. Fitted standard de~iations of hydraulic heads for the final 
models. (NL is the NO LAKE model) · 
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Figure 6. Weighted residuals versus wcighted simulatcd values ror the 
(a) CALO and (b) CAL3 models, for hydraulic hcads (o), flows (+), and 
prior infonnation from slug tests (x). In (a), one out of range Oow al 
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Figure 7. Mcasured and simulated streamflow gains along the Straight 
River for the CALO and CALJ models. Values are per flnite-difference 
cell, and finite-difference cell 1 is at thc upstream end of the river. For 
the CAL3 model, parametcr KRD1 applics to cclls 1 and 2, KRB2 
applies lo cell3, and KRB3 applies to cells 4 through 18. Gauge G 1 is 
located between cells 2 and 3; Gauge G2 is locatcd at thc downstream 
end of celll8. 

the model that fit the data better, e ven though onc .of the estimated 
parameter values was unreasonablc. This is consistent with 
Troutman's (1983, p. 801) results for rainfall-runoff modeling, 
and suggests that when an unreasonable value is well supported by 

o~~e~~tion data (as iñ~i~~~~~~~.Y fátS~CO~p~~i.t~~~~nsitiv-

: · liu!Tesolts show1.hat ... f~r this problcm, the mgst Q.\J~·.¡·o..is tikti--: 
cator of a ffiodel likely to produ~e inacCurate predictions Was é!n 
uñre~~!l~ble estimated paraJ!I~~e~.Y~t~~- In addition, w~ighted 
residuals were slightly nonrandom fÜr the less accurate models. -

;'Models with a closer fit to the data (Figure 5 and s ofTable 1) gen- -
i_eraily, '!Jl_tnot!!i\VJ!Y.s. produced more accurate predictions. 

The predictions shown in Figure lO are, of course, uncertain, 
which could be important to their use for management decisions. 
Analysis of measures of prediction uncertainty is beyond the scope 
of this report 

Discussion 
The power of this work comes from the test case bcing com

plex enough to test how the methods are likely to work in actual 
application. Thus, test case reaHsm is the flrst issue discussed in this 
section. Subsequent sections focus on tiu-ee issues crucial to the use 
of calibrated models to evaluate ground water systems: Model ' 
nonuniqueness and its practical consequences, appr9priate repre
señtá:tion of small- and large-scale heterogeneities of the hydraulic
coiidiiétivity distribution, and the effect of model error. 

Test Case Realism 
The test case is more reaÜstically complex than any other test 

case used for this purpose in that ( 1) the now system is fully three
dimensional and has commonly encountered types ofboundary con
ditions; (2) the areal hydraulic-conductivity distribution, areal 
recharge, and areal extcnt of the confining unit are rcasonably 
complicated, except as noted below; and (3) the problem is posed 
in terms of a managcment problem. The test case, however, is 
simpler than most field problems in that ( 1) the hydraulic conduc
tivity of the aquifer material did not vary with depth much, a con
dition rarely, if evcr, encountered in natural environments (the 
now system, however, was still Úlree-dimensional because of the 
boundary conditions and thc presence of a confining unit); (2) 
both the true and calibrated systems were truly at steady state, 
thus avoiding transient effects; (3) the location and impermeabil
ity of the lateral and bottom boundarles were better known than in 
most field problems, and (4) the rangc of hydraulic conductivities 
was somewhat narrower than in many fleld problems. 

The regression data used to calibratc the se ven models devel
oped in this work were hydraulic heads, lake seepage, streamflow 
gains, and hydraulic-<:onductivity values produced by slug tests, al! 
of which werc derived from the synthctic test case. The data were 
generally typical of the typc of data availablc in most field studics, 
except as follows: ( 1) Thc "obscrved" valucs of hydraulic head and 
flow were derived directly from the truc modcls, with no random 
errors added; (2) the hydraulic-head data were more evenly dis
tributed in space than commonly occurs; (3} the streamflow-gain 
measurements included 100% of the outflow from the system 
(except for the CALQ.G 1 model) and, for sorne of )he mode!s, were 
ofhigher resolution (every 152.4 m) than streamnow gains gener
ally can be determined from measured streamflows given common 

·, measurement errors; and (4} the slug-tcst data were equal to the .. 
hydraulic conductivity of a 30.6-m square finite-difference cell, 
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Figure 8. (a-d). Estimated values of selccted parameters used to calculate the following model characteristics: (a) rechargc ratc; (b) vcrtica.lleakance 
of the confining unit¡ (e) streambcd conductance; and (d) horizontal hydraulic conductivity. Thc graphs show the estimatcd valucs <•>; thcir 
95% linear, individual confidencc intcrvals (e); true values (*) or, in (Figure 8b), the range oftruc values (between the *s). Figure 8d includcs 
measured values (O)¡ for measurcd values u~d as prior information in the rcgression (Figure 8d), thc 95% linear, individual confidence inler· 
vals (o), calculated using the statistics specified for the prior information in the regression; the cxpecled range of values is plotted using a linc 
with arrows. Prior information, ifuscd, is plotted as the first row foreach parameter; subsequent rows are results from the CALI, CAL2, CALJ, 
qnd NO LAKE models. See Table 1 for definition of parameter labels. 
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Figure 9a. (lcft) Map showing the true hydraulic-conductivity distri
bution. 
Figure 9b. (right) Map showing the optimized distribution of 
hydraulic conductivity ror model CAL3. 

Gray shade Hydraulic conductivity, in rnld 
(darkest) 0-36 

(lightest) 

36-72 
72-108 
108-144 
144-180 [occurs only in one cell of(A)] 

which is a larger amount of material than slug tests usually sample. 
Repeating sorne of the regressiciñ.s using noisy data· would be an 
irnportant contribution, but this was considered to be bcyond the 
scope of lhis report. 

Despite the simplifications, the test case appears to have bcen 
compleX enough to serve the objec~ives of this work. 

Model Uniqueness and lts Practical Consequences 
Given the advantages inherent in the synthetic test case, one 

mighl have.cxpecled lo find one model thal was clcarly thc bes! and 
thus be able to avoid the problern of nonuniqueness normally 
found in ground water flow problerns. Nonethel~s. n_onunique11~ss 
proved lo be ~ J>roblem. Models CAL2, CAL3. and NO LAKE 
yiefcted a remarkably similar quality of calibralion (Table 3, F1gurc 
5) and prediclion (Figure 10). desJ'ile differenl assumptions rcgard
ing the hydraulic-conductivity disirib"~liOfi~-arcal cxtcnt of thc con
fining unil, vertical anisÜÜupy, andrepieS"entation of the lakebed and 
the lake. E ven CAL l. for which the calibration was nol as good, pro
duced accurate predictions. This is irnportant because it indicatcs 
that the lack of uniqueness perv~_sh·e i~ ground water modcls does 
not neceSs~Iy indiCate that the rnodels produce ina,<;~y.rate.Pre
dictions and, therefore, are· useleSS~-IÍl~Ofuali_q~~n~~~. p_redic
tion accuracy appears t() depend on ~-·.¡-;d accura~y-of-the 
--· --.------------

: ;·HciC<u~ily .. -. · ·-· -·... . . . .. 
. -· :_. · ·.:: If€pfde·~tlñ~ ·thc·. h)r~úaul iC:-conductiv.if:y." f¡~:ld· :tn~:rng ;lfir¿.c- : 

zoncs· in the CALO modeis had thc advantag<; of .aJÚ,\~·ii1g ·a·C-icar ·. 
evaluation of the relation betwccn thc data and the paramctcrs. In 
this test case, use of head data alone or m combination with thc lake
budget ~~~ resulied in -extremcly corrclated paramctcrs: wtlich 
would have prohibited estimation of individual paramctcr valucs. 
Such an evaluation generally i.s not possible with more complex 
pararneterizations in which sorne parameter.s are not cstimatcd 

·· ·and(or) prior infonnation is uscd, becausc both_ affcct thc statistics 
used to identify parameter correlation. 

Represellting the ~ydrauhc-conductivity ficld usiflg thrcc 
zones-had the disadvant~ge1of being too unrealistic in this test 
case, as inctiCat';d-by one unreali~tic hYctrauiic-.cOnductivity vatue 
eslimaled by the regression, somewhal nonrandom weighled resid
uals, and inaccurate predictions. 

Representing_~ J!Y.d@!Jiic-conduclivily field usin~;.a_siln¡>le 
interpolali~~. methQ!l b¡l!;ed on_linear triangular finitc clements 
prodÜced. good fitting models capablc of accuratc pred-ictions of 
dlawdown and changes in streamflow gain. Use of othcr interpo-
lalion methods could have sorne advanlages; for example, kriging 
allows the distance of influence of each inlerpolation poinl lo be eas
ily adjusled. We do nol expecl lhal using anolhcr inlerpolalion 
method would significantly change thc results, bul this was nol lesled 
in the presenl sludy because such a good fil was achicved with the 
simpler methods. Methods thal allow Sll!;l.!l.e! ~c:¡!~a.ri~lion_ •. '!'_eh 
as grid.:_:;~~~:-~~~~e~~~-~!_i~ns, also were not tested for the same 
reason. / 

-- Using the slug-test data as prio.! _i!lf~~mation <.m_~~timated 
paramelers ~~~led al inlerp.o)alion poinls of lhe finile-element 
gruranOWCd lhe r~g·r~SSion to adj~;Úhe e~Ú·~-~t~d parameter val
ues so that the simulated hydraulic conductivities were more rep
resentative of the hydraulic conductivitles at the larger scale. This 
i§ co!i:~tJo the pilot-poin(!i_lll~th.od (Marsily el al. 1984; Certes 
and Marsily 1991; RamaRao el al. 1995), i!J which lhC. !)~draulic 
conduclivily al lhe slug-lesl measuremenl poinls would.haveJ¡!;~n 
sel (or·~~~ly ~Í) lo ihO::~~i:_iesl\:ª[ue:.and par~iers locaied al 
additional points would be estin.=-:ted. rt is also~_cbn~to other 
geostalislical methods (Kitanidi> 1993; Y eh el al. l~in ~hich 
the poinl values are used with little or no change and the majority 

1 - ---- --···--·- ---·- ~ • - • - -- ··-- -· •• -· 
· of lhe effort is spenl modeling the vari;,gram. Estimalcd values dif- 1 

fcrcd from prior estimales by as muchas 57%, and 26% for the besl
filling model and il is tho~ht lhal much of\!l_<e.Mfcre~~-~ is relal.ed 
lo scalc. Certes and Marsily (1991) suggesl that tl1c scale effeclcan 
¡;;,-~glected, bul thal didn'l appear lo be lhe ca>e in lhc presenl 
study. 

Accurate predictions were obtained despite the lack of pump
ing in calibration conditions, and its presencc in prediction condi
lions. Although changes in the flow field can change effeclive val
ues of hydraulic conduclivily, Ibis problem did nol appear lo be 
significant in the present test case. 

,, 

1 • 
.··r ,._:_. 
-:·~-
,_ ... ...... -.. 

i· 



,·1,:,\ 
··!!! . 
. ,!! ·-·· ..... e· 
.E' 

f 
~ a 

• .. 
e .. 
"' u 
~ o 

"' E .. 
~ 
1; .. e • ... 

0.4 

o 

40 

20 

o 
o .... 
"" u 

.. Pumpage $cenario A . 
. ··-::-- -

~ 
ti 

"' ... 
g 
"" u 

-.... 
ti ~ 

o z 

- 1.2 

0.8 

. 0.4 

. o 

40 

30 

20 

10 

o 
g 
ti 

¡; "' ::; ~ Q, 
¿, 

~ "" "" .... u u 
ti u 

.., 
\l! .... 

"" S u 
o z 

--:--

.. ; .. .... 

Figure 10. Graphs showing predictions for pumping scenarios A and 8 calculated using the calibrated and true models and the relevant man· 
agement criteria . 

• EITects of Model Errors 
In this test case, residuals result from model error because no 

random measurement errors were introduced into the simulated data. 
This provides a unique opportunity to invcstigate modcl error. 

The RN2 values of Table 3 indicatc that all scts of weighted 
residuals are, orare nearly, indcpcndent and normally distributed, 
and spatial plots of weighted residuals (not shown) gencrally 
revealed no spatial trends. Two aspects of this are importan t. The 
most basic is that the weighted residuals appcar to be random. 
Randomness of residuals in regression analysis usually is thought 
tores~it from méasu~i!iOnt errors (Órap~;-and S;;;ith 1981, p. 22-

24):Ap0Ssibie-éx¡Jl~_a_~_on for_!he.~PP'!!'\'ni ranJ!91!!!le,o;s ofth~ resid
uals in this synthetic test case is that each residual is the result of 
model errOi-S frOrñSCVC~ai.sOurces,·s~ch aS erro~~ in parameteri·~a
tiOñ, bO~~f!.~i!Y .COridi~íQñs~a.nd.:other .r;r;c~-ts·or nlOdei ConS-tiuctiOn. 
Weighted residuals that are in effect ;ando,; ~~ggest that weightcd 
true errors are also effectively random. This is significant because,
if true. it suggests that certain types of modcl error might be accom
modated by standard regression assumptions that require that the 
true errors be random (Seber and Wild 1989, p. 573; White 1981 )./ 
In addition, the assumption of random true errors is required to 
assure asymptotic consistency and nonnality of estimated parameter 
values (Seber and Wild 1989, p. 563-572). This work indicates that 
the presence of model error may not violate these requircments 
·-"'Iess the estimated parameter values, weightcd residuals, or other 

asures indicate model bias. 
In addition to being random, the wcighted rcsiduals wcre nor

mally distributed. As with randomness, thc nonnality ofthe weighted 
residuals is often thought to be a result of measurement error, 

which was not present in this synthetic problem. The nonnality of 
thc weighted rcsiduals suggests that despite the pervasive presence 
offfiOdei-CITOi-lñ-rlUffierical ground water flow modcls, the ass~~p
tiOñ- O"f ñofmaiÚy often may be valid. This would rcsult if a prOCess 
Síffiií.i~ t~ th~Í descnb~d by -~h~- Ctassical central limit theorem 
(Draper and Smith 1981, p. 24) were operating, and mcans that the 
fonnulation ofTarantola (1987, p. 58) would be valid. By the cen
trallimit thcorem, contributions of error from multiple independent 
sourccs result in random, nonnally distributcd values, rcgardlcss of 
the probability distribution of each of the individual errors. As 
stated above,' indication of model bias, such as nonrandom weighted l residuals or unrealistic Op~i~'~j parameter .Yal1,1cs, could indicate that ) 
a limited number of errors are dominating so that thc central limit 

) th.':'.'."E! -~~!~::n~t-;;ppl~. _ · - - --------- -

Conclusions 
In this test case, properly used nonlinear regression either 

produced effective, though nonunique, calibrated models capable 
of accurately predicting two quantities important to resource man
agemcnt, or provided clear evidence of model or data inadequacy. 
The conclusions listed here relate both to effective use of the non· 
linear regression methods (conclusions 1-4) and to challenging_ 
sorne common practices and commonly held beliefsiíi-model .;-;.1. 
;b-;;;íOn(c;;ñclü~loñ~piJ.----- - -- · · -- · 

l. The mcthod of detennining the weights for thc wcighted least· 
squares objective function tested in this study was used to 
correctly detect much smaller measurement error than would 
normally occur. 



2.':,· 'Thc.most·conclusivc indicator ohnodcl bias wa-; unrcalislic 
, : ~ · optimaJ·parJ.mctcr estimates-thñr:atso hild corifidence.intervals 
· ·;~~ ... that:cxcludcd rcasonah!C ·vaíuc:-.:!NoaÍntmlo;wwCightcú res id· 

···"- 1>Unis·.wcrcu )et;s'conclus.ivliim1icahlr-obu1lldcl b.ia_s.in:lhc prc- -
·. -.,._ >>C!lt,.;¡udy.~buuhi>:may not always·be lhc.ca.:C;.cspcclallywhcn 

-- ~-·, H:modcls are more: biaSclt ihan ·iliQse:coil~idered· húC. · · ·_· · :- · · -'~ 7 
•• 

· ·., '-3.- -lo'tludiñi; piior info.tñátiMin théregressi~n diminished model -
accuracy when used to (orce optimal paramctcr values tobO rea
sonable, but improve<l mode! accuracy when used lO repre,int 

· the -~~d!aulic-con9~c:~ivity ~istribution with more complexity 
U1an was supportable wilh the IÍead anci"how· otiservatfiins 
alóñe~- Excluding all prior infÓrmatlon irtitlally allowed for 
clear evaluation of the contributions of different types of data. 

Analytical.solutioñ 

x=O x=L 
Figure Al. Simple system or ground water Dow to,~·ard a rully pene-
trating stream with a streambed or different hydraulic propcrties. e 
is the conductance of the streambed for thc analytical problcm, h(O) 

- is thc hydraulic hcad on lhc aquifer sidc of thc strcambcd for thc ana· 
lytical problem. 

4. The imQo(!~-~c_e of !Jow data was clearly demonstrated in lhis 
study. This is important because few field studies have mea.:. · 
surements representing all of the flow leaving the system, so 
that problems of completely correlated parameters and !he 

, C'l. :,..._ effects of a single correlation-reducing observation, as docu~ r, .' ;-). 
¡ mented for lheCALO-Gl model, areprobably common. I1Jese_ '1 •' 

- p~lems can be clearly charª~_teri~ a_nd unde~~ _by_fi!,St
representing ground_wt!t-;.r_systems very simply, and building 
cOmill~ity as warrante<:l.htll<ul_ata and modeling -~bjectives. 

similar accurate predictions, probably bccause the data used in 
~deTconSfrüCiíOo-~diñ the regression sufficiently con
strained the solutions. 

5. 'I'lleresults of this study indicate that, given preo;<;!!tt~hnol
ogy, hydraulic-conductivity values_II)~_llf!'_d in lhe field often 
are not 'as directly applicable toa numerical model of !he sys
téñii:ls would be consistent with how these data are sometimes 
úseil'ili model calibration. Two aspectS of !he controlled exper
iment presented in lhis paper support lhis conclusion. 
(a} In four of !he models, the hydraulic-conductivity distrib

ution was adequately represented (as evidenced by accu
rate simulated predictions) by an interpolation scheme in 
which vaílleS that were held c~~stant ~ere limited to the -----· -·- . model boundaries, while nearly all values wilhin the mod-
eled area were estirnated. U~y-~s:~r-ª!~~-test 
values were u sed as prior infonnation in the regression; cor
respÜnding esti~ated~quifer hYW:Uulic-conductivities dif
fcred from the slug-test values by as much as 57%, sug- · 
gcsting that direct imposition_ of the slug-test val!!_~s.~atis . 
done in sorne geost'at'islicat· m~thOctS, -~oUtd .. Probabl~ pro
duce-~~ !~s~ accur~te model. _!bis -sft~~li~n l~g~ly ~~fl~ts . 
problems of scale. Here, !he numerical grid spacing was five 
times larger than in the true systern; in field applications the 
sc~tt! PI\JUlem is likely to be more severe. 

(b) sif.!ambt:d hyctm~Íic-conductance estimates were affected 
by underlying subsurlace heterogeneities that were not 
well reptesented by lhe simulated aquifer hydraulic-con
ductivity distribution; if field work had determined lhat the 
streambcd conductanc~cÓ~s~i-.iíong !he river (which 
it was) and lhis had been imposed, lhe calibrated models 
probably would have produced less accurate predictions. 
Ttll~~!t~~tion_~~~ !_lE~ r~p~t:~f!t_~ scale pr<m_I~m as m~¿~h 
as error in representing one part of !l\~§.~!11-~fecting !he 
par~~t~-~:r~P-~!~íltiilg ~~~-th~U,~. of _ti!~ -~~i~!!t~----

6. For tiiree of !he calibrated models, !he fit to !he regression data 
was nearly equally good and lhere was no evidence of model 
bias. This lack of uniqueness is probably unavoidable in com
plex ground water problems, but !he results of lhis work indi
C~Jl~b. J:t-º.l!~i_~~~~~-~~~-;;;arily a debili~t!!!g 
p~blem. ln the synlhetic test case, al! lhree models produced 

7. Weighted residuals (observed minús simulated hydraulic heads, 
flows, and prior information) resulting from !he regression were, 
in general, random and normalty distributed, which is sur
p~I!Jl2,cause no errors had been addedto th~ synthetically 
generated observations. Thus, all error was model error. lt is 
general! y thought lhat if model error dominates measurement 
error, the regression results are invalid, but thc results of this 
work Íll)plY that the dominan~~_ o( modet error d~¿ not nec
eSsariJY prod~ce an inaccurate model if thcre is no obvious indi
cation of model bias. 

Taken with conclusion 2, conclusion 5 produces a dilemma, 
becausc unrealistic optimal parameter vatue.s (as detcnnined by 
co~nparing optimal and measured values) are said to indicate a 
lcss accuratc model, but P<l!'a_l!l_e~~-~_!_alu_c;:s ~an_n_9t ~ _t:~~~~~c! _to 
cqual meao.;urcd valucs beca~~ p~~tcr valu~s are aq:onmmdating 
~o_dcl CfC~lr. A uscful resolution is derived by noting that if model 
error is so largc that best fit paramcter values are far from measured 
valucs, the rcsulting model is likcly to produce lcss accurate pre
dictions than a model for which the best parameter values are 
closc to mcasured values. Thus, models with more rcalistic bcst-fit 
parametcr values are more -~i~~ly_-tO ~e~ccur3:te. 
---Conclusions4 anÍ(6 suggest lhat improved accuracy of groúnd : 

water models is likely to be attained by using available data more 
cffecti~cly and by designing methods to collect new kinds of data, 
pcrhaps u.'\ing regression methods as a guide. 

AppcndixA 

EITects or Grid Size on Simulated Streambed Conductance 
This appendix evaluates !he effects of grid size on lhe simulated 

streambed conductance using a simple one-dimensional analytical 
equation. 1l1e results are expected to approximate the effects related 
lo the thrce-dimensional system considercd in this study. 

Flow to a stream with a streambed having conductance C, 
through a homogeneous ground water system of hydraulic con
ductivity K, given a constan! recharge rate ofW, can be idealized 
as shown in Figure Al, where h(O) is !he hydraulic head on !he 

...... 
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ground \'v"alcr systcm·side of Lhc ~treambcd. Using thc variables.' 

:-.hown.in F.ic:ure A 1 ;.recharge.rat~ W,"and constant.laycr. thickncss 
·A1. ·thc analy¡icaLsolutiOI~-f9rti)tdra_u_~;~,~~ad is- · · _, 

ll(x) = _V!_(Lx - ·x') + h({)) 
Kb 2 

- ' -~~~-. _-
~·-.· 

."-- ·whe-n·a fúlil~-differcrlce grid is imposed, a linear gradient is -_ 

. enforccd between finite-difference cell centers, over distance Ax in 

Figure A l. Note that the system can be approximated this way, 
Tegardless of whether the stream abuts the grid on the side, as in 

Figure A 1, or on the top, as in most models. Farther from the 
stream, it is assumed that !he finite-difference grid closely simulates 
the analytical head solution._Thus, !he following equations apply: 

W ( x') h(x) = Kb Lx - 2 + h(O) (Al) 

O<x<t.x (A2) 

Subscript t.x indicates that !he quantity is related to the linear gra
dient imposed near the strearn. The flow through !he finite-differ
ence cell next to the stream is evaluated midway between cell 

centers," so equals W(L- t.x/2). The condition of head continuity 
at x = l1x was used to determine the constant of integration as h(O) 
in Equation A2. 

Aow through !he streambed at x = O can be described using 
Darcy's law as: 

for the analytical system, 
WL 

WL = C(h(O)- H), or h(O) = H +C (A3) 

for the discretized system, 

WL 
WL = C,,(h,,(O)- H), or h,,(O) = H +c., (A4) 

where, e ande,, are !he streambed conductances of !he analytical 
and discretized solutions, respectively, and h(O) and h., (0) are !he 
hydraulic heads on !he aquifer side of the streambed applicable to 
!he analytical and discretized solutions, respectively. Aow out of !he 
model is considered to be positive to coordinate with Equation (Al). 
Sui>·titu.ing Equations A3 and A4 into Equation A2 evaluated at x 
=o shows that e,,= c. Sol ve Equation A2 for X= oto yield h, (O) 
= h(O). Thus, grid size does not affect !he variables related to sim
ulation of the river. 

This analysis does not completely represent !he dynamics of 
flow to a stream in a three-dimensional, heterogenous system. The 

results, however, indicate that grid effects are not likely to be 

importan( in the.calibration of streambed conductance in thc pres

ent work. 
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A.DIGITAL MODEL OF THE VILLA DE REYES AQUIFER, MEXICO 

• A. Chávez , N. Mobayed, E. Garcia, 
J. Rios, M. Hernández, y S. Flores 
Comisión Federal de Electricidad;·· México 
* also at Universidad Autónoma de Chihuahua 

ABSTRACT. A two-layer finite-difference groundwater 
flow model of the Villa de Reyes aquifer, in central 
México, was constructed by using the computer cede 
MODFLOW. The aquifer system is composed by an upper 
layer of alluvial sediments and a lower layer of 
fractured volcanic rack. The digital model is 
intended te simulate hydraulic response toward 
diverse hydrologic stresses. Of special interest is 
the effect of a remarkable upward recharge emerging 
in a localized zone of the aquifer from a deep 
regional fault system. The model was calibrated by 
trial and error over the two-year period of 
1986-1987, and tested over the year 1988. A 
sensitivity analysis was performed, revealing in 
particular a very high response of lower-layer 
computed heads te variations in deep recharge. 

INTRODUCTION 

Prior te 1986, the Villa de Reyes aquifer, in central 
México, supplied water for only agricultura! and domestic 
uses through wells tapping the alluvial fill of the 
basin. This groundwater development exceeded the rate of 
aquifer recharge a>.d <.:aused an average water-leve1 decline 
of about 1.5 mjyear. In 1986, deep wells owned by the · 
national power generation company (CFE) tapping the 
underlying fractured volcanic rock began te operate·, 
adding an extra stress en the system that caused a 
piezometric-level decline of 3.0 m¡year in the lower 
volcanics and increased te 2.0 m¡year the water-level 
decline in the upper alluvium. 

This aquifer condition prompted the construction of a 
groundwater flow model that could assist tn planning 
future exploitation. This model represents the first stage 
in the development of an aquifer management model intended 
te be used more directly te design optimal pumping 
schemes. 

-. 
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HYDROGEOLOGY OF THE VILLA DE REYES BASIN 

. .. > ... 

The Villa de Reyes basin, in the semiarid zone of central 
México, extends between the lines of latitude 21°40' and 
21°60' N and the lines of longitude 100°60' and 101°00' w, 
and the modeling area occupies about 115 km2 in the 
valley. The mean annual precipitation.is -430 mm, with a 
potential evaporation slightly over 2 000 mm. 

The valley is of tectonic origen and limited by the 
Sierra San Miguelito to the northwest and the Sierra Santa 
María to the southeast. The structural depression has been 
filled by volcanic material of over 700 m in thickness, 
composed mainly of welded tuff and rhyolite which have 
developed secondary permeability by fracturing. Alluvial 
fill of an average thickness of. 150 m overlies the frac
tured volcanics. This alluvial material is composed of 
pyroclastics intermixed with gravel, sand and silt and its 
permeability is moderate. · 

The regional groundwater flow occurs in the prefer
ential direction SW-NE parallel to the mountain ranges. In 
the alluvium, groundwater is in phreatic conditions. Well 
cuttings revealed no impervious or semipervious layer 
separating the alluvium from the fractured volcanics 
throughout the study area. However, the vertical hydraulic 
conductivity between the alluvium and the fractured 
volcanics is low enough in the central and southwest 
portien of the area to maintain a distinct hydraulic 
response between the layers. An upconing in the piezo
metric surface of the lower volcanics, due to deep upward 
recharge, is not observed in the upper alluvium. In the 
northest portien of the area the discrepancy between the 
upper and lower hydraulic heads is much less. 

Minor local recharge is provided from a small surface 
reservoir located just outside the north cerner of the 
modeli•g .orea. At depth, in the zone of,CF.E wells 7, 9 and 
21, occurs an important upward recharge identified by a 
remarkable upconing of the piezometricpurface and by . 
structural studies that determined the,existence of a deep 
regional fault system conveying water from outside the 
zone. 

Areal recharge was regarded to be negligible because 
of the relatively low precipitation, the high potential 
evapotranspiration, and the depth of the water table (over 
40 m). Recharge from irrigation return flow was also 
assumed not significant because crop fields occupy a 
relatively small portien of the area and farmers are not 
believed to apply enough water to offset moisture 
deficits. 
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Pumping in the •odeling area was in 1986, 1987 and 
1988 performed by 27 irrigation and domestic wells that 
tap the alluvium and discharged an average of 20 100 
m3jday, and by 17 deep CFE wells tapping the fractured 
volcanics that entered gradually into operation starting 
in 1986, and jointly discharged 11 500, 29 700, and 29 100 
m3jday in 1986, 1987 and 1988, respectively. 

MODEL CONSTRUCTION 

A two-layer finite-difference groundwater flow model for 
the Villa de Reyes aquifer was constructed by using the 
computer code MODFLOW developed by McDonald & Harbaugh 
(1984). The upper layer of the model stands for the 
alluvial fill and the lower layer for the fractured 
volcanic rock. 

A variable grid pattern was used for the model. Along 
the SW-NE direction, cell width varied from 500 to 
1 300 m, whereas along the NW-SE direction it varied from 
500 to 1 000 m. Smaller cells were used for the zones 
where the most accurate results are required, i.e., where 
most pumping occurs (CFE wells) and where the hydraulic 
gradient is larger (in the center and southwest portien of 
the modeling region). 

The following parameters were entered in the model at 
each cell in the upper layer: the elevation of the initial 
water level (January, 1986), the horizontal hydraulic 
conductivity, the specific yield, the altitude of the 
bottom for the layer (alluvium-volcanic rock contact). As 
for the lower layer, the parameters entered were: the 
elevation of the initial piezometric level, the trans
missivity, the storage coefficient, the altitude of the 
top for the layer (alluvium-volcanic rock contact as . 
before). Furthermore, the vertical conductance between the 
layers, and for the appropriate cell: pumpage, deep upward 
recharge, and inflow or outflow along the model bound
aries. 

The horizontal hydraulic conductivity in the upper 
layer was calculated on the basis of saturated thickness 
and transmissivities·obtained from seven pumping tests 
carried out·in the zone where hydraulic connection between 
the layers is almost null. The calculate~hydraulic 
conductivities ranged from 0.55 to 3.55 mjday, and their 
geometric mean (1.63 mjday) was entered to all the cells 
in the layer. The specific yield was initially given a 
value of 0.10 for the whole layer by considering the 
composition of the alluvial fill. The elevation of the 
bottom of the layer was approximated at each cell from 
geologic cross sections. 
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For the lower layer, transmissiv{ty was obtained from 
pumping tests at two deep CFE wells that tap only the 
volcanic rock and using other deep wells for observation. 
A transmissivity of 800 m2jday was obtained for the zone 
of well 7 where hydraulic connection with the alluvium is 
negligible. For the test performed at well 2 a correction 
was introduced in order to account for the contribution 
from the alluvium, resulting in a estimate of 200 m2jday. 
Transmissivities were assigned to the rest of the lower
layer cells on the basis of those two values and attending 
primarily to the intensity of the horizontal hydraulic 
gradients in the layer. A.storage coefficient of 0.0005 
was obtained from the pumping test at well 7 and this 
value was assigned initially to the whole layer. 

The vertical conductance between the layers is a 
function of the thickness and the vertical hydraulic 
conductivity of the individual layers. Because the lack of 
data about most of these quantities, arbitrary initial 
estimates were entered in the model quided only by the 
difference in hydraulic head between neighboring cells in 
the vertical direction, i.e., the lowest values were 
selected for the zone to the east of the power plant where 
the differences between the water levels in the alluvium 
and the piezometric levels in the volcanic rock are the 
largest, and the highest values were assigned over the 
northeast portien of the modeling region where heads are 
about the same. 

Pumpage was entered into the model by obtaining the 
average discharge of all wells in a cell for each of the 
years considered. Irrigation and domestic wells tap the 
alluvium and their discharge was roughly estimated by 
indirect methods, whereas CFE wells have accurate pumping 
records. Deep upward recharge was entered at the six 
lower-layer cells (4-6, 5-5, 5-6, 5-7, 6-5, 6-6) where it 
is known to occur. Lateral inflow was introduced mainly in 
the south c_orn~r cells_.and lateral .outflo.,. ::!!:linly in the 
east corner.cells. Most of the cells along the northwest 
(Sierra de.;San Miquelito) and southeast-c (Sierra de Santa 
Maria) boundaries were assumed to be impermeable with no 
recharge. Cells at northern cerner receive sorne lateral 
inflow originated at a small surface reservoir. 

Model Calibration and Testing 
• 

The Villa de Reyes aquifer has been long subject to over
draft and the water-level records do not extend back long 
enough to identify a steady-state condition. Prior to 1986 
only irrigation and domestic wells tapping the alluvium 
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· were pumping. ·In that year 10 CFE wells tapping the lower 
volcanics entered into operation, and seven more did in 
1987. - -~ 

The model was calibrated by trial-and-error over the 
transient period of 1986 and 1987, and the agreement of 
observed and computed water-level declines for both model 
layers is shown in Figs 1 and 2. The discharges of the CFE 
wells were not adjusted because their measuring is known 
to be very reliable. 

The parameters estimated through the calibration 
process are as follows: For the upper layer, the initial 
horizontal hydraulic conductivity (1.63 mjday) and the 
altitude of the bottom of the layer mantained their 
original estimates, whereas the specifip yield was 
adjusted to 0.08. For the lower layer, the estimated 
transmissivity exhibits a minimum of 200 m2jday in the 
central part of the area and a maximum of 2 000 m2jday 
near the northeast boundary. The storage coefficient 
maintained its original value of 0.0005. The vertical 
conductance resulted to be negligible, about 2 x 10"7 

day" 1
, in and around cells 2-8, 3-8, 4-8, and 5-8, and 

a maximum of about 2 x 10"3 day" 1 in the east cerner of the 
area. 

The components of ·the ground-water balance as deter
mined by the calibration process are as follows: lateral 
inflow, lateral outflow, and deep upward recharge were 
3 800, 20 400, and 26 700 m3jday in 1986, and 3 800, 
19 200, and 26 700 in 1987, respectively. Pumping rates 
were 31 600 and 49 800 m3jday in 1986 and 1987, 
respectively. 

To test model reliability the one-year period starting 
in January 1988 was used, and the results can be apprecia
ted in Figs 3 and 4. In this verificati_on stage, minor 
ad~~stments on sorne pararneters were made whenever they 
al~o produced a better agreernent between observed and 
computed head declines for the period used in calibration. 

Sensitivity Analysis 

A sensitivity analysis was performed to gain insight into 
the reliability of the parameter estimates. This analysis 
was done considering the same year used ~or verification. 

One parameter of particular interest is the deep 
upward recharge because its magnitude was totally unknown 
initially, and after calibration it turn out to be a very 
contributing component of the water balance. Oeep upward 
recharge was varied +/- 20 % about its estimate, observing 
that model response to these variations was very high in 
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the lower layer (over +/- S m in most of it) and virtually 
null in the zone of the upper layer above the cells where 
recharge occurs. This effect is explained by the negli
gible hydraulic connection between layers in that zone. 

Then, the.storage coefficient of the lower layer was 
varied one order of magnitude about··its ·estima te, 
obtaining almost no change in response at 0.00005 and a 
relatively moderate variation at 0.005 (about 1 m for the 
layer). Here we notice that the latter value is about the 
maximum the elastic storage coefficient can hold. Lateral 
groundwater inflow into the lower layer was also tested 
for sensitivity, finding that its effect.is not signifi
cant except for the cells located at or near the .inflow 
boundary. Furthermore, we recall at this point that the 
discharge of the deep CFE wells is accurately measured and 
no test on it is required. 

These facts and results reveal that possible compensa
tory effects from the above parameters on deep upward 
recharge are minimal, and considering the very high 
sensitivity of computed heads to this recharge, we 
conclude that its estímate is reliable. 

Finally, the specific yield of the alluvium was varied 
about its estímate of o.os, testing for 0.06 and 0.10, and 
observing a rather high sensitivity to the change in both 
directions, which reveals that the existing large 
water-level declines properly actívate this parameter. 
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Modei.Calibratimi with_]\1ultiple Targets: 
·'· A Case Stridy 

by Kangjoo Kim", Mary P. Andcrsonh, and Carl J: Bowserh 

Abstract 
Multiple calibration targcts wcre uscd to calibrate a two-dimensional finite-difTcrence modcl of a ground \\&ter lake s\'stem. 

The calibration targets included (1) steady-state head data, (2) transient head data, (3) head gradients, and (4) tlo\1 path informa
tion. Because calibration was sensitive to the ratio of horizontal to vertical hydraulic conductivity, four modcls. ea eh "ith diiTer- ·~ 
ent assumptions about anisotropy, werc de~eloped. AH four models produced acceptable calibration to cithcr hcads or flowpath, 
but only one modcl was well calibrated to all targels. In that model, stratilication of the uppcr aquifer was rcpre,cntcd h~· intm
ducing several dipping layers of low penneability. This allowed the use of a small ratio of horizontal to vertical anisotnlp~· for indi- .. 
viduallayers but produccd a large efTective anisotropy for the uppcr aquifer as a wholc. 

Introduction 
Achieving a unique calibration is an important goal in most 

modeling studies, but methods of identifying the bcst calibration are 
still under development (e.g., Poeter and Hilll997). lt is generally 
recognized, however, that both heads and tluxes should be used as 
calibration targels (e.g., Anderson and Wocssner 1992). Additionally, 
sorne investigators have uscd vertical head gradients (Thomas et al. 
1989), velocities (Duffield et al. 1990), and information on sol u te 
distribution (Krabbcnhoft et al. 1990; Medina et al. 1990; Kauffmann 
et al. 1990) to help narrow the search for a unique set of calibration 
parameters. In this study, four different types of calibration targets 
were used to calibrate a flow modcl: steady-state heads, trans1ent 
hcads, hcad gradients, and flowpath information. The calibration was 
sensitive to the ratio of horizontal to vertical hydraulic conductiv
ity of the uppcr aquifer. Calibration with multiple targets led us to 
identify a way of representing this anisotropy that allowed the 
model to match all four of the calibration targets. In the final cali
bratcd model, stratification in the upper aquifer was simulatcd by 
inserting layers of low conductivity to represent the dipping bed
ding planes. This set of layers is atan angle to the horizontal axis 
of the grid so that the direction of anisotropy is prescrvcd in the 
model. 

The study area is the isthmus between Crystal Lake and Big 
Muskellunge Lake, which are two of seven lakes in NSF's (National 
Science Foundation) Long Term Ecological Rescarch (LTER) 
Program in northcrn Wisconsin (Figure 1). This LTER sitc has 
bcen the subject of numerous ecological and hydrologic studics since 
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the 1920s (e.g., Juday et al. 1935; Frey 1963). Precipitation aver
ages 80 cm per year and annual average ground water recharge is 
26 cm. Crystal Lake is a smal!, topographically isolated lake with 
a surface area of 3.6 X JOS m2 and no surfacc inlets or outlets. About 
90% of the intlow is from precipitation (Kenoyer and Anderson 
1989; Hurley et al. 1985). lis average and maximum depths are 
1 O and 20 m, respectively. Big Muskellunge Lake is situated about 
130m north and downgradient of Crystal Lake. lt has no surface 
inlcts, but occasionally loses water through a small outlet at the 
northeastem end. Thc water levels of thcsc lakcs tluctuate in a sim
ilar mode maintaining a head diffcrcnce of about 1.2 m (Anderson 
and Cheng 1993). Four well nesls "ith a total of 28 piezometers 
werc installed in a vertical plane oricnted in thc directi_on of ground 
water flow (Kenoyer 1986); an additional multileYe! \\ ell was 
installed in 1993 (Figure 2a). 

Precambrian bedrock is covered by 40 to 60 m of Pleistocene 
glacial outwash (Okwueze 1983), which makes up the surficial 
aquifer. There-are two silt layers with thicknesses up to 1 m 
(Kenoyer _and Bowser 1992a). The upper silt layer dips about 
7 degrees toward Crystal Lake. Persisten! steep vertical head gra
dients across this layer suggest that it ís continuous and acts as a 
confining unit. The IÓwer silt laycr is likcly lo be di~continuous 
since only onc silt !ayer was encountcr-:-d when constructing thc 
multilevel well and no notable head changes are observed across 
the laycr (Figure 2b). Hydraulic conductivity from slug tests 
ranges from 0.17 to 17.3 m/dayfor sandy sedimcnts and from 
8.6 X 10·5 to 3.5 X I0-3 m/ da y for silt layers (Kenoyer 1986). 

Ground water in the isthmus is rccharged in part by seepage 
from Crystal Lake and in part by prccipitation on the upland 
bctween the two lakes. Ground water flows through the iMlunus from 
Crystal Lake toward Big Muskellunge Lake. A ground water 
mound fonns bctween the lakes during spring snowmelt in response 
to ground water recharge (Anderson and Chcng 1993). Thc mound 
gradually dissipates during the sununcr when ground water recharge 
is low. These transient effects cause enhanced dispersion in this sys
tem (Kim et al. 1999). 

.. 



Figure 1. Location of the study area in northern Wisconsin. The 
study area is the isthmus between Crystal Lake and Big Muskellunge 
Lake shown in the rectangular block. 
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Figure 2. (a) Location of wells and sílt layers in the isthmus. 
Piezometers labeled 'K' were installed during 1981-1982. Those 
labeled 'M' were instaUed in 1993 for this study. (b) Equipotentiallines 
based on head measurements taken on August 25, 1993, by Schindler 
(1994). The upper portion ofthe Rowpalh determined by Kim (1996) 
based on oxygen isotope measurements is also shown. The labeled 
piezometers were used in travel time calculations reportcd in Table 4. 

Kenoyer and Bowser (1992a) delineated a flowpath in the 
upper aquifer using a flow nel analysis and poslulated geochemi
cal reactions along this palh (Kenoyer and Bowser 1992b). 
Krabbenhoft el al. (1992) and Bullen et al. (1996) identified a 
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Figure 3. Model grid. The numbeis in brackets dcsignate conductiv
ity zones.Inner tic marks rcprescnt grid spacings and the open circles 
represent well poínts. 

flowpath through the upper aquifer using oxygen isotope mea
sure¡nents. Kim ( 1996) used an independent set of oxygen isotope 
measurements collectcd at a latcr pcriod, including data from the 
multilevel well installed subsequent to the work by Bullen et al. 
(1996), lo delineale a flowpath through the ·upper aquifer. The 
upper portion of Kim's llowpath, which coincides with the path iden
tified by Krabbenhoft et al. (1992) and Bullen et al. (1996), is 
shown in Figure 2b. Subsequent analyses ha ve raised sorne uncer
tainty about the lower portion of Jhe path, which is the subject of 
ongoing work. 

Model Design 
The problem domain is a profile 450 m long and 45 m deep 

that encompasses the arca from near the center of Crystal Lake to 
100m offshore of Big Muskellunge Lake (Figure 3). 'fhe three
dimensional finite-difference code MODFLOW (McDonald and 
Harbaugh 1988) with the BCF2 block centered flow package 
(McDonald et al. 1991) was used to simu1ate the system. In pro
file view, the model has 58 columns and 40 rows (layers). The nodal 
spacing varies from 5 to 15 m in the horizontal direction and 
0.2 to 3 m in the vertical direction. Smaller horizontal nodal spac
ing was used in the arca of interest, namely be:"'~<\th the isthmus. 
The upper 10 layers are 0.2 to 0.5 m thick in order to simulate lhe 
gently sloping lake bottoms. 

Both lakes wcre simulated as spccificd head i,oundaries using 
the general head boundary (GHB) package so that temporal changes 
in lake levels could be input casily. The lake bouom sediments wcre 
simulated by setting conductances of the GHB cells, where con
ductance is equallo the hydraulic conductivity of the sediment times 
the arca ofthe cell in contact with the lakc divided by the thickness 
of the sedimcnt. 

Side boundaries were also simulated using the GHB package 
to aJlow easy input of the temporal nuctuation of these boundary 
heads. In order to reproduce the observed flow pattem beneath 
Crysta1 Lake, head values 5 cm less than lake leve! were assi¡¡¡; .: 
to all the general head boundary cells be1ow the lake and a low ;~ 
ductivity zone (zone 3 in Figure 3) was introduced in the upper ¡'fiJl; 
of the aquifer near the right-hand-side boundary. A1ong !he left 
boundary of the model, heads wcrc assumed to be the same as in 
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Table 1 
H)draulic Conductivity (K) Valucs Measured by Kenoycr (1986) 

. from Slug Tests 
--(Locations of piczomctcrs mC -shown in Figure 2a.) 

·< 

Uppcr Lower Silt 
Snnd K (m/day) Sand K (m/day) Layers K (m/day) 

Kl 12.1 K2' 017 K83b 8 6E-05 
K86 8.6 KS 3.5 K76 5.2E-04 
K87 13.0 K71 3.0 K70' 3.5E-03 
K88 17.3 K77 0.26 
K89 13.0 K80 1.3 
K67 6.9 K81 2.6 
K68 4.3 K82a 0.09 
K69 7.8 
K73 9.5 
K74 7.8 
K75 7.8 
Mean 9.8 M,.n 2.1 Moan 3.0E-64 

awells with scrcens locnted m both sand and ,,ilt were e~cludc:d from the mean. 
"well K83 is not shown 10 F1gure 2a becausc it was lost somet1me after its construction. 
lt was originally located between K5 and K82. 

Big Muskellunge Lake. A rio-flow boundary was used along the bot
tom of the system to represen! relatively crystalline bedrock. The 
upper boundary was simulated as a specified flux boundary using 
the recharge package. 

Parameters and Lake Levels 
Six hydraulic conductivity zones were defined as shown in 

Figure 3. Zones 1 through 3 represen! sand layers while rones 4 and 
5 represen! silt layers. Zone 6 represents the bedding plane layers 
in the upper sand aquifer that were introduced in one set of simu
lations. The hydraulic conductivity values in these zones were 
estimated from slug test results (fable 1 ). Kenoyer ( 1988) estimated 
the anisotropy ratio (K,IK,) to be 3.5 to 7.8 from small scale tracer 
tests that covered only about one meter. Since anisotropy ratio is 
known to be scale-dependen~ a range of anisotropy values was tested 
in our model. 

Lakebed sediments for Crystal Lake were zero to 0.3 m thick 
depending on lake depth and those for Big Muskellunge Lake 
were uniformly 0.2 m thick. These values are consistent with field 
observations. Hydraulic conductivity of lakebed sediments for 
both lakes was assumed to be 0.04 mida y, or the same as the silt in 
zone 4';: .. ·,; i \ · , "' 

Effective· porosity of the sandy sediment, estimated from the 
average of laboratory measurements qf ihrec sarnples, w~. 0.35 (Kim 
1996). The effective porosity of the silt layers was assumed to be 
U.3. Both steady-state and transient models were developed. The 
transient model required values of storativity and average monthly 
recharge rates. Values for storage coefficient and specific yicld 
were tested during calibration and final values of HJ-4 for storage 
coefficient and 0.27 for specific yield were selected for all units. 

Recharge ratcs were calculated using Thornthwaite's method 
(Thomthwaite and Mather 1955; de Marsily 1986) and also con
sidering the melting rate of snow as suggested by Barten ( 1988). The 
calculated annual recharge rate ranges from 17.1 to 41.7 cm and 
averages 26.2 cm/yr. Monthly recharge ranges from zero to 21.2 cm 
in the period of record ( 1984 to 1993). Average monthly rates for 
1993 are shown in Figure 4. 

Lake levels, which were used to specify boundary conditions, 
were taken from the LTER database (LTER 1995). During the 

Aug. 25. 1993 

> u 
o Ul 
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Figure 4. Calculated monthly,recharge for 1993. Heads used in the 
quasi steady·slate calibration were measured on August 25, 1993 
(Schindle.r:- 1994), afier a relatively long period of negligible recharge. 

period 1984 to 1993, lake levels ranged from 42.4 to 43.4 m for 
Crystal Lake and 41.2 to 42.5 m for Big Muskellunge L.ake, rcla
tive toan arbitrary datum. Data were averaged for each month and 
missing data points were estimated either from the closest available 
point or from Buffalo Lake, located 14 km to the south. 

Calibration Strategy 
Two steady-state simulations and onc transient simulation 

were performed for each tria! set of calibration parameters. In the 
first steady-state simulation, heads were calibrated· to measure-
ments made in late summer (August 25, 1993) when recharge is neg
ligible dueto evapotranspiration (Figure 4) and the system is in quasi 
stcady state. In thcse simulations, recharge was equal to zero and 
lake levels were set at 42.93 m for Crystal L.ake and 41.70 m for Big 
Muskellunge Lakc, which were the recorded levels on that date. We 
performed transient simulations for the period 1984 to 1993 and 
input average monthly recharge rates. The calibration was checked 
against observed heads on August 25, 1993, and éompared to 
heads measured in five wells during the period 1984 to 1993 
(Figure 5). In the quasi steady-state and transient simulations, 
observed head differences between selected adjacent well points 
were also used as calibration targets. The use of spatial differ-
ences in heads allows for calibration to gradients as well as point 
head"data. A total of eight well pairs (K1-K73, K1-K89, K89-K2, 
K70-K71, K71-K5, K75-K76, K75-K80, and K5-K80) wasselected ... , ., 
(Figure 2a). 

Calibration to the observed flowpath shpwn in Figure 2b was 
performed in a second steady-state simulation using an average 
yearly recharge rate (26.2 cm/yr) and averago lake levels (42.9 m 
for Crystal Lake and 41.8 m for Big Musekllunge Lake). While the 
observed flowpath is the result of long-term transients in the flow 
system, Reilly and Pollock ( 1996), arnong others, demonstrated that 
fluctuations in recharge do not appreciatively affect the overall 
flowpaths calculated by models that assume average steady-state 

· conditions. Thereforc, we uscd a modcl with average steady·slate 
recharge and lake levels to produce a steady-state velocity distrib
ution, which was input to the particle tracking code, PATH3D 
(Zheng 1989). Backward particle tracking was used to delineate a 
ground water flowpath from well K5 (Figure 2b) and to estimate 
travel times from Crystal Lake. 

During calibration we discovered that the model wa'i sensitive 
to the ratio of horizontal to vertical hydraulic conductivity. It is well 
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Tablc 2 

" .. : Paramctcr Valucs Uscd iri Modcl"i 1 thmugh 4 and.Eic!d-~stimatcs by Kcnoycr (1986) 

- Kcnuycr 
"(1986) . 

Hydraulic Uppcr sand ( 1) 9.8 
Conductivity Lowcr sand (2) 2.1 

Lowcr sand (3) -
Sil! (4) -
Silt (5) 0.003 
Bedding plane layer,; (6) -

Porosity Sand 0.3 
Silt -

Anisotropy ratio (K/KJ 3.5-7.8 

Numbers in parenthcses ( ) ind1catc conductivity zones shown in F1gure 3. 

known that a heterogeneous system consisting of a sequence of hor
izontal isotropic layers can be representcd for hydraulic purposcs 
by an equivalent system that is homogeneous but anisotropic (e.g., 
Freeze and Cherry 1979). When geologic units dip from lhe hori
zonlal, lhe coordinale axes should be aligned colinear with the 
principal directions of the hydraulic conductivity tensor. In most 
applications. however, the dip of the units is small and the units are 
represented as horizonlal for purposes of modeling (e.g., Phillips 
1987). When this is done, lhe orientation of anisotropy wilhin lhe 
dipping units is not preserved. We developed four sets of model 
paramelers to test the effecl of anisolropy. 

Paramelers used for cach of the four models are summarized 
in Table 2. All of the parameler values except for anisotropy ralio 
are the same for modéls 1, 2, and 3. The anisotropy ratio ranges fmm 
five in models 1 and 4 lo 20 in model 3. In model 4, additionallay
ers were insened parallello the upper silllayer lo represen! bedding 
plane layers in the upper sand aquifer (zonc 6 in Figure 3) and 
lhereby capture lhe appropriale angle of anisolropy. The upper sill 
!ayer dips slightly loward Crystal Lakc, suggesting that stralifica
tion of the upper sandy sediments is parallello this !ayer. Thus, we 
assumed lhat the bedding planes thal cause anisolropy in thc sandy 
aquifer are tilted approximalely 7 degrees to the horizontal axis of 
the grid. Models 1, 2, and 3 do not incorporate the effects of the 
angle of stratification of th~ sand unit because the components of . 
the conductivity tensor are assE!~ted to be coHnear with the princi~ 
pal coordinale axes, which are horizonlal and vertical. The bedding 
plane layers of zone 6 in model4, however, effeclively simulate lhe 
correct orientation of anisotropy of the upper sand unit as a whole. 
In lhe low-permeabilily bedding plane layers, hydiaulic conductivily 
is equal lo 0.3 mida y, while in the rest of the unit hydraulic con
ductivity equals 8 m/day, which is closer to lhe average of field 
values (9.8 m/day; Table 1) Iban lhe value of 2 m/day uscd in 
models 1, 2, and 3 (Table 2). All the hydraulic conductivily zones 
in model4 have an anisotropy ratio of five, which is in thc range 
of values estimaled from small scale tracer tests (Table 2). The 
anisotropy ratio of the upper sand unit tak.en as a whole, howevcr. 
is greater than five. 

Results 
The root mean squared (RMS) error in heads and the ratio of 

observed lo simula1ed head differences between well pairs were cal-

3 

·• --
·Modéll ··· Modcl2 .. · Modcl J ··o\-l.m.-1 ~ 

2.0 2.o· -·· 2.0 . .. . 8.0 
2.0 2.0 2.0 2.0 
0.7 0.7 0.7 0.7 
0.04 0.04 0.04 ON 
0.004 0.004 0.004 0.004 
- - - 0.3 

0.35 0.35 0.35 0.35 
0.3 0.3 0.3 0.3 

5 10 20 5 

.culated. Model 1, with an anisotropy .ratio of five, does not calibrate 
well to heads, with RMS errors of9.6 cm for thc quasi stcady-statc 
calibration and 7.8 cm for the transienl calibralion (Table 3). 
Beca use of the poor calibration to hcads, model l is rejected even 
though the calibralion lo lhe observed flowpath is relatively good 
(Figure 6b). 

Among models 1, 2, and 3, model 3, which has a relalively high 
anisotropy ralio of20, is best calibrated lo heads (Table 3). The RMS 
error is only 3.7 cm for the quasi steady-stme simulation and all of 
the head difference ratios are relatively close to one except between 
Kl and K89 (Figure 6a). The simulaled flowpalh, however, is dif
ferenl from thc observed flowpath (Figure 6b). Model2 similar' 
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Figure S. Comparisons of simulated to observed heads in five wells. 
Observed heads are rrom the LTER dalabase (LTER 1995). Simulated 
heads are from model4. 
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Figure 6. (a) Ralios or obser-ved lo simulaled head differences (L\H) 
between selected well pairs for models 1, 2, and 3 for the quasi steady
state simulation for which zero recharge and lake levels measured on 
August 25, 1993, were assumed. (b) Simulated nowpaths foraverage 
teady-state models 1, 2, and 3. Average rcchargc ratc (26.2 cmlyr) and 
.verage lakc levels (42.9 m for Crystal Lake and 41.8 m for Di.g 

Muskellunge Lake} were assumed. 

Table3 
Rool Mean Square (RMS) Errors in Heads 

RMSError 
Simulation (cm) 

Modell Transient• 7.8 
Quasi steady state 9.6 

Model2 Transient• 3.1 
Quasi steady state 4.2 

Model3 Quasi steady state 3.7 
Model4 Transient• 3.5 

Quasi steady state 3.2 

"Results for August 2S, 1993; a trans1ent cahbrat10n was not peñormed Üsing model 3. 

produced a flowpath that deviates from the observed. Hence. both 
models 2 and 3 are rejected. 

Comparison of lhe flowpaths in Figure 6b shows that as 
the anisotropy ratio is decreased (from 20 in model 3 lo five in 
model 1 ), the simulated flowpath approach~s the observed. When 
the anisotropy ratio is five (mode1 1) the flowpath is near1y the same 
as the observed. In mode1 4, where the anisotropy ratio is also equal 
to five, the overall calibration is much improved re1alive to mod
e1s 1, 2, and 3. The RMS errors are 3.2 cm for the quasi steady-state 
simulation and 3.5 cm for lhe transient calibration (Tablc 3). 

(a) 

. j ~·•M~ Qun~i SteaUy Statc -__~~ Trano;icnt (Aug. 25,.1993) 
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(b) Simulated flow path (Model 4) - Observed flow ath 

Figure 7. (a) Ratios or obser-ved lo simulaled head differences (MI) 
between selected well pairs for quasi steady~statc and transicnt runs 
of model4. Zero recharge and the lake levels on August 25, 1993, were 
assumcd for the steadyastate simulation. The transient results are for 
August 25, 1993, in a simulation that used average monthly recharge 
rales and lakc le veis ror lhe period 1984-1993. (b) Simulaled nowpalh 
for average steady-state model4. Average recharge ntle (26.2 crnlyr) 
and average lake levels (42.9 m for Crystal Lake and 41.8 m for Big 
Muskellunge ~ke) were assumcd. 

Table4 
Travel Times in Years from Crystal Lake lo Sclected Piezometers 

(Wells shown in the table are Jocated clase to the Slmulated flowpath 
calculated by model 4 [Figure 7b ]. Es ti mates by Bullen et al. ( 1996) 

were based on tritium analyses.) 

K87 K70 K71 K77 K5 
-

Modell 3.2 11.2·. •¡ 12.5 17.1 .. 24.1 
Model2 - - - - 40.7 
Model3 - . , - - ~· .. 97.8 
Model4 2.9 10.2 12.2 16.6 23.6 
Bullen et al, (1996) 1.3 7.0 - 15' JO' 

•Measurement for K76: see f1gure 2a for location. 
bReported measurement ~s the average for K82 and KS; see f1gure 21 for location of 

K82. 

Moreover, the ratios of head differences between points are el ose 
to one (Figure 7a) and the simulated flowpath is close to the 
observed (Figure 7b ). Comparison belween simulated and measured 
heads during the period 1984 to 1993 is also good (Figure 5), a11ow
ing for the fact that observed head peaks due to rain slonn events 
are nol captured by the model because the stress period used in the 
simulation was one month. Scatter plots of simulated vs. observed 
heads (Figure 8) also indicate a good calibration. 
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Figure 8. Scatter plots or simulated vs. observed heads ror model4 ror: 
(a) quasi steady-state model; (b) transient model. 

The transient calibrated model (model4) was used to simulate 
enhanced dispersion of an oxygen isotope plume from Crystal 
Lake (Kim et al. 1999). Enhanced dispersion is caused by transience 
in the flow field as a result of fluctuations in recharge and lake lev
els. Kim et al. ( 1999) found that the dipping bedding plane layers 
in model4 were essential to simulate the observed spreading of the 
plume, providing additional evidence in support of model4. 

Travel Times 
Travel times (Table 4) were estimated from the average 

steady-state models using the PATH3D particle tracking code 
(Zheng 1989). Particles were back-tracked from each of the wells 
listed in Table 4. These wells are located along the flowpath delin
eated by model4 (Figure 7b). The results from model4 show that 
it takes nearly 24 years for a particle from Crystal Lake to reach. 
well K5. Travel times reported by Bullen et al. (1996) from tritium · 
analyses (Table 4) indicate that the travel time to K5 as calculated 
by model 4 is too low by at least six years. Ongoing work in col
laboration with the U.S. Geological Survey District Office in 
Middleton, Wisconsin, which is aimed at delineating the lower por
tion of the observed flowpath shown in Figure 2b, may help 
resol ve this discrepancy and lead lo further refinements of the flow 
model. 

Models 1 and 4, which match the observed flowpath, give sim
ilar travel times from Crystal Lake lo K5 (Table 4) because of 
their similar flowpaths and similar overall head gradients and con
ductivity values along the flowpath. Models 2 and 3 give travel times 
that are too long. As expected, travel times are sensitive to path 
lengths and path lengths are dependen! on the anisotropy ratio 
(Figures 6b and 7b). · 

Summary and Conclusions 
Multiple calibration targets-narnely, steady-stale and transienl 

heads, head gradicnts, and flowpath information-wcre used lo cal
ibrate a two-dimensional finite-difference model. Four sets of 
parameter values (Table 2) were testcd during the calibration. 
Overall model calibration was much improved whcn local 
anisotropy caused by stratification of the upper sand unit was 
simulated directly with dipping layers of lower permeability 
(mo<lo\ 4). Trnwltimos from Crystal Lakc to wcll KS were cal
culated from rcsults uf cach uf tl1c fnm mnucls witl1 tl1c aid uf u par
riele tracking code. Travel times to well KS (Table 4) range from 
24 years (models 1 and 4) to 98 years (model3) and are dependen! 

.. ·-errors'in·:heads (Tablc 3);-•might nave·-been ·accepted ·as V<~•·~
. Neither of these models, however, was able to-reproouce the flow
path delineated from field data (Figure 6b) or tb, ob.;,..ed dispersion 
of an oxygen isotope plume (Kim et al. 1999). Obtaining a good cal
ibration lo heads required a large anisotropy ratio in the upper 
sand aquifer, as in models 2 and 3. In model 4, we simulated 
anisotropy in the upper sand aquifer directly by inserting dipping 
layers of low permeability. The improved calibration provide<l by 
model 4 indicates that such bedding plane layers effectively sim-

. ulate the overall anisotropy and also preserve the angle of anisotropy 
observcd in the field. 
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Characterizing Threé-Dime11~!~nal Hydraulic . 
· Condnctivity:Distdbutions Using-Q.ualitative .and 

Quantitative Geologic Borehole Data: 
Application to a Field Site 

by Zhihui Zhang" and Mark L. Brusseaua.b 

· Abstract 
. The focus of this paper is the characterization of three-dimensional hydraulic conductivity distributions using qualitative and 

quantitative geologic borehole data. We illustrate an approach that entails a three-step procedurc, where lithologic information reported 
in the borehole logs is first classified into texture classes. Representative hydraulic conductivity values are then calculated for each 
texture class using a correlation relating measured lithologic and hydraulic data from core samples. The generalized kernel esti
mator method, which can take full advantage of U1e characteristics of borehole log data and is applicable to statistically nonstationary 
systems, is used thcreafter to genera te the three-dimensional distributions of hydraulic conductivity. An application using boreholc 
data from a tricWoroethene (feE)-contaminated Superfund site in Tucson, Arizona, is presented and used to test U1e proposed method· 
ology. The simulated hydraulic conductivity distributions appear reasonable and the simulated permeability distributions for sev· 
eral cross sections agree well with the hydrogeologic cross-sectional maps. The use of mean permeability indicators for di!Tcrenti· 
ating zones of high and low pcrmeability is also investigated . 

• roduction 
Hydraulic properties of aquifers vary spatially as a result of the 

complex geologic processes through which thcy are formed and 
altered. Spatial variability of thc hydraulic propenies leads to spa
tially variable pore water velocities, which can significantly influ
ence contaminant transport in the subsurface. Numerous investi
gators ha ve commented on the importance of incorporating 
hctcrogcncity into studies of ground water flow and contaminant 
transpon (e.g .• Matheron and de Marsily 1980; Gelhar and Axness 
1983; Guven et al. 1986; Brusseau 1994 ). eharacterizing the spa
tial distribution of hydraulic conductivity is critical to the accurate 
rcrresentation of flow and transport. Unfortunately, complete, 
three-dimcnsional infonnation about hydraulic conductivity is not 
readily available at the field scale. Therefore, the spatial distribu
tÍGitS are estimated using whatever limited data are available (e.g., 
~eologic borehole logs, pumping test data. and geophysicallogs). 

At most sites, the primary sources of infonnation for subsur
face hydrau1ic propenies are geologic borehole logs and pumping 
tests. Pumping tests produce values that are averaged over a rela
tively large vertical and areal extent and are, therefore, of limitcd 
use for characterizing the spatial_ variability of hydraulic conduc-
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tivity. As discusscd by Ali and Lall (1996), existing pumping test· 
methOdologies alone are inappropriatc for thc identification of 
subsurface heterogencities becausc they focus on thc estimation of 
large-scale average hydraulic parameters, and thc aquifer response 
to pumping is darriped and smoothed o··er the discontinuities in the 
hydraulic conductivity. However, pumping test data are useful for 
calibrating three-dimensional hydraulic r;onductivity distributions 
obtained using other approaches. · 

Borehole log data. which are general! y available for any si te. 
can provide local stratigraphic infonnation of a three-dimensional 
nature. However, borehole logs are usually qw;tlitative, providing 
information on tel(t.Y~.~é!.ther_th_~n.h.ydraulic condu~~ity. Several 
methods based on corre1ations between hydrau1ic conductivity 
and texture are available to transfonn the qualitative infonnation 
obtained from borehole logs into representative.hydraulic con
ductivity data. Forexample. Urna et al. (198?i presented a new sta· 
tistical grain-size method for evaluating the hydraulic conductiv
ity of granular aquifers. The cquation is of the form K = ed10

2 

(cm/sec), which is similar to the well-known Kozeny-Carman 
equation (Cannan 1937). However, in this case, the coeflicient C. 
which is nonnally taken as a constan t. is found to be a variable that 
depends on the nature of the geologic environment. lt was estab
Jished that e= 6.0 for unconsolidated and poorly cemented sandy 
materials; e= 3.8 for moderately consolidated/cemented rocks; and 
e = 2.0 for fairly well compacted and cemented rocks. It was 
reponed that the estimates obtained from this method compared 
favorably with those determined from pumping test methods. 
Several other ex'!"'ples are also available (Masch and Denny 1966; 
Mishra et al. 1989; Temples and Waddell 1996). 
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Figure 1. A schematic vertical profile or geological conditions at the 
si te. 

125 

E 
o 124 
o 
o 
~ 

~ 
O> 
e 
:E 123 
t:: 
o 
e 

122 

t 

• A 

242 

• 

.. •,, 

-. 

AZ 

•• ... '•, 
•• •!:1 

. ' . . '',,· .. , 
243 244 245 246 
easting (x1 000 m) 

Figure 2. Borehole locations and hydrogcological cross sections at 
the site. 
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O Medium well 
e Rccharge well 

As noted, borehole logs and pumping tests are the primary 
sources of infonnation for subsurface liydraulic properties. The mag
nitude and distribution of hydraulic conductivity ata given bore
hole location can be derived by combining the information in 
borehole logs with hydraulic conductivity values measured-for 
core samples. lf the data are sufficient, three-dimensional distrib
utions of hydraulic conductivity can be generated using an appro
priate stochastic intcrpolation mcthod. In this paper, such an 
approach will be applied toa Superfund si te in Tucson, Arizona, to 
characterize hydraulic conductivity distributions using qualitative 
and quantitative geologic borehole data.--

Field Site 
The aquifer system at the si te is comprised of alluvial forma

tions that are heterogeneous in the vertical and horizontal directions. 
The system can be divided into four regional hydrogeologic units 
from top to bottom as shown in Figure 1 (Hargis and Montgomery 
Inc. 1982): (1) an unsaturated zonc extending to the water table, 
located at 34 to 40 m belów land surface (BLS); (2) an upper 
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Figure 3. Hydraulic coilductivity distribution detemtined from pump
ing test data. 

aquifer extending 61 to 67 m BLS; (3) an aquitard unit extending 
to about 107m BLS; and (4) a lower aquifer. The upper aquifer, in 
which a trichloroethene (TCE) plume resides, consists of gravelly 
sand with sorne clayey sand and sandy clay. Its saturated thickness 
ranges from less than 15 m to more than 23 m. The lower aquifer 
is composed of lenses of sand and gravel interspersed within clayey 
sand and sandy clay. The aquitard unit is comprised of a thick 
layer of clayey sediments. In the unsaturated zone, a 6 to 12 m thick 
laterally extensive clay or sandy clay unit. located at 23 to 26m BLS. 
overlies the upper aquifer. This unit is largely discontinuous and, 
while it confines the upper aquifer at some locations, ground water 
occurs primarily under unconfined conditions in the upper aquifer. 
Ground water is under confined conditions in the lower a 
Potentiometric head in the lower aquifer is 18 to 37m low< 
the water level in the upper aquifer (Mock et aL 1985) . 

Figure 2 shows the location of the 250 geological boreholes 
within the si te boundaries. Most of the boreholes (144) were com
pleted in the upper aquifer, and are about 61 m deep. Sorne of the 
boreholes (89) were completed in the vadose zone, and are about 
30 m deep. The remaining boreholes ( 17) penetrate into the lower 
aquifer and are about 122 m deep. Each borehole log contains the 
borehole name, the depth-intervals, material descriptions, and the 
corresponding United Soil Classification System (USCS) formation 
codes. About 85% of the boreholes are l<?Cated between the two 
d.ashed lines, an area for which more 2:ccurtJte simulations are 
expected. Also shown in the figure are three ó··Oiogical cross sec
tions that will be used to help evaluate the simulated distributions. 

Pumping tests were conducted in about 80 wells in the upper 
aquifer. The hydraulic conductivity values determined from these 
tests range between 1.1 X lo--' and 9.5 X I0-2 cm/sec, with a mean 
value of 2.8 X 1 o-2 crnlsec. Eighty-five percent of these values are 
within [3.0X J0-3, 9.0X lQ-2] crnlsec (Figure 3). For the lower 
aquifer, the hydraulic conductivity values span a range of 1.1 X lo-' 
to 1.1 X lQ-2 cm/sec, with a mean value of 2.2 X lQ-3 cm/sec. lt is 
clear from Figure 3 that, at mostlocations, the permeabilities in the 
upper aquifer are higher than those in the lower aquifer. 

Approach 
The approach for characterizing three-dimensional hydr"":~.~ 

conductivity distributions using qualitative and quantitative geoÍoglc 
borehole data at the si te consists of several steps. First. the litho
logical infonnation contained in thc borchole logs are classified into 
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Tablc 1 
·~·.t!SCS Fnrnmtion Codcs. Particlc Wcight Pcrccnla:,.:co;, 

; Hcprc.'.cntufivc H~·dr:mlic Cnnducti-ritics; and Pcrnlt';lhility 
.. - ... (ndiculors ---

uses Particle WciJ!hl · J•crcenta¡::e -(%)" lo¡: 111K l'cmwahilit)' 
Codc Cla~· Si U Sand Granl (cm/'il'c) lndicatnr 

GW 5 5 20 70 -4.157 

GP 5 5 15 75 -4.106 

GM 5 15 15 65 -4.827 

GC 15 5 15 65 -4.819 1 

SW 5 5 75 15 -4.191 

SP 5 5 70 20 -4.267 

SM 5 15 65 15 -4.814 

se 15 5 65 15 -4.806 

ML 10 70 10 10 -5.749 

MH 15 70 10 5 -5.843 

CL 70 15 10 5 -8.476 o 
CH 75 15 5 5 -8 784 

G, gravcl, S, sand, M, Mlt; C. clay; W, wcll graded (1 e., poorly sortcd); P.¡x•orly grnc.lcd; 
L. low pla~ticny; U. h1gh plasticny. 
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Figure 4. Calculated (tiSing Equation 1) vs. measured hydraulic con
ducüvity ror co~ samplcs (correlation coefficient rl = 0.87). 

12 rf'piesentative texture classes. with each class assigned a uses 
code representing a certain particle-size distribution (Soil 
Classification Handbook 1986). Second. a quantitative relationship 
between hydraulic conductivity and texture is developed using 
data obtained from cores collected from the field site. Third, the gen
eralized kernel estimato~ mcthod is used to generate three-dimen
sional hydrauli·c conducuvity distributions using the transfonned 
boreholc iog data. The estimated hydraulic conductivity value at each 
point is formcd as a local wcightcd average of the available trans- . 
fonned hydraulic conductivity values that líe within an averaging 

erval of the point 
As discussed prcviously, abundan! borehole log data are avail

abie for the si te. However, the borehole log data provide only a qual
itative description of the fonnation materials within ceitain in ter
vals of a corc and its formation code, which is based on the uses 

--

Table 2 
., . : Summary o~-IJ!hologic.and Hydr.mlic Dat.1 rmm Con· ~ 1-7 .' 

-Sample- ~pUl DI ... ~ Partid!! Wei~:ht PerrcnlaJ!t' 1 'if.J K 
J Number '(m). :Ciay "Silt Sand. GrnH:I (Cnt/M"CJ 

R3 369 18 '31 '49 -- ·-2 'J:Oc-6 
53 37.2 12 40' 48 o ::!.Oe-5 
T3 37.8 9 22 69 o 3.0e-5 
U3 38.4 9 15 64 12 LOe-6 
V3 39.0 20 42 37 o 2.0e-5 
W3 39.6 31 53 16 o 9.0e-7 
XJ 40.5 22 64 14 o 2.0e-6 
YJ 41.1 13 57 30 o 2.0e-5 
ZJ 41.8 23 56 21 o 2.0e-6 
A4T 42.1 16 33 51 o 2.0e-5 
A4U 42.2 25 37 38 o 8.0e-6 
A4M 42.4 13 19 60 8 7.0e-5 
A4L 42.5 16 16 63 5 3.0e-6 
B4T 42.7 14 12 67 6 LOe-5 
D4U 42.8 14 11 69 6 J.Oe-5 
B4M 43.0 2 6 29 63 4.0e-5 
B4L 43.1 3 5 53 39 9.0c-5 
C4 43.3 2 o 66 32 4.0e-5 
D4U 43.9 3 o 54 43 9.0e-4 
D4L 44.1 3 o 82 15 2.0e-3 
E4 44.2 2 3 41 54 2.0e-4 
F4 44.8 3 4 29 62 3.0e-4 
G4U 46.0 5 7 77 11 I.Oe-4 
G4M 46.3 3 o 60 37 3.0e-3 
G4L 46.5 4 15 39 42 J.Oe-6 

H4U 46.6 12 32 41 15 6.0e-7 

H4L 46.7 12 37 46 5 3.0e-6 
14 46.9 17 30 52 1 5.0e-7 
14 47.5 14 37 49 o 3.0e-5 

system. No direct informacion on the particle:sizc distributions is 
available. This problem is circumvented by grouping the litho
logic characteriz<:~:tions into 12 repre~entative classcs (rabie l ). 
with each class being assigned a certain weigl- t pcrccntage of clay, 
sil t. sand, and gravel according lO the USCS lonnation code defi
nitions (Soil Classification Handbook 1986). Various numbcrs of 
classes were evaluated and 12 classes were found to be optimal. 
Using less than 12 texture classes provides insufficient character
ization, whereas it becomes difficult to distinguish among larger 
numbers of classes. Once the fonnation descriptions have been trans
formed, an equation relating hydraulic conductivity to texture can 
be applied to the 12 classes to caiculate their respective loganthmic 
hydraulic conductivities. 

The hydraulic conductivity-texture correlation· equation was 
obtained using particle-size distributions and satw-atd hydraulic con
ductivities measured for 30 samples obtained from a core col
lcctcd within the upper aquifer at the si te. A summary of the mea
sured data is given in Table 2. Thc following non linear regression 
equation was obtained for these data: 

log 10 K= 1.854-9.640 X IQ-2•(CL%)- 5.936 X IQ-1 *(SL%)"' 
-3.478X JQ-2*(SD%)-4.196X IQ-1*(GV%)05 (1) 

whcre log 10 K is the common logarithm ofhydraulic conductivity 
in cm/scc; CL%, SL%, SD%, and GV% are wcight pcrccntages of 
clay, silt, sand, and gravel, respectively. The other factors that may 
affect the magnitude of hydraulic conductivity, such as porosity and 
bulk density, are not explicitly shown in the equation, but are 
implicitly incorporated because they are also relatcd to texture. 

.. 
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Figure S. Simulatcd thrce-dimcnsional distribulion of hydraulic con· 
ductivity in the domain. 

A scatter graph of calculated versus measured hydraulic con
ductivity values indicates that Equation 1 provides reasonable csti· 
mates of hydraulic conductivity. Clase inspcction of Figure 4, 
however, reveals trends in the residuals. For most of the low-per· 
meabilily (log10 K< -5 cm/sec) sarnples, lhe calculated values are 
greater than the measured. Converse! y, for most of the high·per· 
meabilily (log 10 K> -5 cm/sec) samples, lhe calculaled values are 
smaller than the measurcd. This may be caused by the nonuniform 
distribution of the samples, i.e., the majority of thc samp\cs fall into 
lhe high-permeabilily range. Equalion 1 is considcrcd applicablc lo 
the olher borehole logs based on lhe similarily of depositional 
environments. 

The generalizcd kernel estimator mcthod is applicd to cstimatc 
the distribution of hydraulic conductivity valuc~ for thc ~itc 
(4877X4572X 152m3), using a 87 m XSI mX3 m grid. This 
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Using a kernel function, observations c\ose·r. lo ihc point are 
wc1ghtCd higher, whcrca..., thosc fUJ1hcr away ~u·c wcightcd le:-.:-.. The 
avcraging stratcgy is dcsigncd to accommodatc thc spccial attrib· 
utcs of the OOreholc data (i.e., continuity in thc vcnical direction and 
sparsity in lhe horizontal). This method takes full advanlagc of the 
spatial characteristics of the borehole log data and no assumption 
of statistical stationarity is madc in its developmcnt. · 

There are two major difTerences between the modified method 
and lhe original kernel estimator method (Zhang and Brusseau 
1996). Firs~ unlike lhe original method, which can only lake binary 
input data, the modified method can accepl any parameter value. 
Second, lhe data can be classified into any number of categories for 
the modified method, compared to the binary classification used in 
the original method. With thesc two new fcaturcs, thc gcncralized 
kernel estimator mcthod can be used to generate threc-dimen~ 
sional disuibutions of hydraulic conductivity using borehole log data. 

Results and Discussion 
The simulated three-dimcnsional distribution of hydraulic 

conductivity is shown in Figure 5, which is useful for visualizing 
the strata in the system and their variations in spacc. A large degree 
of heterogcncily can be obscrved for lhis alluvial.aquifer.systenL 
There is a dislinctlayer of high permeability (indicated by lighl shad
ing) locatcd between 720 m and 750 m lo 760 m abovc MSL. Th 
zonc corrcspom.ls lo thc uppcr aquifcr. Somc Uisconlinuous low·~;} 
meability lenses (indicaled by dark shades) are imbcddcd within ~~ 
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Figure 6a. Comparison or the simulated hydraulic conduclivity distribution and the hydrogeological map along section A-A' shown in Figure 
2. (a) Hydrogeological map. 
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Figure 6b. Comparison of the simulated hydraulic conductivity dls
tribution and the hydrogeological map along secl.ion A-A' shown in 
Figure 2. (b) Simulated distribution. 

!ayer. A thick !ayer of low permeability. can be observed between 
680 m and 720 m lo 730 m above MSL. This corresponds lo the 
aquitard unit separating the upper and the lower aquifers. The 
results at the northeast sirle and southwest comer of the domain 
should be viewed with caution because there are insufficient bore
hole logs in these areas (Figure 2) to obtain reliable information. 

To examine if the simulated three-dimensional spatial distri
bution of hydraulic conductivity is an accurate rcpresentation of the 
si te. distributions along thrce cross sections A-A', B-B', andE-E' 
(Figures 6b, 7b, Se, and 8d) are compared to the corresponding 
hydrogeological cross-sectional maps developed by Hargis and 
Associates Inc. (1985) (Figures 6a, 7a, 8a, and 8b). The locations 
of the three cross sections are shown in Figure 2. The three maps 
were made based on the hydrogeologists' intcrpretation of the 
borehole lag data and their understanding of the geological and 
hydrogeological conditions al the si te. Examination of Figures 6 to 
8 reveals that the simulated cross-sectional hydraulic conductivity 
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di~trihuti¡ms C1111lp.uo.: f;¡\'lll'ahly with th~ ~o.'llll'l.::-.p•,nJin¡; llydrogc
.ologica_l ~ro~.\:.\cctinn;¡lmaps . 

lnspcCtiiJlinr Fi~urc.., (, to H. rcvc;;ll:-. high-pcrmcaDllity.rnatcrial 
.... at a -ceA-Hin depth for one lnt:.;;ltiun .. and lo,,·-permcabllny material at 
· · .thc.samedcplh J'or anothcr-location. lt is Jimcult hl di~L'liminatc _gC(I

logic J:..¡ycr:-. in :-.uch a co¡nplcx hctcmgc_n~~!u~_~ul~:-u_r(a_cc_sy:-.h.;m. 
Howcvcr. !ayer ditTcrcntiation is rcquircd during thc Ue:-.ign of a 
rcmcdiation systcm, is ncccssary for conccptualiLalion of laycrcd 
modcls, ami i:-. uscful for vc11ical domain-di:-.r.:rctization for math
ematical modeling. For cxamplc. it is not good practice to locatc an 
clcmcnt ar.:mss dill'crcnt laycrs bccausc thc hydraulic propcny in thc 
elcmcnl is supposcd lo be constant in a numcrical modcl. 

<•> 

The correspondencc among 'thc uses formation codc, partí
ele weight percent;.tgcs, rcpresentativc hydraulic conductivities, 
and perrneability indicators for the 12 classes of matcrials are pre
sented in Table l. Hydraulic conductivities range from ¡o-> lo 
104 cm/sec for high-permeability material (i.e., sand and grave!), 
are about lo-<' cm/sec for sil!, and about I0-85 cm/sec for clay. A 
threshold value of log10 K = -5.0 cm/sec can be used to separate the 
12 classes of materials into two categories: those with log10 K > 
- 5.0 cm/sec (high permeability, indicator = 1) and those with 
log10 K < -5.0 cm/sec (low pcrmeability, indicator = 0). The per
meability indicators developed in this manncr can be used to quan
titatively discriminatc geologic layers. This binary data classifica

. tion scheme is consistent with onc of the schemes presentcd by 
Johnson and Dreiss ( 1989), which is based on interpretations of the 
uses system for the binary classification of borehole data into high 
and low hydraulic conductivity regions. 

The indicator method is applicd to the subdomain (bounded by 
dashed lines) shown in Figure 2. Simulated hydraulic conductivi
ties are considered more reliable within thc subdomain because of 
the greater density of borehole logs. The value of the permeability 
indicator (either O or l) at each grid point in the subdomain is 
assigned according to thc cstimatcd hydraulic conductivity valuc at 
the point using the threshold of loglO K= -5.0 cm/sec .. The indi
cators for an thc points at a specific elevation are ther. analyzed to 
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Figure 7a. Comparison or the simulated hydraulic conductivity distribution and the hydrogeological map along section B-B' shown in Figure 
2. (a) Hydrogeologieal map. 
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Figure 7b. Comparison or the sirnulated hydraulic conductivity dis
tribution and the hydrogeological map along section 8-B' shown in 
Figure 2. (b) Simulated distribution. 

determine their mean and standard deviation. The variatiOn of the 
mean permeability indicator, and the corresponding deviations, 
with elevation are shown in Figure 9. A large mean indicator indi
cates that generally high-penneability materials are dominan! at this 
elevation, and vice versa. A deviation smallcr than the mean indi
cator indicates a less heterogenous zone at thc elevation, whereas 
a larger deviation indicates a more hcterogcneous zone. 

NORTHWEST 

E 

800 

780 

680 

EXPLANATION 

1m SANO ANO GRAVEL 

D ClAYEY SANO 

~ ClAYANOSANOYClAY 
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vaJosc zonc. uppcr <lquifcr. aquir:mlunH, and lowcr aquif~r. Th~ 
va~Ú~~·.:1mlthc aquit:ml UIUiappcar-ftl hL'llH)rc hCIL'N"l~L'IlL'tll•• 

: tllall..thi: uppcr a111l lowcr :u¡uikr ..... lnh.::rc.stingly. twu 1~l.ni· 
pcuncahk ht)'CI.\ .... t:p;n atcd hy ont:.k.\:-. pcnuco..~lilc h1ycr an: :-hm, u 

... withm thc uppcr aquifcr. Thcy ~.:orrC.\fll.>ll~.lo ~he t,~ppcr and lowc¡ 
·ZOilC.\ of thc uppt:r ~u.¡uifcr. anJ thC local confinmi !ayer b~..·t\\'Ccn 
thcm (Figure 1 ). 1l1c pcnnt:ahility ofthc uppcr zonc is .\hown lo he 
highcr than thi.ll of thc lowcr zonc. 1l1c~c rc~ults are con:.obtcnl with 
thc availi.lble hydrogcologic cmss scctions i.lnd pumping test data. 

(a) 

As !-.howñ prcviously, thc aquifcr systcm at thc sitc consists of 
severa! geologtc laycrs. Howevcr, it is clcar through the prcvious 
discussion that each !ayer is not unifonn in composition. For cx~m
ple, gravcl, sand; and claycy sand are dominan! in thc upper aquifcr, 
in which lenses of clay and sandy clay are imbedded. High·per
meability laycrs. may merge. becomc thinncr. or evcn disappcar at 
sorne localions. These layers control thc migration of the TCE 
plume. Conversely, the low-permeability lenses provide retcntion 
domains for TCE and, therefore, are likely to bccomc long-tenn 
sources of contamination during the operation of thc rcmediation 
systems. In Figure 9, a low-permcability !ayer can be observed 
between the vadosc zone and the upper aquifcr. Such a layer could 
shield the aquifer from contaminants introduccd on the land surface 
or into the vadosc zone. Howevcr, examination of Figures 6 to 8 
reveals the prcscnce of "windows" of high-permeability within 
this !ayer. Thesc prcferential pathways may have been partially 
responsible for the dcvclopment of thc ground water plume. 
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Figure 8a. Comparison of the simulatcd hydraulic conductivity distribution and the hydrogeological map along section E-E' shown in Figure 
2. (a) Hydrogeological map. 
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Figure 8b. Comparison of the simulated hydraulic conductivity distribution and the hydrogcological mapa long section E· E' shown ir. Figure 
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~gure 8c. Comparison of the simulated hydraulic conductivity dis
tribution and the hydrogeological map along section E-E' shown in 
Figure 2. (e) Simulatcd distribution. 

Figure Sd. Comparison of the simulated hydraulic conduclivity dis
tribution and the hydrogeological map along section E· E' shown In 
Figure 2. (d) Simulatcd distribution. 
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Figure 9. Mean permeability indicator and standard deviation vs. 
elevation. A: vadose zone; B1: upper zone in the upper aquifer; B1: con~ 
fining layer in the upper aquifer; B3: lower zone in the upper aquifer; 
C: aquitard unit; D: Jower aquifer; E: unknown (no data available). 

Conclusions 
Geological borehole log data and pumping test data.are the pri

mary sources of infonnation for subsurface hydraulic properties. For 
sites where pumping teSt di.ta-are scarce, the borehole logs are the only 
basis for site characterization and for model calibration. Typically, how
ever, they are not used fully because of their qualitativc nature and 

their uncertainty in the interpretation of hydraulic properties. For 
example, borehole log data may be used for model conceptualiza
tion, but they are not directly incorporated into numerical models. 

An approach for generating !bree-dimensional hydraulic con
ductivity distributions using qualitativc and quantilative borchole 
log data was illustrated in this paper. Severa! stcps are in volved in 
this approach. Lithologic infonnation reported in the borcholc Iogs 
is first classified into texture classes. Representativc hydraulic 

conductivity values are then calculated for each tcxture class using 
a correlation relating measured lithologic and hydraulic data from 
core samples. The generalized kernel estimator method is used 
thereafter to generate the three-dimensional distributions of hydraulic 
conductivity. 

eiassification systems other than the USeS can be used in the 
first step, such as the ASTM (American Society for Testing and 
Materials) system, which is quite similar to USeS. Twelve texture 
classes appear to be sufficient for differentiating fonnation mate
rials for a sedimentary system. Difficulty in assigning particle 
weight percentages to each texture class may arise if more classes 
are used. In deriving the relationship between hydraulic conductivity 
and texture from core sample measurements in the second step, it 
is desirable that core samples be taken from various borcholes 
and at different depths to decrease the uncertainty of thc correlation 
equation. It is preferable to use different correlation equations for 
different areas in the domain if sufficient data are available for each 
area. The generalized kernel estimator method, rather than kriging, 
is used to generate hydraulic conductivity distributions because the 
kernel estimator method is specifically designed to accommodate 
the special attributes of borehole log data, and because it is applic
able to statistically nonstationary systems. 
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Modeliilg. Sea-Water_ Intrusion with 
COpen ~Boundary_ rOn:ditions 

· by Francisco Padilla and Javier Cruz-Sanjulián • 

. Abstract 
The present study concems the application of a new numerical approach lo describe the fresh-water /sea-water relationships 

in coastal aquifers. Essentially, a solution to the partial differential equation governing the regional motion of a phreatic suñace 
and the resulting interface between fresh water and salt water is analyzed by a Galerkin finite-element formulation. A single-phase 
steady numerical model was applied to approximate, with simple triangular elements, the regional behavior of a coastal aquifer 
under appropriate sinks, sources, Neumann, outflow face, and open boundary conditions. On the one hand, outflow open 
boundaries at the coastline were not treated with other classical boundary conditions (Dirichlet or the outnow face approach), but 
instead with a formal numerical approach for open boundaries inspired in this particular case by the Dupuit approximation of 
horizontal outOow at the boundary. The solution lo this nunierical model, together with the Ghyben-Herzberg principie, allows 
the correct simulation offresh-water heads and the position ofthe salt-water inteñace for a steeply sloping coast. Although the 
solutions were precise and do not present classical numerical oscillations, this approach requires a previous solution with Dirichlet 
boundary conditions at the coastline in order to find a good convergence of the solution algorithm. On the other hand, the same 
precise results were obtained with a more restrictive open boundary condition, similar in a way to the outlow fa ce approach, which 
required less computer time, did not need a prior numerical solution and could be extended lo different coastline conditions. Thl.. 
steady-state problem was solved for different hypothetical coastal aquifers and fresh-water usage through three types of numeric!F"] 
tests. Calculated fresh-water heads, interface positions and discharges show very precise results throughout the domain and..,_ 
especially at the coastline when compared to analytical, experimental, and numerically correct solutions. Therefore, interface 
positions, fresh·water heads, and discharges originating from the steady regional behavior of coastal aquifers can be precisely 
predicted by numerical modeling wlien open boundaries towards the sea are properly treated for the likely conditions of the 
coastline. · 

lntroduction 
Coastal aquifers are major sources of drinking water and 

agricultural irrigation in many countries. Nevertheless, sea
water intrusion into such aquifers is of great conccrn when 
assessing total amounts of available fresh water. Salt and fresh 
waters are miscible fluids. The salt concentration varies in a 
transition zone between fresh and salt ground waters. When 
fresh-water discharge across the coastline is relatively importan!, 
the zone of transition can be quite narrow in comparison with 
the overall thickness of the aquifer. For the sake of computa
tional simplicity, this zone is usually considered as a sharp 

I
r interface. In the case of aquifers of large horizontal extent, \ 

. , compared to their thickness, it may be assumed that the varia- 1 
1'¡ tions of the ground-water head in a vertical direction are so small ( 
'L that they can be ignored. Although this approach is far from ) 
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Í
being rigorous, it seems to provide satisfactory results when -,( 
modeling the horizontal flow of fresh water by tw~imensional 
models of coastal aquifers with sea-water intrusion (Bear an~ 

''lerruijt, ·1987). 
Several types of horizontal numerical t!lo!ids with a sharp 

interface approximation for coastal aquifcrs have been devel
oped during recent years (Shamir and Dagan, 1971; Pinder and 
Page, 1977; Wilson and Sa da Costa, 1982; Verruijt, 1987; 
Ledoux et aL, 1990; Essaid, 1990a and b; Huyakorn et aL, 1996). 
These models consider two equations for thc simultaneous flow 
offresh water and salt water with a sharp interface between both 
liquids assumed lo be immiscible. lt is customary lo sol ve the two 
sets of equations for transient problcms involving an initially 
known interface or sea-water heads. and inflow or outflow 
amounts of salt water at the coastline. Both these types of data 
are difficult lo measure in the field. The same goes for the need to 
know the thickness of the seepage face and the total and local 
discharges of fresh water from the coastal aquifer at the edge of 
the sea. These discharges are also very difficult lo establish along 
the coastline of a tw~imensional aquifer whose fresh water 
flows horizontally. Therefore, the water table is often imposed al 

\ the coastline to sea leve! (Dirichlet boundary conditions) or the 
/ boundary is preiCiibtd- by a flux condition based for instance on 
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· head dependen! leakance functions (Essaid, 1990b) or on analyt- · 
ical solntions likc·the more extended outnow face approach 

· {Bcar.and Dagan;l964; Huyakorn ct al.·, 1996). lt rcsults in the 
·well-knownclimitations.of th'c caleulatcd dcpths of thc frcsh
~-~water /salt.,water.intcd'ace.::nccir ~the coastline. Thcse liriiitationS · 

are a direct consequence of using prescribed fresh-water hcads or 
flux conditions at the coastline based on analytical solutions 
which do not always properly consider actual coastal aquifers 
with different types of coastlines, fresh-water recharges, and 
usages. 

In this paper, a steady tw<Kiimensional vertically averaged 
finite-element model, based on the assumption of horizontal 
fresh-water flow, is essentially developed for unconfined coastal 
aquifers. The Ghyben-Herzberg principie was used to estimate 
the position ofthe sharp fresh-waterfsalt-water interface for the 
present single-phase numerical approach. Instead of other 
numerical models, outflow open boundaries at the coastline were 
treated with the help of recently developed open boundary con
ditions (Padilla et al., 1990; Padilla et al., in press). 

On the one hand, the present open boundary conditions for 
sea-water int~ion problems were inspired from the Dupuit 
approximation of horizontal outflow at a coastline with a very 
steep coast. This allows the numerical model to consider in the 
solution procedure the fresh-water discharges and seepage 
conditions of this type of coastline. Numerical tests show that 
fresh-water heads and steady interface depths, as evaluated by 
the Ghyben-Herzberg principie, are correctly and precisely 
calculated by the model in the aquifer ·and in proximity to 
the coastline. Nevertheless, the' solution algorithm GMRS 
employed did not prove very eflicient in solving an elliptic prob
lem of this type for the recently developed open boundary 
conditions. 

On the other hand, a much more efficient flux type 
boundary condition was found, showing identical results to the 
open boundary condition based on the Dupuit assumption, 
which was successfully applied and extended to severa! charac
teristics of the coastline. For three different numerical tests, 
comparison of the results of application of this and other flux 
type boundary conditions with analytical, experimental, and 
numerically corree! solutions shows only advantages in applying 
the latest numerical approach for this typeof open boundary. 

Theoreticai .Modei 
F1ow in·phreatic coastal aquifers that have a large horizon

tal extent, compared to their thickness, may be assumed to have 
variations in the ground-water head in a vertical Jirection so 
small that they can be ignored. This assumption leads to the 
two-dimensional averaged equaüon of fresh·water flow in a 

(s .. -Gh}< p 
.,q, 1"1 

'"" lnterf• 

(s•-Gh)>p 
.,q. Pl 

open boundary 

H 
-~ 

SCIIIevel• 0 
111 wallllf 
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Fig. l. Vertical schematic section ora phreatic coastal aquifer. 

· horizontal planc. Additionally, by considcring salt W'arcr in cqui
·librium •With ·sea leve! and thc cxistencc of a .sharp frcsh-

. ... watCri~~~cr interface bclow .a lcss dense frcsh ~vatcr, thl· 

~. two.:diJnensional· cquation ( 1) ·govcrning· thc · mouon of thc 
-:.~:phrcatic·:surtacc·in·a coastal aquifer·can bc·written·as·follows 
... (Shamir and Dagan, 1971): 

nr ~ - n, as = _!__ (K .. (h - s) ~) 
at at ax . ax 

a ( ah ) a ( ah ) +- K,,(h-s)- +- K,,(h-s)-ax ay ay ax 

a ( ah ) +a K,(h-s) a + Q 
y . . .. y . 

( 1) 

where, taking as reference the sea level (Figure 1 ), h is the 
fresh-water head (positive above sea level); s is the level of the 
saltwwater interface (negative below sea level); nr and n. are ttie 
effective porosities for the movement of the phreatic surface and 
the intetface, respectively; Q is the net source (positive) or sink 
(negative) from the surface of the aquifer in volumetric flow of 
water per surface unit; and Kr; is the hydraulic permeability 
tensor in the fresh-waterzone. 

For unconfined coastal aquifers, the Ghyben-Herzberg 
principie approximates the position of the salt-water interface 
in equilibrium with the sea-water level by the following rela
tionship: 

·' Pr 
h if (s = -,Qh) >p .. s=-

P•- pr 

S= p if (s = -Gh) :S p 
.\f,' ,.,. ,. 
.(-2) .. 

where G = [Pr f(p,- pr)], pr and p, are the densities offresh and 
salt waters, respectively; and p is the height of the ~ínpervious 
substratum of the aquifer (below or above sea level, correspond
ing to negátive '" positive values, respectively). In the case of 
phreatic coastal aquifers, the governing partial differential equa
tion can be obtained by substituting (2) in ( 1) as follows: 

ah a ( ah ) 
(nr + n,G) - = - K,.(h- s) -

at ax ax . 
a · ( ah ) a ( ah ) +- K,,(h-s)- +- K,,(h-s)-ax ay ay ax 

a ( ah ) + ay K,(h- s) ay + Q if.¡.(s = -Gh) > p (3) 

nr :~ = :X (K,. (h- p) :: ) 

a ( ah ) a ( ah ) +- K,,(h-p)- +- K,,(h-p)-ax ay ay ax 

a ( ah ) + - K,(h- p) - + Q if (s = -Gh) < p 
ay . ay . (4) 

Thils, the mathematical model is represented by equation (3) 
when sea-water intrusion interacts vertically with fresh water y 

and by equation (4) otherwise, that is, when only fresh ground
water flow is vertically averaged. In other words, the position of 
the toe of the interface determines the domain of applicability of 

··. 
·J: 

), 



· ·. equation (4) where only fresh water can be vcrticaJiy found, and frcsh water: Othcrwise, thc model is not corrcctlY apphcd. In 
·.·of equation (3) where vertically there is both fresh water and salt . particular, outflow boundaries are bcttcr rcprcscntcd by outtlmv 

water. w • _ • • •• facc·o~~ ~oundary conditions as dcfincd Itere bc~ow . 
... : ... · lt is important to note ttült th~ abovc:basic e4uations cor-

.respend to-a·.classicai'Tegionai.m9·.Iel-""fsea-wa•·-.. ,·ntrno¡'on·.¡·n. _n... -~!¡_ed~---'' H d -' • '' u• ~ ~· - ., .. T-,escrcv __,rent-ar· -ea -/kpetluenl r1ux·(O"t,lowFa, 
· · ·. equílibrium with the sea-water: regionallevel (Bear and Verruijt, c·Boundary Condition) 

1987). ·What will not be classical are the boundary conditions This head-<lepcndcnt flux 'typC· bouildary· có~ilition can 
that will be used to salve them numerically. · take different forms, depending often on experience, numeric.al 

Boundary Conditions for Sea-Water Jntrusion 
When solving steady-state problems, severa! types of 

boundary conditions are possible on the boundaries r = r, + r, 
+ r,+ r. ofthe wholedomain!l. Theproperchoiceofthetype' 
of boundary conditions must also take into account the type of 
problem in order to optimize the convergence, stability, and 
accuracy of the solution. 

Prescribed Solulions (Dirichlel Boundary Condition) 
Fresh-water headscan be imposed on the boundaries r,, or 

even within the flow domain n. when these boundaries represen! 
a continuous source of surface water(lakes, permanently flowing 
rivers, etc.). 

h(x, y)= h, on r, or on parts of n . (5) 

Often the Dirichlet boundary condition is also prescribed 
on outflow open boundaries, like on the coastline of sorne 
sea-water intrusion models. This has considerable inconve
niences (Bear and Verruijt, 1987). First, it prevents the Ghyben
Herzberg principie from correctly calculating the depths of the 
salt-water interface at equilibrium in the proximity of the 
coastline. Second, fresh-water discharges need to be known 
along the coastline-a very rare and almost impossible task-to 
allow the prescription of the sea leve! somewhere else off the 
coastline. Third, two transient partial differential equations
one for fresh water and another for salt water-need to be solved 
in order to give the main responsibility of the position of the 
interface to the unsteady movement of the salt water into the 
phreatic aquifer (Essaid, 1990a and b). In this last case, the 
classical model requires a knowledge of salt-water flux and initial 
salt-water heads along the coastline which are very un usual field 
data. 

Prescribed Flux (JYeumanr. Boundary Condition) 
The flux of water can normally be prescribed on inflow 

boundaries r, with recharge offresh water, that is, where en tries 
of water coming from neighboring watersheds are well-known: 

-(K .. (h- s) ah) ( ah) - n,- K,(h- s) - n, = q, 
ax ay 

... on r, (6) 

where: q, is the prescribed flux offresh water,and (n.,n,) are the 
direction cosines of the normal pointing outwards to the 
boundary r2. The natural condition is given for impermeable 
boundaries by the homogeneous version of equation (6), q2 =O. 
Neumann conditions can be applied to outflow boundaries when 
steady or transient ground-water discharges are known along the 
boundaries; however, these discharges are in fact rarely known. 

Dirichlet boundary conditions (imposed fresh-water heads) 
must not substituto innow or outflow boundaries unless the 
boundary represents a penetrating and continuous source of 

approximations, or analytical solutions for the hypothetical 
hydrogeological characteristics of the coast. The forms that this· 
type of boundary condition take can change depending on the 
assumptions, but in general, the ground at thc·coast is considered 
to have a gentle slope and the gradient of the fresh-water h~ad is 
prescribed indirectly. 
..... A leaky, head-<lependent boundary condition can be used 

to represen! coastline boundaries (Essaid, 1990b) with the form: 

flux = leakance (h, - h) on r, (7) 

The leakance term, as used by Essaid (1990a and b), does 
not have a veryclear physical meaning as a boundary condition. 
For application purposes, the leakance is !ixed together with the 
head value h, at the coastline. Thus, as the calculated head h in 
the aquifer changes, the flux across the boundary changes. 

In another approach, it is assumed that the fresh-watcr 
discharges into the sea are determined by an analytical expres
sion such as that used by Huyakorn et al. ( 1996) and derived by 
Bear and Dagan (1964): 

-(K .. (h- s) ~) n,- (K,(h- s) 
ax 

-(K,.h) n,- (K,h) n, 

~)n = 
ay ' 

on r, ( 

This equation is not very dissimilar to expression (7) and works 
numerically in an analogous way. The outflow face boundary 
condition is still rigorous for a nonlinear elliptic equation of this 
type, in the sense that the calculated head-<lependent flux at the 
boundary is sufficient for the numerical model to converge 
towards the solution sought, thus evaluating the thickness ofthe 
seepage face for the correct fresh-water discharge at the coast
line. Nevertheless, this outflow face approach has the obvious 
limitation of using a very specilic solution (analytical or with a 
prescribed gradient), to assess the discharge at a coastline, as an 
extensive solution to actual aquifers with different coastal char
acteristics, fresh-water recharges, and water managcment. 

Nonprescribed Flux (Open Boundary Condition) 
In arder to establish the feasibility of the so-<:alled open 

boundary conditions (Padilla et al., 1990; Padilla et al., in press; 
Bear, 1972), it can be.assumed that at permeable outnow open 
boundaries (P,), the flux within thedomain needs to be equal to 
the flux outside it. The latter can be described, for a steeply 
sloping coast, by the Dupuit approximation which considers 
horizontal flow and the interface position as also being horizon
tal in the proximity of the coastline. 

-(K .. (h-s) ~)n,-(K,(h-s) ~)n,= 
ax ay 

( 
a(h- s) ) ( a(h- s) ) 

-K .. (h-s) n,- K,(h-s) n, 
ax ay 

.... on r, (9) 



· Nevertheless, a linear treatmcnt ;of opcn boundary condi- requircd boundaryconditions (Lapidus and Pindcr. f98:!) mean~ 
· tions is·neces.Sary in arder to numcricálly find thc corrcct solu- · -.·that-care must be taken to avoid sources of error such as exce~

.: ·! · tions resulting from the grotind,.waterdiSch:..¡rgCs at thc coastlinc · · ... siveiY l_M~e.lements and mesh anisotropy ncar·the boundaries. 
·- as .a ~conscqtiencc· óf thc. simulated.condltions.-·For·sca-watcr · · .·...:In ~cral,-:parabolic·systcms with opcn boundary· condition~ 

-' ,.,.intrusion :-problems, :the . .rcsulting -open .boundary· condition ··.-·will be more stron_gly influenccd by thc above-menuoned sources 
beco mes: of error. 

( ah ) . ( ah ) - K .. (h- s) - n,- K,(h- s) - n, = ax ay 

( 1 a(h-s)') (1 a(h-s)') 
- - Ku Dx - - Kyy ny 

2 ax 2 ay 
.... on r, (lO) 

This kind of boundary condition is far from being rigorous 
and it can be totally monitored if lreated linearly by the numeri
cal resolution procedure and il is formally incorporated into the 
formulation and into the numerical solution schemes related to 
the finite-<:lement method. This means that when the slope at the 
coast is quite steep, as in this particular case, the coastline can be 
treated with this kind of open boundary condition, and thus the 
fresh-water discharges and heads become part of the solution of 
the numerical model. Calculated fresh-water heads along and in 
the proximity of the coastline do not need to be the same as the 
sea-water leve!, andas a result, the thickness of the seepage face is 
determined. Hence, for example, a salt-waler interface deeper 
than the sea-water level could occur at this coastline, as calcu
lated by the Ghyben-Herzberg principie of equilibrium, as a 
consequence of calculated positive fresh-water heads resulting 
from the application of the numerical model when positive 
ground-water balances or discharges take place in the aquifer. 

In order lo avoid part of the above inconveniences encoun
tered when modeling regional sea-water intrusion, neither initial 
sall-waler heads, nor fresh-water ·and salt-water hcads and flux 
need to be prescribed at this coastline. lnstcad, this kmd of opcn 
boundary condition can be applied for a steeply sloping coast in 
numerical models describing sea-water intrusion in coastal 
aquifers. 

Finite-Eiement Approximation and Solution Strategy 
For the steady-state problems treated in this particular 

research, a standard weighted residual approach with Galerkin 
type weighting functions is used to determine approximate solu
tions to equations (3) or (4) under the appropriate boundary 
conditions. In the finite-<:lement method, the computational 
domain and the unknowns are represented on an irregular grid 
composed of a finite number of subdomains of simple geometri
cal shape, called the finite elements. 

More details of the in volved finite-<:lement formulation and 
how open boundary conditions are dcalt with can be found in 
Padilla et al. ( 1990 and in press). lt is worth noting that in order 
to formally incorporate open boundary conditions, all the ele
ments of the domain having at least one node at the boundary 
will contribute lo the term of the equation accounting for open 
boundaries in lhe finite-elemenl formulation. Fonner research 
(Padilla et al., in press) showed that the application of open 
boundary conditions to linear hyperbolic and parabolic advec
tion-diffusion flows in two dimensions, were much more slable 
and precise than when using the suggested Dirichlet boundary 
condition for tested analytical cases. Nevertheless, when solving 
cssential1y parabolic problems, the need for an increase in the 

In order to imPro~e c~mp~ti~g Cffiden.cy, "v:·e .selecied a 
linear element fulfilling the minimal global and local continuity 
requirement, the triangular first-order Lagrange element with 
three nodes (f3). This element permits analytical integration of 

·the terms of the elementary weak form and suppresses the loop 
over thc quadralure points,leading toa more efficient and better 
vectorization of the computer code (Secretan, 1991; Pickens et 
al., 1979). When considering point sourccs and sinks, the surface 
affected by the water injected or abstracted depcnds on the type 
of element used in the numericaf discretization. In the case of 
linear triangular elements, this surface is equal to 1/3 of the 
surface of the elements connected to the nodes where the sources 
and sinks are prescribed. 

The algorithm of the solution for the numerical system of .. 
equations is the generalized minimal residual GMRES (Saad 
and Schultz, 1986). This iterative method has been applied suc
cessfully to nonlinear systems (Brown, 1987). lt does not need '' 
computation and storage of the global matrix, and therefore it is 
very suitable for mesh refinement. 

Numerical Simulations 
Conditions of Simulation · . 

Sorne theoretical implications of the proposed conditions 
of simulalion are worth noting. The present numerical appliCa
tions consider simulalion conditions for the steady-stale versfun 
of equations (3) or (4), depending on the presence of sea-water 
intrusion in the simulaled aquifer. The relevant cqu3tion would 
be in every case nonlinear and mainly clliptic (Lapidus and 
Pindcr, 19~2). Nevertheless, a strong nonlinearity is associated 
with equation (3) which governs the fresh-water movement asso
ciated wilh sea-water intrusion. 

As we have already mentioned, thcre are three types of 
appropriate boundary conditions at the edge of the sea for the 
considered numerical simulalions of an actual phreatic coastal 
aquifer: Neumann boundary conditions for inflow boundaries 
when fresh-water flux of recharge coming from neighboring 
watersheds is well-known, outflOw fnCe bc.imdary conditions for 
coasts with fairly gentle slopes, 'ilnd open boundary conditions 
for coasts with steep slopes. Other externa! sources and sinks of 
fresh water could be infiltratioit from net ,·ainfall and irrigation 
returns, as well as abstrdctions from pumping wells. When using 
these types of boundary conditions as well as sources and sinks 
of fresh water, the total water balance in the aquifer will corre
spond to the total fresh-water discharge of the aquifer. This 
fresh-water discharge will be distributed along the coastline if the 
model correctly simulates the ground-water processes. 

lt is importan! to note that elliptic partial differential equa
tions require more rigorous boundary conditions than hyper
bolic and parabolic ones. Moreover, the present quasilinear 
problem enhances the difficulties associated with the application 
of open boundary conditions on outflow boundaries (Padilla et 
al., 1990 and in press). Therefore, for this type of problem, 
special care must be taken when using the numerically soft open 
boundary condition on the coastline, instead of others numeri
cally more severe like the Dirichlct or the flux typi: boundary 

·' 



conditions. This is beca use verydcformcd or anisotropic mes heS, .. first, the classical modcling approach whcrc thc rriodcl fatls to 
, , ,, 'as well as excessively large elements at thc rclcvant boundary, are · predict correct ground-watcr hcads and dischargcs lfl: proximity 
... ·:·.particularly likely to add to-t~E·CXis-ting numcncal crrors. .. to thC_cOattl_ine; sccond. thc numcrically corrcct solu~ion whcrc 

· · . .:. .:\.. :-Another result~of these·difficuJLics. was-that 't.he.considcrcd : .. · the amO.iints Or thc dischargc are well-known, as in this particul 
- . · :~~ simulations i:HO -notirave·a:oniqu~· ~olution· for different.,¡ffltial--:':71est f~~a'St:eep coast;·and:thi.rd;thesolution obtaincd-whcnusi\ , 
· --- .. :'!conditions used in the iterative algonthm:of the.soluüon· of thc -.. open boundary conditions at this coastlinc for thc normal cases 

steady-state elliptic problem. Instead, the simulations necdcd to · where the discharges cif fresh· Watú are· noi kriciwh but can 
be executed in two steps. The first step calculates the solution for formally become part of the numerical solution. 
Dirichlet boundary conditions imposed at the sea leve! on the The classical and first modeling approach (with Dirichlet 
coastline. The second step takes the solution of the lirst step as boundaryconditions) fails to predict corree! ground-water heads 
the initial condition for the iterative algorithm of solution of a and discharges at the coastline forsteady conditions. In fact, this 
different numerical model where open boundary conditions are kind of solution is by definition not correct when modeling 
used at the coastline instead. Results proved to besatisfactory for regional and horizontal ground·water flow. The computed 
the correct fresh-water discharges al the coastline ofthe phreatic fresh-water discharges are zero at the coastlinc because of the 
aquifer. All this can be verified by the numerical tests which are . prescribed fresh-water .heads at sea level.and consequently no 
described below. thickness available for fresh-water discharges can be justilied 

Steady Sea-Water Jntrusion in a Rectangular PhreaticAquifer 
with Precipita/ion 

To verify the precision and stability of this formal finite
element approach for open boundaries in regional sea-water 
intrusion problems, a simple numerical test has been conceived. 
The aim of this test is to find out whether the present numerical 
approach is corree! for assessing fresh-water discharges at the 
coastline and, as a direct consequence, to correctly predict sea
water intrusion and the regional behavior of coastal phreatic 
aquifers. 

The present numerical test consists of a coastal aquifer 2 km 
long and 1 km wide. The aquifer is surrounded by impervious 
boundaries exeept at the left-hand side (1 km long) where the 
coastline is at sea leve!. An impervious substratum under the 
aquifer is 20 meters below sea leve!. The saturated medium has 
an effective porosity of 20% and a hydraulic conductivity of 
0.0045 mfs. Simulation conditions consider that fresh water 
comes only from net precipitation, 2 hm3fyear (2 X 106 m3fyear 
or 3.17 X w·• m3/m2 

• s), which is homogeneously distributed 
over the surface of the phreatic aquifer. Obviously, as regards a 
steady-state solution, the fresh-water discharge at the edge of the 
sea is known for a coast which slopes steeply. This discharge 
(6.342 X w·> m3/m · s) can be distributed homogeneously along 
the coastline, 1 km long, and will correspond to the same total 
amount of net precipitation over the surface of the aquifer (2 X 
106 m3fyear). With regard to the spatial finite-elcment discretiza
tion of the aquifer, a symmetric mesh of simple triangular ele
ments has been conceived (Figure 2). Refinement of the mesh is 
enhanced at the coastline in order to allow the model to precisely 
calculate ground-water discharges. The fresh water from net 
rainfall was introduced as a recharge by unit of surface at the 
interior nodes of the spatially discretized aquifer. 

Three different types of boundary conditions were consid
ered at the coastline in order to verify the feasibility and the 
precision attained by the present numerical approach. The lirst 
boundary condition considered the generally recommended 
prescribed solution (Dirichlet boundary condition) at sea leve! 
(taken at O meters). The second boundary condition used a 
prescribed flux of water (Neumann boundary condition) corre
sponding to the total amount of the discharge known for this 
particular case. The third simulation condition treated the open 
boundary of the coastline with the above delined open boundary 
condition. Comparison of the results from these three types of 
simulations would obviously show the main differences bctween, 

following the Ghyben-Herzberg principie of equilibrium along 
the coastline. Obviously, the total water discharge along the 
coastline needs to be equal to the fresh-water balance, if known 
beforehand. 

A numerically corree! solution (second approach) is when 
the local discharges along the coastline are prescribed as bound
ary conditions of the Neumann type because they could be 
known a priori. This second approach is only possible here due 
to the conceived characteristics of the present numerical test (net 
rainfall over a rectangular aquifer surrounded by impermeable 
boundaries excepting at the steeply sloping coast). 

Model results for open boundary conditions (third ap
proach) are theoretically considered the best because neither 
fresh-water heads nor discharges need to be prescrilied along the 
coastline for the model to calculate them precise! y as part off 

(o) 

L. 

,., 
Fig. 2. Spatial finite-element discretization of a rectangular coastal 
aquifer 2 km long and 1 km wide (a). Detail of discretization in the 
proximity of the coastline (b). 
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· tions on open boundaries ata steCply sloping coast iri SCa--watcr 
'intrusion numerical models. lt is also imponant to nOte that for 

··,, :the_prCSc___ñ~tial discretizatio-n, results- obtained whcn- u~ing 
... · .. opcn..Jwundary .conditions .are .. numerically ·more stablc than 

· .. . those:·obtained when using ·Neumann · boundary conditions. 
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. _ _., · espe<;ially in the proxirnity ofthe coastJi.nt: (~~cilJatiqns.~re pres
cnt in the nurnerical results when applying Neu·manit boundary 
conditions). In this respect, all the numerical simulationS, when 
applying open boundary conditions, gave a total error of less 
than 0.01% for the total fresh-water discharge at the coastline. 
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Fig. 3. (a) Map near the coast of steady-state sea· water intrusion in a 
rectangular phreatic aquifer for a net precipitation rate of2 hm1 /year. 
Interface position for Neumann and Dirichlet boundary conditions at 
the coastline. (b) Map near the coast of steady-state sea-water intru
sion in a rectangular phreatic aquifer for a net precipitation rate of 2 
hm1 fyear.Interface position for Neumann and open boundary condi
tions at the coastline. 

numerical solutior;. O'wiously, a satisfactóry c<imparison be
tween the results of the second and third approaches, as well as 
between the previously known fresh-water balance and the total 
discharge, calculated from local discharges by the third 
approach, will verify its validity and the precision reached by the 
adequate treatment as an open boundary of a steeply sloping 
e o as t. 

Figure 3 shows thc map of frcsh-waterfsalt-water interface 
positions near the coast as calculated by the model in relation to 
sea leve! for the three selected types of boundary conditions. 
Figure 4 shows a cross-scctional view of the above-mentioned 
simulated results as compared to the corresponding analytical 
solution of Strack (1976) for horizontal flow. Significan! differ
ences can be observed between the solutions calculated when 
applying Dirichlet boundary conditions and the solutions of the 
numerically correct approach when the boundary condition 
takes into account the known discharge (Neumann boundary 
condition). A comparison of the results clearly shows that an 
excellent precision is obtained when using open boundarycondi-

Nevertheless, this kind of problem requires a prior solution 
with Dirichlet boundary conditions at the coastline to be used as 
an initial solution for the iterative algorithrn solving the problern · 
with open boundary conditions at the coastline. This procedure 

-perrnits the iterative method to·attain convergence towards the 
correct nurnerical solution. To sunl up, we need to salve the 
problem twice in two different steps, the first with Dirichlet and 
the second with open boundary conditions at the coastllne. The 
computer time for the second numerical solution to converge is 
variable and depends on each case but, in general, it is longer 
than for the first. , 

When verifying whether the outflow face boundary condi-
tion was suitable to simulate precisely the above-mentioned 
numerical test, identical results to those found when using open 
boundary conditions were obtained with a more rigorous bound-
ary condition of the flux type defined by the head-<lependent 
equation (8) multiplied by a factor of V.. These results are very 
encouraging because -the convergence of the 'numerical algo-
rithm is greatly improved, and there is no longer a need for a 
previous simulation wiih Dirichlet boundary conditions before .. 
applying open boundary conditions at a steeply sloping coast:\. · : ' 
Further justification conceming this V. factor on the head
dependent equation (8) for its use as a new outflow face 
boundary condition for this particular problcm will be subject to 
the two other numerical tests and the concluding remarks. 

Steady Sea- Water /ntrusion in a Rectangular Phreatic Aquifer 
with a Pumping Wel/ 

This numerical test deals with sea-water intrusion in a 
rectangular unconfined aquifer with a pumping well near the 
coastline. This test case is identical to that used !>Y Huyakorn et 
al. ( 1996) to vcrify the outflow face boundary condition on their 
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Fig. 4. Cross-sectional view near the coast of steady-state sea-water 
intrusion in a rectangular phreatic aquifer for a net precipitation rate 
of 2 hm1 ¡ year. Fresh-water heads and interface positions for analyti· 
cal solutions as wellas numerical results for Neumann, Dirichlet, and 
open boundary conditions at the coastline. 
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Fig. S. Nonuniform grid discretization of a rectangular coastal aquifer 
4 km of coastline and 1 km inland for a pumping well at 0.6 km from 
the coast. 

sharp interface finite-element modeL Upconing of underlying 
salt water occurs when the well withdraws part ofthe fresh-water 
recharge. Strack ( 1976) derived a two-dimensional analytical 
solution which was based on the assumption of horizontal flow 
andan areally semi-infinite aquifer. We have rigorously followed 
Huyakom 's guidelines concerning the application ofthis numer
ical test and · used the same parameters and main conditions of 
simulation. In this respect, a nonuniform triangular grid was 
used on a rectangular aquifer with 4 km of coastline and 1 km 
wide. The following parameters were used in verifying the 
numerical model: 

Inland fresh-water recharge 

Well pumping rate 

Welllocation 

Hydraulic conductivity 

1 m2/d (al x = 1000 m, 
-2000 m S y S 2000 m) 

400 m'/d 

(x = 600 m, y = O m) 

70 m/d 

Depth from sea leve! to aquifer base 20m 

The nonuniform grid for the whole domain, consisting of 
399 nodes (21 rows by 19 columns), has an identical node density 
and similar pattern of discretization to the symmetric upper half 
plane of Huyakorn 's application (see Figure 5). The only differ
ence is that we used a finer element near the coast in order to 
properly consider open boundary conditions at the coastline. 
Constan! fresh-water influx was specified at the inland boundary 

•• - - - -
1 

1 
• c.J ... ~. ... ~-~n- r .... J -_,,.u. 

·• 

... 

---
Fig. 6. Steady~tate profiles ofthe interface and water table simulated 
for a coastal unconfined aquifer with a pumping well. Analytical and 
calculated results for open boundary conditions at the coastline. 

(x = 1000 m). Othcr boundaries wcre considcrcd imPermeable. 
Steady simulated profiles of the water tablc and the interface 

-~aloni lh.t!~-a~is. are illustrated in Figure 6-togcthcr. wit_h thc 
. anal.jiical· solution . 
. - :~:-1t mustbe noted that in arder to makc thc comParisons,lh~ 

· .:;;analytical~ and;calcula~ed. f resh-w~tcr. -~.cads .m u_s~ _b~._i~~nt ic~l at 
thc cdgc of thc sea (this valuc bcing a co.nsúint in tliC analytical 
solution of Strack). The main difference from the results .of the 
Huyakom's model, which employs the outflow face boundary 
condition for a gently sloping coast, lies in the thickness of the 
seepage face at the edge of the sea. Evcn though the present 
simulations are more corree! for very steep coasts, we find the 
comparison of results excellent. This is mainly beeause, first; 
solutions are very precise and nonoscillatory when applying the 

· · Galerkin finite-element method; second, a very coarse grid was 
used; and third, there was no need for mesh refinement and 
streamline upwind or upstream weighting methods in order to 
avoid numerical oscillations or to improve the precision of 
results as in Huyakorn's model. At the same time, we found that 
by using the outflow face boundary condition [head-dependent 
flux equation (8)] in our present spatial discretization, which 
only has a column of smaller elements near the coast, nonoscilla
tory solutions can be simulated (Figure 7). For this reason, we 
found no justification for using smearing methods and mesh 
rcfinemcnt to improve the results of the Galcrkin finite-element 
approach (Huyakorn et al., 1996). Thus, accurate results and 
nonoscillatory solutions can be found with a head-dependent 
flux boundary condition if a smaller elemcnt is employed in the 
proximity of the coastline. What is not quite sure is whether the 
outflow face boundary condition, as expressed by equation (8), is 
suitable to represent precisely actual sccpage faces and interfac 
positions at the edge of the sea and in the proximity of thc 
coastline. The following experiment and numerical test will help 
us to clarify this uncertainty. 

Sleady Sea-Water lnlrusion for a Hele-8haw Experimenl 
In order to establish the possibilities of predicting seepage 

faces near a coast in which sea-water intrusion problems exist, 
two Hele-Shaw experiments (Bear and Dagan, 1964) were 
sclected for simulation with the present stcad y-state numerical 
approach. These experiments werc analyzed in the past by other 
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Fig. 7. Steady.oState profiles orthe interface and water tablesimulated 
(ora coastal unconfined aquifer with a pumping well. Analytical and 
calculated results for outnow Cace boundary conditions at the 
coaslline. 
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Fig. 8. Hele--Shaw experimental observations and simulated results of 
the steady·state inteñace position for fresh·water specific discharges 
oC (1) 3.9 cm2/s, and (2) 19.1 cm2/s. . 

numerical models (Shamir and Dagan, 1971; Essaid, 1990a and 
b). 

For this purpose, we have chosen two steady conditions of 
the Hele-Shaw experiments realized by Bear and Dagan (1964). 
The experiments were made for a profile of a hypothetically 
confined !ayer (27 cm thick and 200 cm long) covered up to the 
edge ofthe ouúlow boundary by an impermeable and horizontal 
bed located at the salt-water leve! and near a coast assumed to be 
almos! horizontal. In these two experiments, the fresh-water/ 
salt-water inteñace attains fixed positions, respectively, which 
are maintained by two different constan! fresh-water discharges 
(3.9 cm2/s and 19.1 cm2/s). The pertinent data for the present 
steady numerical simulations are: 

Thickness of the saturated !ayer 27 cm 

Hydraulic conductivity 

Salt-water density 

0.69 m/s 

1.029 gr /cm' 

Shamir and Dagan (1971) failed to predict steady-state 
experimental solutions presumably using a boundary condition 
similar to the head-<lependent equation (8) as suggested in their 
research. Thus, they used the steady experimental values of the 
interface positions as initial conditions to improve their transient 
simulations. The calculated inteñace positions showed impor
tan! discrepancies with the experimental observations. Concern
ing the steady-state simulations of Essaid (1990a and b), a head
dependent boundary condition such as that defined by the 
expression (7) was used for a high Ieakance value (3.3 s -1

) anda 
zero head in the overlying aquifer. With this nonjustifiable and 
adjustable boundary condition, their results are acccptable for 
the observed positions of the first experiment, but not for the 
second. Essaid also recognizes the difficulties encountered in 
realistically representing the seepage boundary condition at the 
outflow face. 

, As a consequence of the results of our rcsearch, opcn 
boundary conditions are not adequate for correctly modeling thc 
seepage face of these experiments. lnstead we used an outflow 
face boundary condition as the one defined by the head
dependent equation (8), suitable for gently sloping coastlines, 
multiplied in this case by a factor of (1/2)112• Figure 8 illustrates 
experimental and simulated steady interface positions corre
sponding to the two selected Hele-Shaw experiments. It should 
be noted that the experimental observations are taken graphi
cally from the illustrations of the experiments published by 
Shamir and Dagan (1971). We find thatthe factor( 1/2)112 multi-

plying thc hcad-<iepcndcnt cquation (8) cxplains b-oth experi-
mental ohscrvations quite well. -

.- : . .:..·- We:ffiünd justification for this factor ( 1/2) 1 
: after.assum1nc 

·'.·~--th&t:frcSh:water~will obv.iously rcmain immiscible.with saJt.w.ate~ 
:: '-"aul!iide-lhe·outfloW-boundary .too. Thus, if.a. parabolic Dupuit 

approximation of horizontal flow is made betwe.en the outflow 
boundary and the distance (L) where the fresli-waier table will be 
zer_!J outside the boundary, the averaged fresh-water thickness 
(Gh) outside the boundary can be written as follows: 

Gh = G[h2
- (h2

- hL) (x/L)J 112 = 

G[h2
- (h2

- O) (1/2)] 112 = Gh(I/2)112 

where h is the fresh-water head at the outflow open boundary. 
·Thus; this type of boundary condition for the unconfined 

aquifer can be defined in the x direction by: 

_ -( - ah ). _ ( l/2 q.- K .. Gh - n,-- K .. Gh(I/2) · ax . 
h- hL) ' ( h ) ----- n, =- K .. Gh(l/2) 112 

-- n, 
L L 

which alter assuming t~at Gh = L (Bear and Verruijt, 1987), 

q, = -[(1/2) 112 K,.h] n, 

The above development probably explains the good results 
obtained when using this last expression as a head-<lependent 
outflow face boundary condition when simulating the conditions 
of equilibrium of the two Hele-Shaw experiments: 

r~ .- ~, .• 

Concluding Remarks 
The present numerical approach to describe x~gional sea

water intrusion problems in phreatic aquifers is mainly based on 
the development and application of open boundary conditions 
for steeply sloping or subvcrtical coasts. The nonlinear problem 
can be treated linear! y for this type of coast alter considering that 
the Dupuit approximation is appropriate in its proximity, where 
the position of the inteñace becomes horizontal and equal to its 
position on the boundary, as calculated by the numerical model 
for thc correct fresh-water discharges into the sea. Two numeri
cal tests, one with precipitation and another with a pumping well 
near t~1e r..o:ú\St, show very stable and precise results throughout 
the domain and especially in the proximity of the coastline when 
compared t'J analytical and numerically correct solutions. Thus, 
fresh-water heads as well as the position ofthe fresh-water/salt
water interface at equilibriun., as predicted by the Ghyben
Herzberg principie, can be precise! y calculated in order to obtain 
correct fresh-water discharges along subvertical or very steep 
coasts. Nevertheless, open boundary conditions are very loose 
conditions in solving nonlinear elliptic problems. As a conse
quence, the present numerical approach required a prior solu
tion with Dirichlet boundary conditions at sea leve! to be used as 
an initial solution to the iterative algorithm solving the steady 
problem with open boundary conditions a( the coastline. The 
computer time of convergence of the second numerical solution 
is variable and often Ionger than the first numerical solution. 

A more rigorous outflow face boundary condition was 
found that gives identical results to those obtained when using 
open boundary conditions. This outflow boundary condition 
was obtained when using a factor of V. on a head-<lependent 



.: ' 

equation (8) defined asan analytical solution for subhorizontal 
. or gently sloping coasts. These results are vcry. encouraging 
.because.the convergence of.the.numcrical algorithm.is greatly 

.. --: -.,improved.and. there .is no .longer-.any .nced. to . .realize.a· previous . 
·"··-•~simulation with· Dirichlct.bo.undary co.nditions.before applying 
· ·.'·open boundary conditions at steep coasts.· Morcover, this factor 

(\4} could represent the transition from horizontal to vertical 
coasts. An expression for the transition between both types of 
coasts would be very useful as a boundary condition in numeri~ 
cal modeling. The factor (\4) was found after deriving sorne 
expressions for the transition between these two types of coasts 
or types of outflow boundaries; nevertheless, we have no defini~ 
tive numerical, anaJytical, and experimental verifications so far. 
This is the object of our ongoing research. 

Corree! numerical results concerning the two Hele-Shaw 
experiments on a steady interface for constant fresh-watcr dis
charges showed a factor of ( 1/2)112 which multiplied the outllow 
face boundary condition defined by the head-dependent equa
tion (8). In this respect, we have derived ajustification that seems 
to us lo be adequate. Nevertheless, transient numerical simula
tions for these sarne experiments would be of great interest in 
order lo verify whether the described outfiow faoe boundary 
condition can improve the transient solutions of recent two
phase numerical models for actual sea-water intrusion problems. 
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;E-ffective.' Parameter ,QR-~mization for 
, :,;,~>;\Ground~Watet:MO<tef:Calibration 

by T. N. Olslboorn' 

Abstract 
This paper shows that lhe Levenberg-Marquardt method, modified lo limit the parameter update steps to within a 

specified range, effectively optimizes a set of parameters in a ground-water model.ln doing so it peñorms hetter than more 
complicated conjugate gradient algorithms. 

The melhod has been applied lo the synthetic ground-water problem of Carrera and Neuman (1986b), which hás been 
used previously to test calibration method performance. The descent ofthe error criterion and the simultaneous approach of 
lhe paramelers lo lheir optimum values are smooth, both wilh peñect and erroneous head observation data. 

11 is shown that least-squares optimization can be done effectively in a simple manner and that it can be easily integrated 
with practica( ground-water modeling. No changes have to be made lo the model code. This ease of implementalion is 
emphasized by lhe fact thal all modeling presented here was done using an ordinary spreadsheet program on a PC. 

lntroductlon 
Model calibration is one of the most intriguing prob

lems of modem model-based ground-water hydrology. lt is 
considered difficult, and consequently much literature exists 
on the subject [see for instance the reviews of Y eh (1986) and 
Carrera ( 1988)]. The theoretical development has culmi
nated in three sound and extensive papers by Carrera and 
Neuman ( 1986a, b, e). 

However, because of its complexity, most practitioners 
still rely on "trial and error" methods throughout the world. 
Though such methods exp1oit the insight ofthe hydrologist, 
they are neither exhaustivo nor reproducible. A sound and 
comprehensible method that is also easy to implement may 
he1p to more systematically and reproducibly optimize 
grotind-water models. Development of such a method is the 
goal of this paper. 

The problem of optimal parameterization of a model, 
i.e. which parameters to choose and how many, is an impor
tan! problem by itself, but is not discussed here. For this 
aspect, the user shou1d refer to excellent papers by Y eh and 
Yoon, 1981; Sun and Yeh; 1985; and Carrera and Neuman, 
1986a, b, c. Here we concentrate on the core of calibration, 
i.e. the optirnization of model parameters by minimization 
of sorne error criterion, and that in an effective and simple 
manner. 

• Amsterdam Water Supply, Vogelenzangseweg 21,2114 BA 
Vogelenzang, The Netherlands. 

Rcceived August 1993, revised April 1994, accepted April 
1994. 

To prove its effectiveness the sample synthetic model 
first used by Carrera and Neuman ( 1986c) to show their 
calibration performance is recalculated and compared. 

The algorithm is outlined and described, as is its 
implementation in daily modeling practice. The method is 
implemented without changes to existing ground-water 
models. 

Optlmlzatlon Methodology 
In this paper the theoretical background of ground

water model parameter optimization is taken for granted, 
because it has been profoundly developed by Carrera and 
Neuman ( 1986a). From it, we simply conclude that the 
various theoretical approaches, such as Bayesian or maxl
mum-likelihood, al! lead to a problem forrnulation in a 
least-squares fashion (e.g., Peck et al., 1988). We will there
fore focus on this least-squares problem. which is the mini
mization of a squared, and possibly weighted, error vector. 

Without loss of generality, we focus on ground-water 
heads and a stationary flow situation. The deviations 
(errors) fiare in general the weighted difference between thc 
calculated head hj and the measured hcad h1 at each observa-
tion well j: -

fi = ..¡;;;; (hj- hj) j f [1 .. m} 

Here Wj is the user-specified weight. (The root disappears in 
the error criterion defined below.) Choosing wcights is not 
discusscd in this paper. Thc hydrologist has to find bis/ hcr 
own rationale according to the studied ground-water system 
and the distribution and quality of the available observa-
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·.tions:·ln theexampleq>resented here, all weights are.taken ··' ·' Jenni~w-_and McKeown, 1992, p. 336) . .!! .represénts the 
cqual to.I. '· -·.-,norr~nearJt~ thc·Ncwton-Raphson equ:ltions: 

.. l:.ct· us defi.nc..thc .error critocion F.to bc.~iniffiizcd as ~~-
·.follows: 

m 
T ' l F = f f = L Wj (h¡ - h;) 

j=l 

A single underscore denotes a vector, a doublc underscore a 
two-dimensional matrix. The superscript T denotes the 
transpose of a vector or a matrix. 

The error criterion F depends on the n model parame
ters to be optimized. They are contained in the parameter 
vector p. Parameters may include anything influencing the 
heads 3i observation points. 

To arrive at a valid solution the problem must be 
regularized; the number of parameters must be limited and 
be substantially fewer than the number of observations (Y eh 
and Yoon, 1981; Sun and Yeh, 1985). 

An effective step to further regularize an optimization 
problem is to work with the logarithm of physical parame
ters to be optimized ( conductivities and transmissivities). 
The parameters are thus guaranteed to remain positive 
during the iterative calibration process. Furthermore, it 
malees changes to different parameters comparable, as a 
fixed change made to logarithmic parameter values is equiv
alen! to a certain relative change of the actual parameters, 
irrespective of their magnitude. 

Because neither the error criterion F, nor the heads!! 
vary linearly with the parameters E (e.g., Carrera and 
Neuman, 1986b), a Taylor expansion may be used as an 
approximation of the gradient of vector !l of F within the 
(log)-neighborhood ~p of the curren! (log)-parameter vec

tor E' 

!!<E+ ~p) =!!CE)+ ~(E)· (~p) + O(ll~pll) 

!! is the (n X n)-Hessian matrix, the second derivative ofF 
¡¡¡ p.lgnoring the higher orderterms, denoted by 0( .. ), and 
choosing a ~P such that the resulting approximate gradient 
vanishes, weübtain 

~<El. (op) =-!!<El 

which is the standard multidimensional Newton-Raphson 
relation to find the minimum of afunction, in this case ofF. 
This equation can be sol ved for op if !! ( p) and g ( p) are 
given and if!! (p) is nonsingular:The updated para~eter 
vector then lieco~es ( p + op ). 

Because in least-;¡uares minimization the function F 
has the special form fT f, it can be differentiated to obtain 
expressions for the grad¡;,nt g and the Hessian matrix!! (see, 
for instance, Jennings and McKeown, 1992): -

. ·.- ·- ',, 
g·,;· 2 JT f 
- =- \ 

\~ = 2(~,:1+ ~) 
' .-

where_:!. is the Jacobian(m X n)-matrix (seelist ofsymbols), 
and Bis the f;-weighted sum of the m second-order deriva
ti ve ~atrices of the deviations f; (see list of symbols and 

Notc·that the first matrix in!!. r1: is positive (semi)
delinitc beca use of its form. Thisls generally not the case for 
second matrix in !! , .!! . But .!! becomes zero when the 
calculated heads match the observed heads exactly, i.e., 
when f; = O for all j . .!! is therefore normally neglected, 
yielding the standard Gauss-Newton relation. 

Neglecting.!! implies that when the parameters are far 
from their optiñlum or when the model is incapable of 
matching the observations closely enough, cr.:!.) is only a 
crude approximation ofthe Hessian matrix !!añd may yield 
incorrect parameter updates if applied in aO unconstrained 

manner. 

111-Conditioning and Parameter Updates 
The unconstrained Gauss-Newton parameter update 

formula 

~p = -<oC ;!,f' :C.!. 
demands nonsingularity ofthe matrix r .:!.- This is difficult if 
not impossible to guarantee under pr3ctlcal circumstances. 

An effective method to deal with this kind of problem 
stems from Levenberg and Marquardt (e.g., Jennings and 
McKeown, 1992). They add a positive definite diagonal 
matrix 1' l. to r.:!. to obtain: 

op = -(JT 1 + 111 r' JTf 
- == = =-

where _!_ is the (n X n)-identity matrix, and 1' is a scalar >O. 

[1_ is positive semidefinite dueto its form. Hence its 
eigenV'aTues A are subjected to Ám.u :2: A¡ :2: Ámin :2: O. By 
adding the ;;,atrix 1' l. to r.:!. its condition number, i.e. 
i.....,f Amin, changes io (A.,;:;:¡. 1')/(A,.,n + 1')· For 1' >O 
this guarantees all the ncw eigenvalues to be positive and so 
prevents nonsingularity. lt further shifts the condition 
number towards uni!yand so improves the solution process. 

The larger 1' i;;' chosen, the large? 1' 1 becomes relative 
toJT J. opwill then béc~me smaller and ~aller, while atthe 
sa~e=time pointing more and more into t~e direction of 
steepest descent. Hence any positive value of 1.1. results in a 
step ~p valued between zero and that resulting from uncon
strained Gauss-Newton updating and pointing into a direc
tion between that of the steepest deseen! and that dictated by 
the unconstrained Gauss-Newton formula. 

A neat and robust descending ntinimization is obtained 
by limiting the parameter vector change op at eaeh step to 
within a certain trust hypersphere (with radius A, around 
the current parameter vector), each time Gauss-Newton 
suggests parameter update steps beyond it. From the above 
it follows that this can be done by increasing 1' as needcd. At 
the same time, tlie farther thc Gauss-Newton ealculatcd 
parameter vector update is beyond the hypersphere, and 
hence the more the actual step size 6p is lintited by increasing 

.. 



Jl; the· more it will poi-ñt-into thc d1rcction of the steepcst -·· 
·.gradicnt. _ 
', .,·.· . .Jennings.and :McKcowif:¡l~'l2; p. -344).statc that this 

-:method·has·as·a disadvafltage1.hat·the Gauss-Newton equa-
< tion has to be solvcd for scveral J.l.-values during each itcra

tion. However, this is ofno importance for the calibration of 
ground-water models, where the computational work to 
salve the Gauss-Newton equation is almost negligible coro
pared to that of a single model run. This is dueto the usually 
small dimensionality of the parameter vector, typically in 
the orderof5 to 50, as compared to that ofthe ground-water 
model, for which tens of thousands of equations m ay have 
to be solved simultaneously. Moreover, J.l varies only gradu
al! y from iteration to iteration (see algorithm), so that in 
practice only about two such matrix inversions are needed 
per parameter vector update. 

The LMS Algorithm and lts lmplementation 
We abbreviate the algorithm to "LMS" (Levenberg

Marquardt with limited step size). It is described beiow and 
outlined in Figure l. 

The aigorithm first takes user-specified values of E, t., 
¡.<, and StopStep: 

• E is the relative change to which each parameter is 
subjected in order to calculate the Jacobian (see beiow). It 
should be small as it measu;es the sensitivity ofF at the 
curren! parameter vector. Five percent was applied here, but 
beca use iogarithmic parameters are used, E = log ( 1.05). 

• t. is the radius of the .. trust hypersphere, the maxi
mum stepsize for the parameter update vector óp in any 
iteration. It should not be too large, while too small a value 
would needlessly slow down the convergence. We choose 
50% of its curren! length. Because of the logarithmic 
parameters t. = log ( 1.5). 

• StopStep is the parameter vector update step
size 1 óp 1, used as a criterion to stop the algorithm. We 
choose StopStep = 0.000 l. 

• ¡.< is the multiplication factor of the identity matrix in 
JT J + ¡.< 1 . Any small vaiue will be good, beca use the 
~~rithm=adjusts it continuously in the inne.LiooP: Once a 
proper value is found, it changes only sligh:ly frcm one 
iteration to the next. 

The above values work well for the examples in this 
paper as for the big MODFLOW ground-water m'>del in 
use by the Amsterdam Water Supply. 

The algorithm is given in mathematical terms in order 
to keep it as clear and compact as possiblc. It has an outer 
and an inner loop. The o u ter loop defines the iterations; the 
inner loop only limits the parameter vector update óp. The 
outer loop first calculates the Jacobian 1. and the gradicnt of 
the error criterion g. The inner loop-then calculates the 
parameter update v.;ctor óp. While the outer loop decreases 
Jl at each iteration in arder lo shift the algorithm towards a 
pure Gauss-Newton algorithm, the inner loop increases Ji. 

until the length of the update vector is less than the radius of 
the trust hypersphere A. The outer loop then obtains the 
update vector óp from the inner loop and uses it lo compute 
the new parameter vector e + óp. If the length of the 

.... pari_!mcJ.er_updatc bp is less than thc value StopStejJ, used as 

.·com.""f:rg'Cr~e crücrion, thc final solution is ohtaincd. Othcr

.·wJSc-:a,.ncxt:itcration stcp.is carricd out. 

Calculalion of the Jacobian 
·The Jacobian can be computed in severa! ways. 

Because it is not the focus of this paper, the most simple 
method is adopted here. (For more advanced methods see, 
for instance, Carrera and Neuman, 1986b; Sykes, 1985; and 
Sun and Ych, 1985.) 

The Jacobian, as computed here in the outer loop, . 
requircs n + 1 runs of the ground-water model, n being the 
number of parameters to be optimized. Thc first run is done 
with the current parameter vector. In the other n runs the 
value , is added lo each paramcter in tum. Each time the 
ground-water model is run to compute the heads al thc 
observation points. This yields n + 1 vectors, each with m 

· calculated heads. 
From these vectors the meas u red heads are subtracted. 

These deviations are then multiplied by user specified 
weights, Vw, if weights are used at all. This way n + 1 
deviation vectors f, = ( Vw) T ( h; - h) are obtained; 
i = O .. n. The index i denotes the perturbated parameter. 
i =O denotes the current, unperturbated parameter vector. 

The Jacobian, the m X n-matrix that describes the 
sensitivity of the error criterion F towards parameter altera
tions, is now calculated, column by column, from: 

i= 1 .. n 

with f the size of the parameter alteration (the same for all 
log-transformed pararneters). " 

lmplementation 
Easc of implementation is demonstrated by the fact 

that allthe calculations for this paper, inciuding the finite-

THE I.MS-OPTJMIZATION ALGORITHM 
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Fig. l. The LMS algorithm (see .description in text). 
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Fig. 2. Synthetic modelaccording to Carrera and Neuman (1986) 
as used in this paper. 

difference model itself (e.g., Olsthoorn, 1985), were imple
mented in an ordinary Lotus 1-2-3 spreadsheet program on 
aPC. 

For more complicated models, a spreadsheel may be 
used lo implementjust the oplimization algorithm and work 
in conjunction with a separale ground-waler model. The 
80 X 80 matrix capacilies of Lotus 1-2-3, for example,limit 
the J acobian to this size, allowing a maximum of 80 obser
valions and theoretically 80 paramelers lo be optimized 
simullaneously. 

For the 37,000cell MODFLOW implemenled ground
waler model of the Amsterdam d une area, lhe mathematical 
matrix package MATLAB is used to implemenl the optimi
zalion algorithm. The algorithm given in Figure 1 lranslates 
on an almost onii'to one basis into MATLAB and isjust as 
compact. 

Oplimization of model paramelers in MATLAB, in 
conjunction with a model such as MODFLOW, works as 
follows: 

• In each iteration MATLAB generales lhe n + 1 
parameter vectors needed to compute the Jacobian. It writes 
lhese lo a fUe and slarts a FORTRAN program. 

• This FORTRAN program reads lhese parameler 
veclors and generales a new input file for MODFLOW, one 
parameter vector at a time. Por each vector it runs MOD
FLOW. Each time afler MODFLOW has finished ilcollects 
the heads at the observation points from the MODFLOW 
oulpul and writes these to a file. Final! y n + 1 veclors wilh 
calculaled heads al observation points are lhus obtained. 

• MATLAB then regains control. It reads the calcu
lated heads and uses them to compute the Jacobian matrix 
and the parameter update vector. 

. • As.:.teng as convcrgcncc .has not bccn achicvcd, 
-MAT~AB-¡;1cu1atcs ncw pa1amctcf vector:,, and. rcpcals 
.the d6sClibed ·loop. 

Effectiveness of the Method 
The effectiveness of the LMS mclhod will be compared 

wilh the approach of Carrera and Ncuman (1986b, e) who 
applied severa! conjugate gradienl methods (see Table 1) to 
minimize the error criterion F for the synthetic example 
shown in Figure 2. The goal of lhe optimizalion is lo find 
simultaneously the transmissivities of the nine shown zones, 
starting from different initial values, for the stationary case 

.. and .assuming.all.flow .. data .known. First we assume lhe 
available head data of the 18 observation points to be exact 
(i.e., equal to the heads at the observalion points calculated 
by the model with the "true" transmissivity values, see Fig
ure 2). 

Table 1 compares the performance of our simple LMS 
algorithm with lhat of the various conjugate gradient algo
rithms used by Carrera and Neuman (1986b), in simulta
neously calibrating the nine zonal transmissivities of the 
given problem. It shows thal the LMS melhod converges in 
all cases and with fewer iterations. 

Figure 3 shows the course ofthe error critcrion and that 
of five of the nine transmissivities during our optimization 
runs. In all cases the error criterion, expressed as .JF, is 
reduced to about 0.0001 m in a smooth manner. Further
more, the final transmissivities are independent ofthe initial 
values and were equal to the "lrue"values wilhin at leasl two 
decimals. [Note thal the course of the error criterion in 
Figure 2 can be directly compared with Figures 9 and 10 on 
page 221 in Carrera and Neuman (1986b)]. 

Importan! is lhe behavior of thc algorilhm in lhe more 
practical case, where heads are corrupted with error. 
Carrera and Neuman (1986c, p. 230) presenl the calculaled 
transmissivities for the same initial values but with Gaussian 
error wilh a standard deviation of o= 1 m added to lhe true 
head values. The same exercise was carried out here; its 
results are given in Table 2. 

Table 2 shows lhat negligible differenccs exist between 
the final transmissivities found for the various ''litial values, 

Table t. The Number of Iterations Required to Simulbhaeously 
Optimize the Nine Zonal Transmissivities in Figure 2 

Method Ts- 1 Ts- JO Ts - 100 Ts - 200 

F >39 86 Failed >80 
B >60 53 Failed Failed 
p Failed Failed Failed Failed 
F-B 59 51 51 >39 

LMS 55 31 32 41 

Four optimization runs were made using uniform but different 
initíaltransmissivities [Ts(m1/d)]; "Failed" means that no con
vergence down to the error criterion occurred within lOO itcra
tions. The uppcr four rows ha ve bccn copied from Carrera and 
Neuman ( 1986b, p. 220). The last row shows the results of the 
LMS algorithm uscd he re. F = Flctchcr-Rcevcs; 8 = Broydon; 
P = Fletcher-Powell; F-B = joint F and B. LMS = Levenberg
Marquardt + limited step length. 
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Fig. 3. Course of the error criterion and the indicated transmissivities during optimization of the model in Figure 2 by the LMS 
algorithm, starting from four different uniform initial transmissivities. 

as was the case with Carrera and Neuman (1986c). The 
differences between the results of Carrera and Neuinan (last 
column in Tabie 2) and the LMS aigorithm used here, are 
attributed to different errors at the individual observation 
points. The individual errors used by Carrera and Neuman 
(1986c) are unknown to us,just the overall standard devia
tion ofthe 18 observation points is the same, i.e., Gaussian 
with a = 1 m. From this we conclude that the LMS has 
eifectively the same results as Carrera and Neuman, but it 
does so in less iterations. 

Figure 4 shows the behavior of the LMS aigorithm 
during the optimization of the nine transmissivities with 
uniform initial transmissivities of 100 m2/d anda Gaussian 
error with a= 1 m (see coiumn 5 ofTable 2). Clearly, about 
30 iterations were needed. The figure further shows the size 
of tiie parameter update vector. In accordanee with the 

aigorithm, its value is limited to the user-set maximum of 
1 dpj ~ log(l.5) = 0.176. When the optimum is approached, 
this stepsize is reduced automatically by the aigorithm (Fig-_ 
ure 1). • 

Figure 5 shows the performance of the algorithm in !he 
case that areal recharge is optimized together with the nine 
transmissivities. This is one parameter more than' Carrera 
and Neuman ( 1986) calibrated. Perfect obsc!'V'dtions have 
been used to prove the retrieval of the original vaiues. lnitial 
values for all transmissivities are 100 m2/d. Carrera and 
Ncuman (1986c) used two areal recharge values in their 
model: 0.274 and 0.137 times 0.001 m/d (see Figure 2a). We 
used as start values.0.274 and 0.137 times x, where x = 
0.0015 m/d and optimized x (with optimal value 0.001) 
together with the nine transmissivities. Figure 5 shows that 
the 10 parameters are optimized within ~!>o u:. 30 iterations . 

. ~ Table 2. Optimized Transmissivities When the 18 Head Values Han a Gaussian Error with Standard Deviation -: = 1 m, 
Using the LMS Optimization Algorithm and Unifonn lnitial Transmissivities (Ts(m2/d)) 

Zone True T Ts-1 Ts- 10 Ts-100 Ts- 200 Ts- 100 

1 150 104 104 104 109 148 
2 150 288 288 288 288 177 
3 50 39.1 39.1 41 39.1 19.3 
4 150 170 170 170 170 154 
5 50 50.2 50.2 50.2 50.2 50.3 
6 15 17.3 17.3 17.3 17.3 16.6 
7 50 45.9 48.2 45.9 45.9 53.3 
8 15 15.5 15.5 15.5 15.5 15.0 
9 5 4.9 4.9 4.9 4.9 4.9 

Carrera 71 54 57 90 57 
LMS 55 32 30 40 

The last column shows thc results of Carrera and Neuman, 1986c, p. 230. The difference with our results is due to different errors at 
individual observation points. 
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Conclusions 
The goal of this paper is the development of a sound, 

comprehensible, and easily implementable method to en
able systematic parameter optimization in daily ground
water practice. This paper puts forward the Levenberg
Marquardt algorithm augmented by a preset limitation of 
the length of the parameter update vector (LMS). 

The synthetic problem first used by Carrera and 
Neuman ( 1986a, b, e) has been applied to compare the 
method with existing optimization algorithms. The LMS 
method was shown to behave smoothly, reproducibly, and 
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Fig. 5. Simultaneous optimization of nine transmissivities 
together with precipitation, denoted by Pr (= areal recharge in 
Figure 2a). Uniform initial transmissivities of 100 m2/d are used. 
Precipitation is expressed as x times the numbers 0.274 and 0.137 
shown in Figure 2a. The factor x is optimized, its initial value is 
0.0015 m/d, its optimal value 0.001 m/d. 

to perforrn computationally better than more sophisticated 
conjugate gradient approaches used by, among others, 
Carrera and Neuman (1986). The method is easy to imple
ment because it is simple and no changes are made to 
existing model codes. It is independent of the (ground
water) model, and may be used in other disciplines as well. 

lt is hoped that practitioners are encouraged to make 
more use of parameter optimization for ground-water 
model calibration, instead of just relying on tria! and error 
methods. 

List of Symbois 
{}r T as superscript means transpose of vector. or 

matrix. 

(}. () Single underscore denotes vector, double under-
= score, matrix. 

Parameter index, ( 1, .. , n ). 

J Observation well index, ( 1, .. , m). 

n N umber of parameters. 

m Number of observation wells. 

h¡, h¡ Computed head, meas u red head. 

fi Deviation at observation point fi = ,¡;;;¡ (i,i - hj). 

Wj 

F 

Weight, in this paper ru¡ = l,j f (1, .. , m}. 

Error criterion: 

m 
fT f = k 

j=l 

m 
f' = ¡ 
J j=l 

• 2 
(wj (hj- hj) }. 
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Modeling,a .Complex Multi~~guifer Systen1: 
:.'Fhe Waterloo·Mor.iine 

by P.J. Martin•·b and E.O. Frind• 

Abstract 
The Regional Municipality of Waterloo in Ontario, Canada (population 250,000) depends on ground water for most of its water 

supply. The ground water ls extracted from the Watenoo Moraine, an extensive and complex glacial aquifer system extending over 
a 400 km2 area. A methodology is being devcloped to inventory the ground water rcsourcc, to define its susceptibilily to contam
ination, and lo create the basis for optimal management and protection strategies. A key componen! of this methodology is a !bree
dimensional conceptual hydrogeologic model based on the geologic characteristics of the multiple-aquifer Moraine systcm. The 
steps in the development of the model include screening ofthe large database, interpretation and interpolation of the data to define 
the variable hydrostaligraphy and to genera te consisten! hydraulic conductivity functions, and model calibration. The numeri
cal basis is a fully three-dimensional fmite element model that provides flexibility and adaptability in representing the naturdl bound
aries, lhe highly irregular stratigraphy, and the numcrous welllields. The modcl has the capability lo automatically lind the loca
tion ofthe water table consisten! with given recharge and pumping conditions, and lo direct recharge from low-pcrmeability arcas 
to higher-permeability arcas. Capture zones generated by the model are found to be highly sensitive with respect to lhc geologic 
structure, in particular thc presence or abscnce of windows in thc aquitard units. Professional judgment is found to be an esscn
tial componen! of the modeling process. 

Jduction 
The Regional Municipality of Waterloo, comprising the citics 

of Kitchener. Waterloo, and Cambridge, Ontario, with an urhan pop
ulation of about250,000, derives about 90% of its water supply from 
ground water. The water is extracted frorn a complex multi·aquifer 
system of glacial origin, the Waterloo Moraine, which extends 
over approximately 400 km2• Although the Moraine has historically 
provided a plentiful supply of excellent water with little need for 
coordinated cxploration, the dramatic growth of thc region in 
reccnt decades has provided a motivation for obtaining, as a basis 
for sustainable use, a sound understanding of this vital resource, its 
capacity, and its susceptibility to contamination. 

Therefore, the region is conducting an extensive research pro
gram to inventory the ground water resource and to delineate well
head protection arcas. From carlier studies of the numerous indP 
vidual wellfields within the Moraine, it was clear that a key 
componen! of the program must be a conceptual geologic model of 
the entire complcx system. The model would integrate the cxten
sive b';lt fragmented database, represent the connection between thc 
many components of the system, and provide a link between the 
welllields and the corrcsponding recharge arcas. Becausc future well
hcad protection zones willlie for lhc most part within urban and sub
urban arcas, reliability is essential. 
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This paper describes the methodology used to. develúp the 
Waterloo Moraine model and to overcome the challenges raiscd by 
the extraordinary complexity of the glacial aquifer system. 1t al so 
discusses some of the key characteristics of the system revealed by 
the model, including the controlling influence of the model struc
ture on the capture zone predictions. The same methcxlology is cur
rently also being applied in the study of other aquifer systems in 
Ontario. 

Review of Aquifer Modeling Literature 
Aquifer m6deling has experienced an explosive growth within 

the lasttwo decades. We will briefly review sorne recentliterature 
relevant to flow and capture zone modeling of complex three
dimensional ground water flow systems, focusing on three key 
a<pects that arise in this context: ( 1) the importance of the geologic 
structure; (2) parameter estimation and-ñiodefcalibration; and \3) 
t~éh.niques for the delineation ofthree-dimensional capture zones. 

The importance of the geologic structure is convincingly 
dcmonstrated in a classic paper by Fogg ( 1986). who describes 
ground water now in a complex sandstone aquifer consisting of 
many discontinuous.bodies of sands, silts, and clays. He found that 
flow is not so much controlled by the hydraulic conductivity ofthe 
more permeable units, but by their continuity and interconnected
ness, particularly in the vertical direction. He concludes that g~o
logical insight and intei]Jret.a!~~ are crucially im.ponant; and that 
indeed a conceptual model of the system based only on hydraulic 
data (for example, by contouring transmissivity data from pump
ing tests) would ha ve been incorrect and misleading. He also noted 



· that for.complex aquifcr ~ystcms thc thrcc-Jim~n~ional represen
.· l<Hion is imporl:ant sincc the'vertical interconncctcdncss would be 

, . "lo.r,t i1ra two-dimcnsionaLmodel. He further found calihration with 
-:.-:·:... -.:. :.fcspect-~o·hcads:-jn.alhrce=.diinenSíOriaJ:modcl.to·be.Wfficult sincc 

· -:.· .":·+heads.arc not;necessarily sens-itive to·the-degroe.of hydrauhc cen
ncction. Looking at the samc problcm from a differcnt angle. 
Anderson (1989) points out the use of hydrogeologic facies mod
els to delineat~ large-scale trends in heterogeneity and to provide 
input into ground water flow and transpon models. 

The subject of parameter estimation (also known as inverse 
modeling) and model calibration has been explored by numerous 
authors. Poeter and Hill ( 1997) give an overview of the state of the 
art and summarize the requirements and benefiL.;; of the approach. 
The inherent difficulty of inverse modeling is brought out by. 
among others, Poeter and Hill ( 1996) in a generic study involving 
a heterogeneous aquifer, which showed that optimizing the hydraulic 
parameters can Jead to unrcalistic results, but that these-c~~ ~uscd 
to advantage to develop a better conce¡ítual__modeJ:··,;. similar 
approach wastise{rf,y' d; ,;;¡¡";;..;-¡;¡·a¡_ (1996)-in calibrating a three
Jayer regional model; the authors concluded that the problem of 

.: nonuniqueness is never completely eliminat~., but-th~i s~b~tiñti~i-
• constraint• can be developed on. the basis of the geologic ¡r.;;,¡_~wO:rk. 

The sarne conclusion was reached by Olsihooríi Ünd Kamps ( 1996)' 
who used an automatic inverse routine to calibrate a large-scale 
three-dimensional finite difference aquifer modcl, and found that 
the most important role of the inverse model was to allow the 
identification of unrealistic parameters. Optimal calibration wa• also 
applied toa regional quasi-three-dimensional finite elcment modcl 
by Leijnsc and Pastoors (1996); the approach was successful 
because the number of parameters to be optimized was restrictcd 
to about 1 O. resulting in a severely simplified conceptual modeL In 
an insightful paper, Young et al ( 1 996) describe the dcvclopment of 
a three-dimensional aquifer model for a complex aquifer systcm con
taining a TCE plume, finding that an earlier application of an auto
matic inverse technique had produced mislcading rcsults, cvcn 
though thc calculated error was Jow. In thc same vcin as Fogg 
(1986), these authors stress thc importance of a realistic thrce
dimensional conceptual model based on geologic judgment, mak
ing a convincing case for the selcction of a finite elemcnt model to 
allow accuratc rcprcscntation of thin deformcd laycrs. A tinitc clc
ment modcl along with trial-and-error calibration was also uscd by 
Mergia and Kelly ( 1994) in modeling a regional aquifer system. 

There is also an extensive body of literature on the '.opi.: of well 
capture zone delineation techniques, but interest in thrce dimcnsions 
has arisen only recently. Comprehensive overviews of two-d;men
sional and three-dimensional analytical solutions for steady-state 
capture zones in homogeneous aquifer systems are given by 
IGnzelbach et al. (1992) and Schafer (1996). For more complex sys
tems, the standard method is by tracking particles upgradient from 
a well to the water table, thus defining the arca on the ground sur
face that contributes the rechargc to the well. The semianalytical 
method developed by Pollock ( 1 988) for rectangular grids is widely 
used for this purpose. Kinzelbach ct al. (1992) point out that for com
plex aquifer-aquitard systems, the zone that contributes the recharge 
and the zone that should be protected from contamination are not 
necessarily the same, the Jatter possibly being Jarger if the risk of 
spills of dense nonaqucous liquids is included. Uncertaintics in the 
defmition of the aquifcr structure can have a major effcct on thc cap
ture zone prediction, as explained by Kinzclbach et al. ( 1 996), 
who recommend the stochastic approach for gencrating capture 
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Figure 1. Modeling study area. 

zones in cases of scarce data, but stress thc nccd for thc dctermin-
. istic identification of large-scalc fcatures. An altcrnativc approach 

to the gencration of wcll capture zoncs is thc mcthod by Wilson and 
Liu (1995). who obtain a probabilistic wcll cap!ure zone by solv
ing the advective-dispersive transport cquation in the upstr• 
direction frum the wcll. 

From this revicw, it is evidcnt that a tlucc-dimensional con
ceptual modcl based on thc geologic structure is e.~sential for a val id 
dcfinition of the flow field, and hcnce for crcating a crcdible basis 
for delincating well capture zones. Although optimal calibration tech
niques prescnted in the rccent literature are promising, constraints 
still exist in the numbcr of variables that can be rcalistically han
dlcd. In rcal-world applications, optimal calibration appears to 
ha ve becn u sed mainly as a tool to supplcmcnt gcologic and hydro
gcologic judgment, rathcr than an automatcd techniquc for gcner
ating hydrogeologic parameters. With respect to three-dimensional 
capture. zone delineation, suitablc numerical techniques ha ve been 
dcveloped, but as yet there is no clear .way to overcome uncertainties 
in the aquifcr structure which can control capture zones. 

,r 

Geology and Hydrogeology of the Waterloo 
Moraine: Previous Studies 

The study area (Figure 1) of approximately 750 km2 cncom
passes thc Waterloo Moraine and surrounding arcas, and includes 
thc cities of Waterloo and Kitchener as wcll as portions of neigh
boring townships. The Moraine, located on the eastcrn rim of the 
Michigan basin, was mapped by Karrow et al. (1990). The study area 
is drained by the Grand River and its tributaries, the Nith and 
Conestogo Rivers. The topography is charactcristic of a moraine, 
with an undulating surface and isolatcd swampy arcas and po~.(; 
wherc thc water tablc intersects thc ground suñace. Thc geologY,~ 
the Moraine is a quatemary kame and kettlc complex formed by 
interlobatc glacial activity during the late Wisconsin stage. The 
glacial ovcrburden consists of a variety of materials including 
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Figure 2. Hydrostratigraphic layering schcme. 

clay, interbedded tills, fine sand, sandy grave!, and coarse grave!, 
and ranges in thickness from 30 to > 100 m. A detailed descriptian 
afthe glacial geolagy is given by Chapman and Putnam (1984), and 
Karrow ( 1993). The climate is semihumid with an average annual 
precipitatian of 780 to 1000 mm (Karrow 1987). 

The stratigraphy is complex with a hetcrogcneous distribution 
of hydraulic canductivity. Despite this heterogeneity, three relatively 
contmuous till units, thc Part Stanlcyrravistock, Maryhill, and 
Catfish Creck tills have been identified throughout the Moraine 
(Karrow 1993). The youngest af these, thc Port Stanleyrravistock 
till, is found near the surface overlying large portions of thc uppcr 
aquifer. The next youngest, the Maryhiii till, is a clay-rich,low-per-

'eabi1ity unit 1ying beneath the upper aquifer. In many areas, this 
.. nit acts as an infiltration and contamination barrier for thc under
lying aquifers; however, windows of high-conductivity material have 
been observed or inferred in rccent studics. The Catfish Creek till, 
lying below the Maryhill till. is a dense, stany silt till cantaining por
tians that actas an aquifer (Karrow 1993; Pctrie 1985). Bccause of 
this variability, it has appearcd to be discontinuous at a local scale. 
A fourth discontinuous till unit, named thc Prc-Catfish Creek till, 
is faund locally averlying the bedrock. The hydrostratigraphic 
relationships are shown schematically in Figure 2. 

G1aciafluvial sand and grave! deposits located betwecn the 
majar till units forrn the majar aquifers in the system. The upper 
aquifer (Aquifer 1), thaught ta be reworked Maryhill till, is th•; most 
extensive and regionally continuous unit~ it is also th.! most pro· 
ductive saurce of water. The two lower aquifers (Aquifers 2 and 3), 
which aften are found as pockets af discantinuaus sand and r;nvel, 
are productivo locally The underlying bcdrock cansists af the 
Salina Farrnatian, a Silurian dalomitic 1imestone in the westem por
tian af the regian, or the Guelph Farrnatian, a Silurian limestane in 
the eastem portian afthe regian (Karrow 1987. 1993). The bedrock 
has been observed to be fractured in the top few meters (Terraqua 
1995), and is also thought to actas a rclatively continuouS aquifer 
which provides a hydraulic connection betwccn discrete pockets of 
the 1awer canfined aquifer. 

The abundan! and high-quality water resource providcd by the 
Moraine has been used since the late 1800s. As a resu1t of this abun
dance, an understanding of the capacity of the resource was not 
importan! until the industrial boom af the 1960s. Serious exploration 
then commenced to define the resource and to provide a basis for 
expanding use. One of the first comprehensive studies was con
ducted by Dixon (1973). who conceptualized the quatemary deposits 
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. -· . _ :-~- ~---:_:: :- .\VciUiclds and l~umping Ratcs 
-.·:.. ---. . . 

o-·- ;_, Pumping :rcrúnt 
. :Name · .... ... ·~w.clls __ ..• .A.quifer(s). " . ... Rate. (m·Vs l .. .. ,of~Total 

Mañnhcim We!->1 4 1 .163 16.8) 
Mannheim East 7 1 .141 14.56 
Parkway 5 3 .129 13.32 
Greenbrook 7 2 and 3 .126 12.96 
Wilmol Center 2 1 .092 9.50 
Erb St. 3 1 .079 8.12 

WilhamSt. 4 2 and Bcdrod; .078 8.09 
Strange S t. 4 1 and 2 .007 7.17 

Forwell 7 3 and Bcllrock .034 3.47 

Baden 2 1 .025 2.60 

Waterloo North 2 1 .024 2.48 

New Dundee 2 1 .002 0.25 

Heidelberg 2 3 .002 0.21 

Wellesley 3 3 .002 0.20 

St. Clements 2 1 .0012 0.12 

Roseville l 3 .0008 0.08 
St. Agatha l l .0002 0.0!6 

Total .970 

into the three aquifer groups (lower, middle, upper). separated by 
three partly discontinuous till uniL• (Figure 2), a grouping that is still 
accepted today, although the details have changcd. This early work 
also included the first attempt to model thc cntire aquifer system, 
using a two-dimensional finite element model. Important contri
butions to the understanding of Moraine hydrostratigraphy were 
made by Rudalph (1985); Farvalden et al. ( 1987); Rudolph and 
Farvalden ( 1989); Woeller and Farvalden ( 1989); Palaschi ( 1993 ); 
and Terraqua (1995), the latter providing comprehensive large
scale stratigraphic interpretations throughout lhc corc and flanks of 
the Waterloo Moraine. These studies gencrally confinned Dixún's 
(1973) characterization af the Maraine stratigraphy as a three
aquifer, three-aquitard system, with rclatively continuous aquifers 
and evidence of lateral conncctions betwecn wellfields. Local 
wcllfields within thc Moraine havc been stud1cd in detail in the past, 
particular! y the Grecnbrook wellfield (e.g .. Farvolden and Weitzman 
1980; Woeller 1982; Rudolph 1985; Bcland 1977; and Lotimer 
1985), using field methods as well as a variety of mode1s includ-

··l· . t •• ··- w:: • ·~ 

ing a ·quolsi-three-dimensional model and a two-dimensional radi-
ally symmetric model. 

··' The wellfie1ds supplying the water for the cities of Kitchener 
and Water1oo extract water from all three of the Moraine aquifers, 
while the rural communities surrounding the cities are supp1ied 
mostly from the shallow aquifer. Wellfields, pumping rates, and 
pumped aquifers are listed in Table 1.111c most importan! wellfields, 
including Mannheim East/West with 31% of production, Parkway 
with 13%, Greenbrook with 13% (identified in Figure 1), and oth
ers, are located within the cities of Kitchcner and Waterloo or just 
beyond their boundaries. Most of these wellfields consist of severa! 
wells, and sorne tap two aquifers. 

Recharge to the Moraine system is believed to enter mainly 
through sand hills along the core area of the Moraine, with estimated 
average recharge rates between 15 and 25 crnlyr. For the Maryhill 
till on the flanks of the maraine, leakage rates ha ve been found to 
be 6 to 8 crnlyear on the basis of tritium profiles through the till 
(Russell 1993). Under these conditions, e ven a 1Om thick till unit 
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wou!J rc~ult in rcchargc travd tJillL" o\ al bt\1·1 ~5 ')'Cars. Howcvcr, Afrcqucnt problcm cncountcrcd 111 carly moddiilg ~tú~.hc~ uf 
mumcipal producuon wcJJ, M..'.rcencd in.thc lowcr aquifer through~ local wellliclds was thc dcfinition of vahd bounJarv conJ11ion~ 111 

.····lllll·thc tlank-. of thc· iv1<1J";.tiiJC ..,Jum· eh.'" iiiL'<I·trititltll·k·\'cls (.Tcn-aqll<l ~ · · · :a higll~~~~Yu,;!encnU"-111Uitiat.¡uJtCr systcm hosllll,!; .,;l:Jny \\Ciificltl.., 
~ ·:t995}."sugge!->1ing po~-JlJ:':\ rcch:urgt>ChJoritlc originating.from --· :in~·rfo~imity. 'illus·proviJcU thc.impcllls for-thc t.kvclopn 
... road:salting ac.Livíucs:,,wh.ch bt..-..;anl~Mgnilicant-only:in thc '1950s.· <- ·óf icgionalmódcl~C<ll1e first:stcpjn this dirc·ction.\\·;;¡s thc.\vofk 

'providcs· furthcr ·cvidcncc·of young water. in thc lowcr·aquifer. :.'· R~dolph and Sudicky ( 1990), who dcycl~lpcd a quasi-thrcc-·J.imcn
This young water i~ bclieved to bt: rcchargcd by way of windows ·. sional subregional modcl encompassing the main wellfields, fol· 
in the aquitards, fractures within the till fabric, or both: lowed by Fitzpatrick ( 1993), who modeled the aquifer system 

Figure 3. Location of selectcd boreholes and hydrostratigraphic cross 
sections. 
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within !he urban area of Kitchcncr-Watcrloo. Martin (1994) devel
oped a detailed model of the northem part of the Moraine, the 
Laurel Creek watershed; this model became !he precursor of !he pre
sent Waterloo Moraine model. A recent contribution was made by 

·Callow (1996);who-studicd options to optimize production in the 
Greenbrook wellfield using three-dimcnsional modcling with both 

·-- MODFLOW (McDonald and Harbaugh 1988) and WATFLOW 
(Molson et aL 1995). Callow extracted his boundary conditions from 
!he regional Moraine model. 

One of the key conclusions of previous hydrogeologic studies 
is that the ground water tlow system appears to be at steady statc. 
Dixon (1973), Woeller (1982), Lotimcr (1985), and Rudolph (1985) 
all found portions ofthe ground water tlow system to be at stcady 
state, or to quickly reach steady state when stresscd. Woeller and 
Farvolden (1989) concluded that thc flow systcm is in cquilib- '• 
rium throughout the en tire rcgion. This obsCrvation is also consis
tent with the rccharge of young water to thc lowcr aquifcr. 

Development of the Conceptual Model 
On the basis of prescnt knowlcdgc of the Waterloo Morainc, 

as well as !he literaturc (particularly Fogg 1986 ), it is clear that in 
arder to havc credibility, the conceptual model must be thr.r ... ) 
dimensional and incorporal e as much of the gcologic structurc5:.>''. 
is availablc. If the objective were lo invcstigatc aquifer yicld, 
where thc quantity of interest is thc total water rcaching a wcll, with
out regard of its origin, a simpler model (such as a quasi-threc
dimensional model) might be considercd. On !he other hand, when 

Figure 4. Typical hydrostratigraphic cross section (for location see Figure 3). 



. Tablc 2 
; -Standardizcd Lilhologic Calc¡.:(lri<·:-. 

. -and Hy~~.mlk Col}~m:livitic ... 

- ~ •Hydraulic-Gonductivity-IIUI'!<wl 

·Material Lithologil:: From From Fidd Hnal Calihratt'ti 

Number Unil Litcnture• Mrasurrments K • K, 

2 a., ¡o-9- 10'-12 2x w-9-Jx m-•t IX 1()-11 1 X ¡a-12 

3 S1lty clay 10-9 _ 10-tt 
' - 1 X IQ-10 1 X to- 11 

4 Sandyclay 10-7_ 10-to - lXI~ 1 X J0-9 

' Grucllyclay J0-7 -10-9 lxi0-7-lxiO-to .Sxlo-3 .sx w-9 

6 Oayey silt w-1 -Jo-9 Jxw-Lzx¡()-1 IX!o-9 txm-•o 
1 Silt m-L to-9 1 X ¡(rf>- 1 X ¡o-tO 5X io-3 sx w-9 
B Sandy silt to-' -lo-' 4X w-7 -2x w-9 sx w-1 sx ¡()"+"! 

9 Gravclly.silt 10-s_ 10-7 IXIQ-Ó-IXI0-7 1 x w-6 IX to-7 

10 Claycy sand to-S_¡o-7 - .sx w-~ sx Jo-6 
11 Sdty sand 1()-1_ J0-5 1 x to-6-tx ¡{t{i S XI~ .s x m-s 
12 Fincsand to-< -lo-' 2Xl~-JXI(t(l 1 X IQ-l lXI~ 

13 Mcdium sand J0-2 -lo-6 4XIo--'-4X!o-6 sx m-3 1 X ¡o-3 

14 e-""" w-2-to-"' .sxJ0-3-zxto-6 1 x m-2 S X ¡o-3 

" Grave! io0-10-3 2xJ0-3-4x1Q-4 sx ¡o-2 1 x w-2 

16 l..i"""""' 

""'""' w--2- to-9 - 1 X J0-4 1 X ln-4 

11 Shalc bcdrock m-9- w-D - IX lo-' 1 X 10-11 

99 Unknown - - 1 x w-4 1 x m-3 

•Frecu and Chcrry 1979 

the key objective is the definition of capture zones, and when thc 
origin of thc water reaching a well· is importan t. a fully thrcc
dimensional representation is essential. The following is a bricf out
line of the procedure used for transfonning the extcnsive base of mw 
data into a self-consistent thrcc-dimensional conceptual modcl. 

The Province of Ontario requires by law that all drilling logs 
be filed with the Ministry of the Environment; as a rcsult, more than 
4500 borehole logs exist for thc study arca. These data include logs 
prepared by well drillers. professional hydrogeologists. and 
researchers. Bccause of the u neven quality and rcliability of the data 
from these various sources, screening and data quality controls wcrc 
essential in the development of the database. Of the original set of 
boreholc logs, 2044 were sclected as reliablc after screening and 
adjusunent. Groups of these were linked into 317 local-scale cross 
scctions (Figure 3) to allow continuous interpretation of the stratig
raphy. Figure 4is a typical cross scction (see Figure 3 for location) 
showing the hydrostratigraphic interpretation of the borehole data. 
Considerable hydrogeologic judgement was necessary to produce 
meaningful, representative cross sections and eliminate or correct 
erroneous borchole logs. The lithologies of cach hole werc then 
grouped into 17 categories as defined by Martin (1994), and rcp
resentative hydraulic conductivity values for each category werc 
identified from the literaturc (Freezc and Chell)' 1979) ru. wcll as 
from previous pumping and slug test results in the wellficld arcas. 
These values are shown in Table 2, which also shows the final cal
ibrated values. 

The methodology for development of the conceptual model is 
schematically illustrated in Figure 5. The cross-sectional analysis 
resulted in a number of stratigraphic units represented by strati
graphic segments for each borehole, with each segment containing 
severallithologic units. For each of the defined hydrostratigraphic 
segments, horizontal and vertical hydraulic conductivity values, Kh 

Figure 5. Methodology for conceptual model development. 

and ~. were calculated as the arithmetic and harmonic mean val
ues, respective! y, of the hydraulic conductivities of the individual 
lithologic units contained in each segment. This process resulted in 
spot observations of the elevations of the surfaces delineating the 
aquifer hydrostratigraphic units, along with estimates of the 
anisotropic hydraulic conductivities ofthese units. To obtain lateral! y 
continuous elevations and hydraulic conductivilies throughout the 
domain. the spot elevations and conductivities were interpolated are
ally using universal kriging (Davis 1986; Joumel and Huijbregts 
1978). Kriging assumes that the variable in question is nonnally dis
tributed throughout the domain and provides estimates of the most 
probable value, as well a~ the variance, of thc variable at any spec
ified point for a given distribution of known or measured neigh
boring values. The procedure allows for a dctenninistic component 
anda random component, both of which are nccdcd forthe descrip
tmn of geologic deposits. Since the natural log hydraulic conduc
tivity of gcologic deposits is usually considcrcd to be nonnally dis
tributed (Sudicky 1986; Boman et al. 1995), the hydraulic 
conductivity distributions Kh and ~ were interpolated in tenns of 
thcir natural logarithmic valucs. The kriging, using a routine con
tained in tl1c finitc element preprocessor GRID BUILDER (MeLaren 
1995), providcd sets of hydrostratigraphic surfaces and hydraulic 
conductivitics dcfining thc various units in the conceptual model. 
Martin (1994) gives a full description ofthc procedure. Variances 
of the kriged variables between the obscrvation points are also 
obtaincd: these are not u sed in the prcscnt vcrsion of the model. 

Thc Ground Water Flow Model 
Thc numcrical model chosen for this study, WATFLOW, is a 

well-proven three-dimensional ftnite eleme·ot grc··JOd water llow code 
developed at the University ofWaterloo (! Aolson et al. 1992, 1995). 
lt is based on the general three-dimensional fonn of the goveming 
differential equation for transient saturated ground water flow in het
erogeneous anisotropic media (Bear 1979), and it uses triangular pris
mauc ftnite elements which allow the grid to be defonned to fit irreg
ular or sloping stratigraphy and variable !ayer thicknesses, and 
which allow efficient grid refinement in critical arcas such as well
fields. Thc finite element grid is gencrated automatically in the 
two-dimensional plane using the preprocessor GRID BUILDER 
(MeLaren 1995), and projected in thc vertical to form a tluee
dimensional grid. The model allows the usual Dirichlet (specified 
head) and Neuman (specified flux) boundary conditions. The top 
boundary of the saturated model domain is the water table, which 
can be represented either in tenns of specified head or specified 
recharge; in the latter case, the location of the water table is deter
mined iteratively by satisfying the criterion of zero pressure head at 
the water table. The interflow mcchanism that would occur if the 
water table is located in a low-penneability !ayer is approximated 
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·_ by the stream. For·mass balance calculations, .thc inllow/outllow 
tluxes at thesc stream boundaries are obtaincd directly fmm the par
titioncd global finite element matrix equation. Sincc thc modcl i~~ fully 
three-dimensional, leaky aquitard or river bottom boundary condi
tions are automatically represented. 

The matrix equations are sol ved for nodal heads using an effi
cient preconditioned conjugate-gradient matrix solver with a block
line-relaxation procedure designed lo efficiently manage high hor
izontal-lo-vertical aspect ratios (Braess and Konig 1995). From the 
nodal heads, elemental velocity components are calculatcd in the 
standard way by means ofthe Darcy equation. WATH..OW contains 
a post-processing particle tracking routine, WTC-TRAC, which is 
used to delineate well capture rones. This routine uses the elemcnt
wise constant velocity vectors calculated on thc basis of thc Darcy 
equation, and advectively tracks swarms of particlcs backward 
from a well, in the upgradient direction, through the three-dimen
sional velocity vector field. The particles can either be tracked for 
a specified length of time to generate a specific isochronc, or 
tracked until a recharge boundary is reached. 

WATFLOW was compared lo MODFLOW (McDonald and 
Harbaugh 1988) by Callow (1996), who applied both models lo a 
subregion of the Waterloo Moraine, the highly complex Greenbrook 
wellfield which contains multiple wells. In both models, the top 
boundary was specified in tenns of recharge, and the grid was 
refined in the vicinity of the wells. MODFLOW required a total of 
about870,000 cells (of which about 15,000 were inactive) over 17 
layers, giving a 10-m discretization near the wells. while WAT
FLOW used about 118,000 nodes for the same number of layers, 
achieving a discretization of 0.5 lo 1 m near the wells. Callow 
encountered a number ofproblems in using MODFLOW,the most 
serious one being a difficulty lo converge to a sta~le solution due 
to sorne cclls oscillating between draining and rewetting conditions 
while iterating to locate the water table corresponding toa given 
recharge. He also reported large amounts of unrealistic water table 
mounding in low-penneability zones. According to Callow, diffi
culties 3.tso arose dueto the large variations in layer thicknesscs and 
large contrasts in the permeability of the layers (up to scvcn orders 
of magnitude). None ofthese p:ol;óems occurred with WATH.OW, 
which handles large permeability contrasts, irregular stratigraphy, 
and thickness variations efficiently; climinates the mounding prob
lem by means of the recharge sprc.1ding )ayer; and has a moving 
water table boundary. Execution times for MODFLOW ranged 
from hours to days on an IBM 6000/560 machine, while those for 
WATFLOW avcraged about 20 minutes on the same machine. 
8oth models use a preconditioned conjugate gradient solver, but thc 
WATH.OW solver is optimized for large pcrmeability contrasts. In 
terms of set-up time, Callow reports an expenditure of three months 
for MODFLOW, while only two days werc necded to produce thc 
first successful run with WATH.OW. Based on Callow's expcrience, 
MODFLOW was not considered to be appropriate for the Waterloo 
Moraine study. 

Model Architecture and Calibration 
The boundaries of the model domain follow natural features 

such as rivers, creeks, and swamps, including the Nith River in the 
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Figure 6. Finitc elemcnt grid in horizontal plan c. 

west and the Grand and Conestogo Rivers in thc east, which form 
ground water divides for the overbunlen aquifcrs (Figure 1 ). In many 
locations, these rivers ha ve cut through much of thc overburdcn (par
ticularly Aquifer 1 ), and in the southeast comer of thc study arca, 
thc Grand Rivcr is in direct hydraulic conncction with thc bedrock. 
The northem boundary was locatcd mostly along tributary streams 
(one being Boomer Creek), while the southcastcm boundary was 
placed at the Roseville Swamp, a natural ground water discharge 
location. Vertically, the hydrostratigraphy is divided into 121ayers 
as shown in Figure 2 (three for Aquifer l,two for cach of Aquifers 
2 and 3, and one for each of thc othcr units). This vertical dis
cretization was considered to be the minimum for an adequate 
thrce-dimcnsional reprcsentation on the regional scale under steady
statc conditions (future subregional modcls will use a finer verti
cal discretization). In addition, the rechargc spreading !ayer, which 
rcroutes recharge from low-K zones in the surficiallayer to higher
K zones, is draped ovcr thc entirc modcl. Thc finite elemcnt grid in 
the horizontal plane, generated automatically, has clemcnts rang
ing from = lO m at the wclls to a maximum of 500 m in more re mote 
areas (Figure 6). The vertical projection of thc planar grid onto the 
14 !ayer interfaces resulted in a total of about 116,000 nodes and 
210,000 prismatic elements (Figure 7). The boundary condition over 
thc top surfacc is thc rcchargc flux, except at strcam.or opcn-water 
boundaries wherc a constant-head boundary condition is spcci
fied. lnitially, the top surface of the model is locatcd atthe ground 
surface; during execution this surface is moved automatkally to the 
water table that is consistent with thc givcn rcchargc. l11c lower 
aquifers have lateral no-flow boundarics on thc as;umption that they 
discharge to the overlying strcams. The bottom boundary is the 
impermeable bedrock. Since all layers are continuous, aquitard 
windows are represented as high-conductivity zones and aquifer dis
continuities as low-conductivity zones in the respective units. The 
anisotropic hydr~ulic conductivity varics clement-by-element 
within each layer. Thc elemental porosity was estimated on the ba'iis 
of the horizontal hydraulic conductivity valuc using the method of 



Figure 7. Three-dimcnsional view of finite element grid (initial con
dition). 

Domenico and Schwartz (1990). The model is designed so that sub
domains of particular interest, such ·as areas surrounding well
ields, can be easily extracted along with their boundary conditions. 

Steady-state flow conditions are assumed for the regional 
model on the basis of field observations (Lotimer 1985; Woeller and 
Farvolden 1989). We do not rule out the possibility that aquitards may 
be under transient conditions locally; this option will be pursued at 
a later stage. Because of the heterogeneity ofthe system, as well as 
geochemical evidence, it would appear that the aquifers are rccharged 
predominantly by tlow through high-permeability windows, while 
leakage through low-perrneability material plays a lesser role. Undcr 
this mechanism, the steady-statc assumption is reasonable. 

For calibration under steady-state conditions, a total of 398 
monitoring wells were identified where measured heads can be con
sidered sufficiently acc"rotc and representative of present pumping 
conditions. The majority of these wells are screened in the upper two 
aquifers. Since heads alone are not sufficient for a unique calibra
tion under steady-state cor.~itions (K-values can be multiplied by 
any constant to give the same head Jislribution), estimated net 
average recharge rates were al so includcd in the calibration, while 
pumping rates at wellficlds providcd fixcd constraints. Stream 
baseflows, where availablc, were rescrved for use in subsequent 
water balance calculations to help validatc the mcx:lel. The calibration 
was done by tria! and error because thc number of variables would 
be too Jarge for automatic calibration using existing tools. Also, the 
geologic and hydrogeologic structure had airead y been well devel
oped, making calibration a relatively straightforward task and 
allowing for adjustments to be based on judgment in weighing 
the credibility of the various data types. Selective adjustments 
were applied to the hydraulic conductivity values in strategic loca
tions, where needed, to improve the match between simulated and 
observed heads. For the most part, the calibrated hydraulic con
ductivity values are within one order of magnitudc of observed field 
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values, but in portions of sorne till aquitard uniL<;, the hydraulic con
ductivity had to be lowercd by one to two orders of magnitude to 
decrease the interaction between lhe aquifcr units. The rccharge was 
varied from 18 cm/year along the tlanks to 22 cm/year in the core 
area of the Moraine, and to a high of 31 cm/ycar in the immediate 
vicinity of the Mannheim sand hills, giving an arca-weighted aver
age of20 cm/year, or 22% of the total average precipitation of about 
90 cm/year, which is within the 15 to 25 cm/year range. 

The final calibrated values of horizontal and vertical hydraúlic 
conductivity for the various lithologic categories are· shown in 
Table 2, andan assessment of thc calibration showing simulated ver
sus obscrvcd heads is givcn in Figure 8. Thc hcad residuals are uni
fonnly distributed over the system. Sorne of thc residual scatter seen 
in the plot can be explained by the uncertainty in the elevation of 
the measurement points (borehole elevations and observed head val
ues), data that are not reprcscntative of cxisting water levels, and 
local-scalc hetcrogeneities below the level of discretization. 
Uncertainty in elcvations is estimated to be approximately 5 m, the 
con tour intcrval of the topographic maps used to estimate borehole 
elevations; this source of error cañ~onlY:pe eliminated by accurately 
surveying all borehole elevations. The calibration will be refined in 
the next stagc oCthe study focused on individual wellfields. 

As an example of the heterogeneity of the system, Figure 9 
shows the calibrated hydraulic conductivity fields of Aquitard 1 and 
Aquifer 1 (Kh for aquifer, K, for aquitard). The aquifer plot also 
shows thc wclls cnding in this u ni t. Bccausc the aquitard contains 
high-conductivity z.ones (windows) which actas part of an aquifer, 
while thc aquifer contains low-conductivity z.ones which locally act 
asan aquitard, the range ofhydraulic conductivity is similar for all 
units, and thc same range of grayscale was used for both plots. 
Aquifer l is the thickest and most consistent aquifer, with contin
uous high-conductivity z.ones throughout the central ponion; it 
supplies about 60% of the total production. Aquitard 1 provides pro
tection to Aquifer 1 over most of the arca through its extensive low
K, zones; it also allows recharge through windows that appear as 
hlgh-K, zones. For exarnple, the large hlgh-K, zone in the south third 
of Aquitard 1 is a window through which the zone of Aquifer 1 con
taining the Mannheim West wellfieldiis exposed. 
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Figure 9. Calibrated hydraulic conductivity distributions for Aquitard 1 and Aquifer 1. 

Table3 
Water Balance at Nith and Grand River Boundaries 

Observed Simulated % 
Stream Base Flow (ml/s) Base 1<1ow (m3/s) Error 

Nith Rlver 1.56 1.51 -3.2% 

Grand River 3.40 3.52 +3.5% 

The remaining aquifers/aquitards (not shown) show similar het
erogeneity pattems. Aquifer 2, which supplies about 20% of pro
duction, is thinner than Aquifer 1 but also has continuous zones of 
high conductivity. lt is protected by Aquitard 2, th_e Maryhill Till 
(Figure 2), which is a fairly continuous till sheet with a few win
dows. Aquifer 3, the thinnest of the three aquifers, supplies about 
15% of total production. Aquitard 3, the Catfish Creek Till which 
overlies Aquifcr 3, is less continuous and has sorne large win
dows, particularly in the area of the Parkway wellfield, allowing 
recharge to Aquifer 3. Aquitard 4 is a rathcr thin discontinuous till 
sheet which locally separates Aquifer 3 from the bedrock aquifer. 
The latter supplies about 5% of total production. 

Water Balance and Water Budget 
Streamflows at a small number of locations within the study 

area are measured regularly by Water Survey Canada and the 
Grand River Conservation Authority. Base flows extracted from 
these data, and used in water balance calculations, provide thc 
only independent data available for model validation at this time. 
(Eventually, selected local models to be developed in the near 
future will be validated against environmental tracer data.) From the 
streamflow records. base flow contributions were estimated from 

summer low-flow conditions. In the case of the Nith RiVf"' 
boundary stream with two gauging stations conveniently locate 
the model boundary, upstream flows wcrc subtracted from down
stream flows and the difference divided by two (assuming one-half 
of the base flow is derived from the study arca) to obtain the base ' 
flow contribution from the westem half of the Moraine. A similar 
procedure was used for the Grand' River, which forros part of the 
eastem boundary but has gauging stations located sorne distan ce out
side the model boundaries. requiring interpolation to obtain base 
flow contributions consistent with the model boundaries. 
Corrcsponding simulated base flows were dctermined by integrat
ing the model dischargelrecharge along the appropriate portian of 
the stream boundaries. The observed and simulated baseflows for 
these two stn::ar.1s are given in Table 3. The mass balance errors 
[(simulated - observed)/observed] of -3.2% and +3.5%, respec
tively, are well within the margin of error associated with the data. 
Mass balances W\;TC also calculated for several smaller streams 
within the study area for which base flow data were available; the 
crrors here were about ±20%. The largcr error is mainly due to the 
scale of the regional model being too large to allow adequate grid 
rcfinement in the vicinity of these streams (this aspect will be 
addressed in future smaller-scale subregion simulations). The arit.h
metic sum of all the mass balance errors (recognizing the signs) is 
nearly zero. Thus, the model can be considered validated with 
respect to mass balance. 

To put the base flow values into context, we may also consider 
the other contributions to the total water budget. On the basis of t\ 

· net average recharge of 20 crn/year, the amount of water rechaJ'!'":';i 
directly to the ground water system over the 745 km2 study area'i~ 
approximately 1.49 X 1 O' m3/year. An additional 0.57 X lO' m3/year 
reaches the ground water system through influent streams, as an indi
rect form of recharge, giving a total of 2.06 X 108 m3/year that 
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Figure 10. Hydraulic head distribution at the water table under 
steady·state pumping. 

Figure 1 O shows thc hydr<IUiic hcad distribut•on al thc water 
tablc, produccd by thc calihratcd modcl undcr stcady pumping 
conditions using thc pumping ratc~ ~hown 111 Tablc l. As cxpcctcd, 
ground water flow is generally from northwest' to southcast along 
the corc of the Moramc, and toward thc Nllh and Grand Rivcrs. 
Some impact on the water table due tu pumping is noticeable at the 
Mannheim Wes~ Erb St., William St., and Waterloo North wellfields 
(compare Figures 1 O and 1 ), but on the whole thc impacts are sub
dued because the pumped aquifers for the most pan are covered by 
aquitards. Thc hydraulic head d1stributions in thc aquifers thcmsclves 
(not shown) follow a similar regional trcnd but are much more irreg
ular dueto heterogeneities. The execu<ion of the fully three-dimen
sional model with about 116,000 nodal points, running in steady
state mode, required about 30 minutes on a Pentium-200 PC. 
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Figure 11. Horizontal-plane projcction offlowpaths and cstimatcd sur
face capture zones. 

recharges the ground water system. Thc average extraction ratc from 
all wellfields (Table 1) is 0.97 m3/s or 0.31 X 108 m3/year, equiva
len! to about 15% of the total recharge~ This leaves a net difference 
of approximately 1.75 X 108 m3/year, or 85% of the total recharge, 
to lea ve the study area as strearn base flow. Of this total, the Nith 
River carries about 27% and the Grand, w1th its tributary. the 

The particle tracking routine WTC-TRAC was applied to gen
erate estimates of the steady-state surfacc capture zoncs for all 
wellfields in the Moraine arca. Horizontal-plane projections of the 
three-dimensional flowpaths, with the arcas cncompassed by these 
flowpaths shaded, are shown in Figure 11. The major part of the east
em flank of the Waterloo Moraine, within thc city boundaries of 
Waterloo and Kitchencr, is covered by thcsc potential protcction 
zones. For sorne wellfields, the actual recharge zoncs may be 
smaller than the zones encompassed by the flowpaths; however, the 
protection zone for a well should comprise the complete projection 
of the three-dimensional flowpaths onto the ground surface to 
account for the possibility that dense liquids could penetrate from 
the ground surface to reach lower-lying flowpaths (Kinzelbach et 
al. 1992). T."' pe,;.icle travel_times froc:n the ~ells !O the water table 
range from <1 year for locaÍly recharged water to >lOO years for 
water rcchargcd within the core arca _of thc Mor3ine. The shorter 

·~ttavel times are·c·:nsistent with observations of young (post-1953) 
water which may have reached thc aquifers through windows, 
while the longer travel times suggest that lcakage through low-con
ductivity laycrs mayal so play a significant role. Thcse capture zones 
estimatcs, obtaincd with the coarse regional grid, will be refined in 
the ncar futurc, using more detailed local thrcc-dimcnsional mod
els of the individual wellfields. lf pumping rates change, the cap
ture zones will change accordingly. 

In order to demonstrate the sensitivity of the flowpaths (and 
hcncc thc capture zones) with respect to thc gcologic structure, we 
consider thc Greenbrook arca which is known to be geologically 
complex. Figure 12 is an enlargement of the area upgradient of the 
Greenbrook wellfield, showing a plot of vertical hydraulic con
ductivity of Aquitard 2, and a cross scction through the system 
placed approximately along the upgradient direction. This wellfield 
has wclls screcncd in Aquifcrs 2 and.~: Wc selcct a well ending in 
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Figure 12. Sensitivity of flowpaths, Grcenbrook wellfield: Plan view 
showingAquitard 2 hydraulic conductivity dlstribution (K.); and ver
tical cross section upgradient of well. 
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Figure 13. Sensitivity of flowpaths, Greenbrook wellfield: Plan view 
showing Aquitard 3 hydraulic conductivity distribution (~) with 
window near pumping well closed; and vertical cross section upgra
dient of well. 
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Figure 14. Sensitivity offlowpaths, Greenbrook w'ellfield: Plan view 
showing Aquitard 2 with avcragcd hydraulic conductivity distribu
tion (K .. ); and cross scction upgradicnt of wcll. 

Aquifcr 3 to dcmonstratc thc dcvclopmcnt of thc capture zone. 
Particles are inscrtcd around thc wcll scrccn and tracked in thc upgra
dicnt direction untll thcy intcrsccl thc water tablc. Thc cross ~cction 
shows thc thrcc-dimcnsional particlc tracks projcctcd onto the 
planc of thc cross scction. \S.'hilc thc plan view shows a projcction 
of thc particlc tracks onto thc planc of Aquitard 2. Thc intcrscction 
points of thc paniclc tracks with thc water tablc general! y lie off thc 
cross section. Thc figure illustratcs a typical rcchargc condition 
whcrc rcchargc tu thc wcll has a local componcnt which captures 
water infiltrating ncar the well. anO a regional componcnt. which 
capture._.;; water from farthcr aficld. Thc \(x.:al componen! rcachcs thc 
well dircctly tlrrough windows near thc wcll in both Aquitards 2 and 
3, whilc the regional componen! passe:-; through Aquifcr 1 and 
through relallvely high-K zones in Aquitard 2. A number of path
lines have travel times of <lO years, with thc shortesttraveltimes 
(closest to the well) being <1 year. The partid e tracks in Aquifer 2 
are generally east-wcst: upon rcaching Aquifer 1, the direction 
changes abruptly lo northeast-southwest. 

We now close the small wmdow in Aquitard 3 just west ofthe 
well by decreasing thc aquitard hydraulic conductivity to approxi
matcly that of thc surroundmg aquitard material (FigW"C 13). 'This rep
resents the condition that would arisc if the infonnation indicating 
the existence of the window (a single borehole log) had not been 
available. The water tablc changcs only slightly as a result of this 
change; the model was thcrefore not recalibrated. The change has 
caused the local recharge componen! at the well to vanish. Particles 
now pass through the relatively high-conductivity zone in Aquitard 3 
over a wider arca, and then through a window in Aquitard 2. The sur
face capture zone based on these flowpaths is about 1.5 km longer 
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-· .' tribuling the. rccharge is.nOw physically separated fmm thc wcllil<;elf. ciously selected scenarios. 

~-N ex t.·.wc.:changc. thc variable Net1~cal hydraulic conductivity ... •_ .. :ole-ntx.istagc of thc ovcrall stuJy. which \\ ill.e\tenJ ln'Cr thc 
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-.,....changc·could reprcscnt -an attempt to simplify.thc model by·using "·-"en~ironmental tracer data.·Thc regional M~raine model pro\·id~s thc 

average conductivity values. Although the window in Aquitard 3 has basic structure as well as the boundary conditions ior thcsc local-
been restored, thc change has again caused thc local recharge com- scale three-dimensional models. Further work \\ ill includc the 
ponent to vanish, and recharge is now drawn from a larger area. development of optimal calibration techniques and of criteria for thc 
Particles pass through the relatively high-~ zone in Aquitard 3 optimallocation of new data points. The methodology is currently 
upgradient of the well, and then through the thinnest part of bcing applied to other glacial aquifer systcms in southem Ontario 
Aquitard 2 on their way to the water table. The surface capture zone whcre ground water resources are bcing thrcatcned by urbanization. 
now becomes spread out and is much larger than bcfore. 

Thcsc results, although obtained with a coarse grid, illustrate 
the h1gh sensitivity of the capture zones with respect to the geologic · Acknowledgments 
structure. Aquitard windows ha ve a controlling influence on the cap
ture zone dclineations, and even small but strategically placed 
windows can cause large changes in the capture zones. Also, these 
windows tend to focus the capture zones, and conversely, an 
absence of windows will cause the capture zones to spread out. 
While the effect of windows on the capture zones is profound, the 
effect on the water table is small. The reason for this behavior is 
obvious from consideration of the mathematics: particle tracks are 
based on velocities which are determined by diffcrentiation of 
heads; thc differentiation magnifies small changes in the heads to 
give large changes in the capture zones. 

This confirms the statement made previously that the geo
logic structure must be determined as accurately as possible in 
order to obtain crcdible capture zories. Using the best available data, 
sources of uncertainty residing in tJte geologic structure should be 
explored by means of scenario and sensitivity analyses of the typc 
shown here. The effcct of smaller-scalc heterogcneitics could be 
explored either by supcrimposing a stochastic component onto thc 
dcterministic hydraulic conductivtty 9istribution of an individual 
unit, or by using thc mcthod of Wilson and Liu ( 1995), which is 
based on solving the transpon equation for capture probability. 

Conclusions 
This work is a majar miles tone in the evolution of thc undcr

standing of thc complex Waterloo Moraine system. The three
dimensional conceptual model contains all the infonnation avail
able in the extensive database; it represents a credible structure of 
the complex system; and it provides a useful starting point for thc 
development of management and protection strategies for the 
resource. The methodology for conceptual model development, 
including database screening, stratigraphic and lithologic inter
pretation/interpolation, model calibration, sensitivity analyses, and 
capture zone delincation, is extensive but necessary. The exercise 
of geologic and hydrogcologic judgement is an essential componen! 
of this methodology. Thc model provides a basic understanding of 
the complex flow system, the interactions between the various 
units, and the recharge mechanism of the system. Further refine
ments are necessary to more definitively delineate capture zones. 

The results demonstrate that the geologic structure has a con
trolling influence on the capture zone delineations. Windows in the 
confming aquitards near wells can redirect flow paths and can there
fore substantially change the capture zone delineations. The pres
ence or absence of windows is therefore a major source of uncer
tainty. The effect of this uncertainty can be explored, but not 

We wish to dedicate this paper to the memory of Roben N. 
Farvolden, t_he founder of the ground water research group at the 
University of Waterloo. and the driving force behind the Waterloo 
Moraine study. Dr. Farvolden's enthusiasm, initiative. and leader
ship motivated generations of students and rcsearchers ahke, and 
his genuine caring personality and human concern touched the 
lives of many. Farvolden 's vision in sceing thc importance of 
ground water to human welfare all over the world remains a majar 
impetus to thc advancement of the understanding of ground water 
systems. His pioneering thought will always be an inspiration to us. 
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Assignment of :Boundary -Conditions in Embedded 
. Ground Water F-low ... Models 

by S.A. Lcakc•, l'ctcr W. Lawsonh, Michacl R. Lilly<,d, and David V. Claar< 

Abstract 
Many small·scale ground water models are too small to incorpora te distant aquifer l)oundaries. IC a larger-scale model exists 

for the arca of interest, flow and head values can be specified for boundaries in the smaller-seale model using values from the larger
scale model. Flow components along rows and columns of a large-scale block-centered finite-difference model can be interpolated 
to compute horizontal flow across any segment of a perimeter of a small-scale model. H"'\(1 at cell centers of the larger-scale model 
can be interpolated lo compute head al points on a model perimeter. Simple linear interpolation is proposed for horizontal inter
polation of horizontal-flow components. Bilinear interpolation is proposed for horizontal interpolation of head values. The meth
ods of interpolation provided satisfactory boundary conditions in tests using models of hypothetical aquifers. 

Introduction 
Sorne ground water models are focused on relatively small parts 

of large aquifer systems. Such detailed studies are common for 
analysis of wellfields, investigations of contaminant transport, and 
delineation of recharge areas for pumping wells. Model boundaries 
should, if possible, coincide with hydrologic aquifer boundaries; 
howcver, accurate simulation of physical hydrologic boundaries 
often is not possible for small-scale studics because distances to thc 
boundaries are large in relation to the dimensions of the small-scale 
modeL Previous investigators (Townley and Wilson 1980; Buxton 
and Reilly 1986; Miller and Voss 1987; Ward et al. 1987) ha ve used 
larger-scale ground water flow models to define specified flow and 
specified head boundary conditions for smaller-scale models. This 
process is referred to as .. telescopic mesh refinement" because it can 
be applied successively to smaller models with each larger model 
providing boundary conditions for thc ncxt smaller embedded 
modeL 

This paper evaluates methods that can be used to intcrpolate 
smaller-scale model-boundary flows and heads from large-scale 
block-centered finite-differcncc models such as MODFLOW 
(McDonald and Harbaugh 1988). Smallcr-scale models may use 
finite-difference or finite-elemcnt methods and have perimeters 
that are not neccssarily coincident with cell walls or cell centcrs of 
the larger-scale modeL The scope of this analysis includes horizontal 
interpolation of horizontal-flow components and head. Methods 

•u.s. Geological Survey, Tucson, AZ 85719. 
"CH2M Hill, Redding. CA 9600L 
'U.S. Geological Survey, Fairbanks. AK 99775-5170. 
dNow at Arctic Region Supercomputing Center, Fairbanks, AK 99775. 
Received July 1997, accepted November 1997. 

VoL 36, No. 4-GROUND WATER-July-August 1998 

presented in this analysis have been successfully used in the past for 
problems such as particle tracking and are modified here for the appli
cation of computing boundary conditions for smaller-scale models. 

Methods 

Specifled-Flow Boundaries 
This analysis presents a general 'llethod of computing horizontal 

flow across any line segment within the domain of a finite-differ
ence modeL With this method, specified flows can be determined 
for smaller-scale model grids that are not orthogonal to larger
scale model grids. For this discussion, an arbitrary horizontalline 
segment in a model domain is denoted as 1, the x axis is parallel to 
rows, and the y axis is parallel to columns of a finite-<lifference grid 
(Figure 1 ). Only interpolation of flow components from steady-st•:te 
solutions will be considcred; however, the same method could be 
applied to transient models by interpolating flow components for 
each time step. 

MODFLOW computes flow across all faces of finite.<Jifference 
cclls. Particle tracking and solute transport programs such as MOD
PATH (Pollock 1994) and MOC3D (Konikow et aL 1996) use lin
ear interpolation of cell wall flow tenns to compute ground water 
velocity anywhere in the model domain. Linear interpolation rep
resents velocities in the x and y directions, Y x and V Y' respec
tive( y, as V,= f(x) and V Y= f(y). According to Goode (1990), this 
approach is consistent with basic assumptions in the block-centercd 
finite-difference modeling approach. Simple linear interpolation of 
flow components is used in this analysis to compute horizontal flow 
at any point in the model domain. Bilinear interpolation of flow com
ponents was not tested; however, Goode ( 1990) discusses the mer
its of bilinear interpolation of velocity. 
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Figure t. Variables used in development of method to compute flow 
across line segment 1 and convention for right~hand rule. 

Values of cell wall flow for an individual ccll in model row i 
and column j are denoted here as Q1U-1) and Q1U) for flow along 
rows andas O,(i) and Q1(i-1) for flow a1ong co1umns (Figure 1). 
These quantities are positive if water is moving in the directions of 
arrows crossing cell walls in Figure l. This analysis uses a right· 
hand rule in which flow crossing a line segment is positive in the 
dircction of the extended thumb with the right hand positioned as 
shown in Figure l. 

To compute horizontal flow across line segment 1, divide 1 into 
n equal subsegments of length t.l, compute flow components in the 
x and y directions at the center of each subsegment, and sum the flow 
components for all subsegments to compute flow for the entire 
length of l. For subsegment p in cell ij, componcnts of flow Ox and 
Qy can be computed as 

_ [o,U- I) + ~[QtG)- Q,U- I)l],.. 
t.Y(i) y 

- - [O,( i) + ~[Q,( i - 1) - O,( i )] ] 

Ov(Yp) - t.XU) . t.x 

where t.x = (x2-x1)/n, 6y = (y2-y1)/n, and other variables are 
defined in Figure l. The component of flow normal to 1 is the sum 
of Ox and Ov for all n subsections. This result is correct for both 
isotropic cases (hydraulic conductivity or transmissivity along 
rows and columns are equal) and anisotropic cases. 

Values for n can be selected by tria! and error. As n is increased, 
computed flow across a segment will no longer change significantly 
with further increases in n. For segments that are contained within · 
a few model cells, values of n in the range of 1 to 5 are appropri· 
ate. For segments that span many model cells, values of n in the hun
dreds may be required. 
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Figure 2. Variables used in bilinear interpolation or head. 

Specified-Head Boundaries 
For this analysis, bilinear interpolation is used to compute 

head anywhere in the model domain. Bilinear interpolation results 
in a continuous function, hu=f("o,Y0), over the domain. The method 
was chosen because it works well for most model-generated head 
surfaces, which commonly are smoothly varying. Also, the sim
pücity of the method makes it easier to apply than higher-order in••r. 
polation methods. In areas where adjacent pairs of cells ha ve 
differences in horizontal hydraulic conductance, the slope m ·-·· 
water leve! surface will change at the cell boundary. For these 
cases, a method that incorporales the hydraulic properties might be· 
better than bilinear interpolation. 

For finite-difference models, bilinear interpolation is a •imple 
procedure to interpolate head, hu· at coordinates x0,y0 (Figure 2). 
First, fmd the gmup of four cell centers that surround "o·Yo with head 
values denoted as hp h2, h3, and h4 . Use linear interpolation in the 
x or row direction to determine head valuc, h

8
, between h 1 and h2, 

and to determine head value, hb, between h4 and h3• Final! y, use lin· 
ear interpolation in the y or column direction to calculate ha from 
h, and hb. 

Application in Single-Layer Model 
A two-dimensional model of a hypothetical aquifer system wa< 

constructed to test methods of extracting flow and head values 
(Figure 3). The rectangular flow domain is 10,000 m and 12,000 m 
in the x and y dimensions, respectively, and is subdivided with an 
irregular grid of 15 rows and 13 columns. Head in row 1, column 1, 
is set at a constant 500 m and head in row 15, column 1, is set at O m. 
With a transmissivity of 5000 m2id (along rows and columns) and 
a recharge rate of 5.5555 X I0-3 m/d, the steady-state head distri
bution computed by MODFLOW is two-dimensíonal and non· 
symmetrical (Figure 3). Inflow from the upgradient constant-head 
cell is 496,220 mlid, and outflow to the downgradient constant-!c. 
cell is 1,151,800 m3/d. '· 

The procedure for computing flow across line segments was 
flrst tested using segments 1-2, 3-4, 4-5, and 5-3. The area upgra· 
dient from segment 1-2 is 5.8 X 107 m2 (not including the area of 
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Figure 4. Computed hcad from largc· and small-scale models in arca 
of embedded model. 

the constant-head cell) and thc total recharge on this arca is 322,219 
m3/d. That recharge plus 496,220 m3/d of inflow from the constant
head cell is the total of818,439 m3/d that crosses segment 1-2. Using 
500 subsegments, the total computed flow across segment 1-2 is 
818,468 m3/d, which is within 0.004% of the true value. Segments 
3-4, 4-5, and 5-3 define a triangle with an area of 9 X 106 m2 

A real rcchargc of 5.5555 X 10-~ m/d lO tlw. atL'.tiL'"u]L, itl a 'olu
mctric r;:tlC or 50.000 111 'Id .. Bce<lli~C llow .... ~tcady. thc nct llo\\' 
acro!->~ _ a_IIJ..Iu"C~C:.....;i~k~ mu .... t-h~ -50,000 m 1/d. u ... m~-thc :-ign ~..·,ln

·\'cntion-1-bat'tlnw Otll or•thc rc~ion·is negatiVL'·lJ .... ing thc lliL'thod 
prcviou:-;ly .Llc .... cribeü ·with· 4t)(J.;sub:-.c:gnll:llls r.:sult:-.· i11 lltiW:.._tlf 

-)g),071; 375,Jg5; ami --42.222m'ld. rcspcctivcly. for thc tlucc 
si des of thc trianglc. Summing thcsc valucs -rc~ull!\ in a nct tlow' of 
--49.908 m1/d, which is within 0.2% of the corree! value of -50.000 
m3/d. In a separate test with transmissivity varying from 500 to 
25,000 m2/d in and around the triangle, the net flow across the sides 
is -50,186 m2/d. This rcsult shows the method also works with het
erogcneous properties. 

For another test of the methods, the smallcr-scalc embedded · 
modcl shown in Figure 3 was constructcd using 20 rows and 20 
columns of 150-m square cells and grid lines at a 30-degree angle 
from grid lines in the largcr model. Boundary-flow valucs wcrc spcc
ified around the entire perimctcr. except at the cell shaded black 
where a head value of240.86 m was specilied. That value was cal
culated by bilincar interpolation of surrounding hcad valucs in the 
larger model. Flows across thc outsidc edgcs of all othcr boundary 
cells ofthc smaller-scalc modcl wcrc calculatcd using thc proccdure 
presented in this paper. Following edge segments around thc region 
in a clockwise dircction results in the propcr sign convcntion of 
sources and sinks for MODFLOW. Thc transmissivity along rows 
and columns was sel at 5000 m2/d and rcchargc was sct at 
5.5555 X J0-3 m/d. Note that MODFLOW could not ha ve becn used 
for thc embedded modcl with a 30-degrec rotation angle if thc 
system was anisotropic. Computcd hcad values in thc embcdded 
model are nearly the same as calculated by the larger model (Fig
ure 4). For spccified-tlow boundary cclls. a me asure of error is the 
diffcrence bctween thc computcd hcad in the cmbedded model 
and interpolatcd hcad frorn the regional model at corrcsponding loca
tions. Por specificd-head boundary cclls, a meas u re of error is the 
diffcrence bctwccn computcd specified-hcad outflow and interpo
lated flow in thc regional model crossing cdges of the specilicd-head 
boundary cclls. For this analysis, thc f!lean absolutc error in head 
at 75 spccificd-flow boundary cells is 0.44 m and thc maximum 
absolutc error is 1.07 m. TI1c maximum error is 1% of thc total hcad 
variation in tite cmbcddcd modcl. Al Lhc spccificd-hcad cell, corn
putcd outflow in the embedded model is 37,586 m3/d and interpo
lated flow across its two outcr segments is 37,878 m3/d, resulting 
in an absoluto dtfference of 292 m3/d. 

Application in Multilayer Model 
A threc-dimensional ground water flow model wa~ constructed 

by Reilly and Pollock (1993) lo study areas''éontributing recharge 
to pumping wclls in a hypothctical shallow stream-aquifer system. 
Thcir modcl was uscd as thc basis for a larger-scale model in 
which a smaller-scalc finitc-element model is embedded. The 
larger-scale model will be called thc MODFLOW model. The 
overall geometry of the MODFLOW modcl is the sarne a• was used 
by Reilly and Pollock (1993), but dimensions and elevations have 
been scalcd by a factor of 3.28 so that the original values in feet are 
interpreted for this study to be in meters. Al so, other model param
eters ha ve bcen changed. The MODFLOW modcl has 54 rows and 
69 columns of 125-m square ce lis in the horizontal directions. Six 
modellayers with approximate thicknesses of 25 m each are used 
to simulate steady-state flow in the aquifer. The upper !ayer (!ayer 
1) includcs a rivcr with stage varying from 154.8 m in column 1 to 
150.9 m in column 69 and with a river bed conductance of 15,000 

.. 
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Figure S. Finite-element model embeddcd in finite-difference model. 
' Perimeter finite-element nodes in alllayers are specificd-flow except 

ror the specified-head node in upper layer. 

m2/d for each river ce! l. A unifonn arca! rccharge of0.0015 m/d is 
applied to the surface of !ayer 1, and an additional inflow of 125 
m3/d is specified in !ayer 1 to cach ccll in rows 1 and 54. A well in 
!ayer 1, row 30, column 44, pumps 5000 m3/ct. Layer 1 is simulated 
with a head-depcndent saturated thickncss using a base clcvation 
of 125 m. In the lower five layers, saturatcd thickness is not head 
dependent. The model has two zoncs of hydraulic propcrtics
zone 1 includes rows 1 through 24, columns 1 through 69, and lay
ers 1 through 6; zone 2 includcs rows 25 through 54, columns 1 
through 69, and layers 1 through 6. In zonc 1, hydraulic conductivity 
in !ayer 1 is 20 m/d, lransmissivity in laycrs 21hrough 6 is 500 m2/d, 
and vertical leakance between al! layers is 0.2 ct-1• In zone 2, 
hydraulic conductivity in laycr 1 is 50 m/d, transrnissivity in lay
ers 2 through 6 is 1250 m2/d, and vcrticalleakance betwccn alllay
ers is 0.5 ct-1• 

To test lhe mcthods dcscribcd in this papcr, an embcddcd 
finite-element modcl was constructcd using thc finitc-clement 
model program Micro-Fcm (Hcmkcr and Nijstcn 1996). This 
model will be called thc Micro-Fcm model. The Micro-Fem model 
includes layering, rechargc, pumping, and aquifer propcrties that are 
equivalent to the MODFLOW modcl. A total of 607 nodcs are 
included in each !ayer (Figure 5). Pcrimeler nodcs are coincident 
with centers of MODFLOW ccll walls, thercby allowing lateral 
boundary flows to be specified eilhcr along an approximate stepped 
pcrimeter using MODFLOW ccll wall flow terms or along the 
actual perimeter using the interpolation methods described here. 
Sizes of the triangular element edges are as large as 125 m on the 
perimeter and as small as 10 m around thc wcll. 

.'li1hlc 1 
. Water Uudgcts fnr l\lOI>FI,OW Simulation.fnr Arca!' Within 

A¡lpf-,;t¡llmtc and 1\l'lmll Pcrimt'ler .... of Sm:¡ll..,.c.;calc !\ lmll'i 
--- ! V.dut:" are in cuh1c mcte1" [lt'r da y 1 

. Approximatc Actual 
Flow compnncnt Pcrimetcrl J•crintl'tci1 

Innow 
Horiwntal now, laycrs 1-6 15.191 \3.J49 
Recharge 6539 6527 

Total Innow 21,730 19.876 

Outflow 
Horizontal now, layers 1-6 16,730 14.875 
Pumpmg 5000 5000 

Tola! Outnow 21,730 19,R75 

Imbalance (innow-outnow) o 1 

1Flow values are from MODFLOW ccll w.rll llow\ 

2f'luw valuc.\ are in!crpol.uc.! U\ln¡: mclhod< m lhl' 1'·'1'<'1 

Before constructing thc Micro-Fcm modcl, water budgets 
were calculated for subrcgions in thc MODFLOW model defined 
by the approximate stepped perimcter and thc actual pcrimcter of 
the Micro-Fcm model. Thc budgct for thc approximate perimeter 
was calculated using MODFLOW cell wall tenns wilh appropriate 
adjustmcnts of signs to denote inflow or outflow. Thc budgcl for thc 
actual perimeter was calculatcd using horizontal-tlow interpolation 
methods described earlier. Budgets using both methods balance 
nearly pcrfectly (Table 1). Horizontal inflow and outflow compo
nents for the approximatc pcrimctcr, howcvcr, are more than 1 Of~. 
highcr than for the actual pcrimcter. Thc totals are higher becaw:o"' 
summing cell wall intlows and outtlows scparatcly docs not can
cel out flow terms to gct a nct tlow for boundary rcachcs where adja
cent sets of cell wall tlow tcmts (along rows and columns) altemate 
betwecn inflow and outflow. For examplc, suppose that the com
poncnt of flow normal to a diagonal boundary segment is 100 
m3/d crossing into a region. Supposc al so that 150 m3Jd crosses an 
approximalc stcpped boundary into the region along moctcl rows and 
50 m3/d crosses the steppcd boundary out of thc region along 
modcl columns. The differcncc is thc corrcct valuc of lOO m3/d for 
the actual segment; howcvcr, including 150 m3/d as an inflow 
tcrm and .So m3/d asan outflow tenn in an ovcrall budget for a region 
results in valucs of total inflow and total outtlow that are too high. 

For the Micro-Fem model, boundary conditions were assigned 
from the MODFLOW modcl as follows: (1) al thc specified-head 
node in layer l shown in Figure 5. head was computed using bilin
ear inlerpclation of head allhe centers of surrounding MODFLOW 
cclls; and (2) al al! othcr pcrimcter nodes in alllayers, a simulation 
was madc in which flow was computcd for cach element edge 
betwcen adjacent perimetcr nodes using horizontal-flow interpo
lation lechniques described carlier. For each cdgc, half of the cross
ing flow was assigncd to nodcs on thc cndpoints. Anothcr simulation 
was madc in which horizontal inflow was takcn from MODFLOW 
cell waJI flow terms across thc approximatc ¡x:rimeler. 

Computed hcad from the Micro-Fem model using interpo
latcd perimeter flows is nearly the samc as head computed b.~'"" 

MODFLOW (Figure 5). For 79 variable-hcad nodes on the perimeW 
ter of the Micro-Fem model, the average absolute difference 
between computed head and interpolated MODFLOW-computed 
head is 2.6 cm and the maximum absolute difference is 6.4 cm. The 



~0mputed inflow at the specified-head ccll is 33 m3/d and' the 
" •1nflow interpolated froril .MODFLOW cell wall flow terms is · 

~· t8 m ltd, <:::.omputCd ·head from thc. Micro-Fe m modcl:using the 
)DFLOW·cciLwal!.flows.also is ncarly.thc sarnc as hcad com-

1,.¡lcd by". MODELOW: :r:be average· absolule differcncc bclween 
computed head at the perimctcr nodcs .and interpolated MOD-
FLOW-compulcd head is 2.9 cm and the maximum absolule dif
fercncc is 8.4 cm. The compulcd inflow al thc specificd-hcad ccll 
is 55 m3/d. For this problem, eithcr method of computing lateral flow 
is acccptable for the small-scale mode!. Use of nows across the 
actual perimeter may be preferable for many models, however, 
because the small-scale model does not have to be constructed 
with perimeter nodcs on MODFLOW cell walls. 

Conclusions 
Interpolation methods allow calculation of now and head val

ues for boundary conditions in smaller--scale ground water flow mod
els embedded in larger block-centered finite-difference flow mod
els. For models of hypothetical aquifer syslems, the mcthods 
allowed calculation of boundary conditions for grids that were not 
aligned with larger-scale model grids. Results from each small-scale 
modcl were nearly the same as results in the corresponding subre
gion of the !arger model. The ability lo extract flow and head val
ues from any !ocation within a !arger-scale model allows grcater nex
ibility in dcsign of smallcr-scale mode!s. 
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Figure l. Flow diagram rora ground water resourccs cvaluation and 
managcmcnt study in Pingtung Plain (modiricd from Simmcrs 1984). 

involved. With well-recorded data on ground water lcvcls. prccip
itation and river discharge, comparative cstimation of paramctcrs 
(e.g., infiltration coefficients) using time series analysis is also 
presented. A project is being executed which applies geostatistical 
mcthods to design a future ground water moniloring network. 

The fifth phase involves a sensitivity analysis; this may rec
ognize that the calibrated model does not representa uniquc match 
of the calibration target. The dominant pararneters will be identified 
m this phase. A separate project, already executed, is a ground 
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Figure 2. Location map of Pingtung Plain. 
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wat..:r rechargc c\'aluation ~tudy pf thc Pmgtung Pl.tin. aimcd ;u rcc-

. ·. ·· ogniz1ng·and qu<.~ntifying·lhc Jondn;.mt •cch:1rgc comp,mcnt!\. 
·, Prulictmn ,.., In qmmtilydlll' rC..,tlllll'l.>OI thc 'Ystem,to-futurc 

• C\'Cnl!-. The1prcdiction·modcl i:-. tliH wtth caltl7ratcd-valuc:-. Jor 
.. : ... par:alllctrrs and strcsscs. cxccpt for tlm:-.c ~trc:-.-.cs (water .ami cnvi

nmmcntal protcction rcquircmcnts) that are C:\pccted to changc in 
thc future. Estimates and analysis of thc futurc strcssc!\ are nccJcJ 
in ordcr to perform the diffcrcnt cxploitat10n :-.imulauon sccnarios 
of the management model, such that an optimal ground water 
management program is determined via managcment planning 
and synthesis evaluation. 

The main objectives of this prcliminary ground water model 
can be summarized as: 

l. To evaluate ground water occurrcncc, aquifer charactcristics, 
ground water recharge and ground water exploitation 

2. To prepare an inventory of thc ground water situation in thc 
study area in order to identify the problcms dueto human activitics 

3. To establish a conceptual model of ground water bchavior 
4. To develop a transient, numerical ground water model 
5. To provide decision-makcrs with a too! to evaluatc and 

predict the influence of various water-use scenarios on thc enví
ronment. This results will give a framework for future rescarch on 
a practica! DSS (Decision Support System) for ground water man
agement in the Pingtung Plain. 

Physiographic Description 

Geomorphology 
The Pingtung Plain is locatcd in the southwestern pan of 

Taiwan. It includes most of Pingtung Hsien and somc of Kaohsiung 
Hsien, and covers an area of 1210 km'. lt is bounded in thc north 
by low hills, by foothills lying along the right bank of the Kaoping 
River in the west, by the Central Mountain Rangc in Lhc cast and 
by the Taiwan Strait to the south. h is rectangular in shapc, 22 km 
widc in an east-west dircction and 55 km long in thc nurth-~outh 
dircction. Bcing surroundcd by hills in the north, wcst and cast, this 
plain may be considered in a broad scnsc as a vallcy. TI1e topography 
oftl1e Pingtung area may be classificd into four catcgoric" ( 1) Thc 
Pingtung Valley; (2) Thc Eastcm Mountain Rcgion, (3) Thc Northcm 
Mountain Region; and (4) Thc Rcgion of the Wcstcm Foothills. 

Geology 
'...··: The subsurface geology of Pingtung Plain and its adjaccnl 

arca has been explorcd by examining outcrops and intcrprctmg the 
logs of test holcs and cxisling wclls. Rock formations rclatcd to 
ground water occurrencc in the arca are indicated in Figure 3. A hrief 
description of the consolidated rocks and unconsolidatcd dcposits 
found in the area is presentcd as follows: Thc mountainous rcgions 
surrounding the Ptngtung Plain consist of rocks of Tcrtiary agc, 
which can be subdividcd tnlo thc Suao Group, the Mucha, thc 
Kutingkeng, and the Chiting Fonnations. The unconsolidatcd scd
iments underlying Pingtung Plain are ofQuatcrnary agc and are thc 
main aquifer of the ground water province in thc plain. With rcspcct 
to their character, they may be divided into thc Linkou conglom
erate, an older alluvium and a rccent alluvium which may be 
divided into three categories: a zone of coarse gmvel, a zonc of altcr
nating gravel and sand, and a zone of fine sediments. 

Climate 
The climate of Pingtung Plain is sub-tropical. in accordancc 

with its position just south of the tropic of Canccr. Rainfall is 

Figure 4a. (left) Average monthly rainfall during lhe wet season 
(May-Septcmbcr) and (b) Average monlhly rainfall during the dry sea
son (October-April). 

altcmately affected by typhoons in summer and monsoons in win
tcr. During the summer. typhoons and thundcrstorms occur rcgularly, 
producing most of thc minfall, while during thc winter the monsoons 
cause a dry scason. Thc rainy scason lasts from May to Scptcmbcr. 
1 'recipitation in the remaining se ven months amounts to only about 
10 pcrccnt of thc total; thcrc is usually lc~s than 1 mnl rain pcr month 
in the dry season. 

Total precipitation for the month with highest rainfall at 
Pingtung Mctco station was 927 mm in August 1988; thc Iowcst 
monthly precipitation was zero in Novcmber 1989 at thc samc 
location. The averag~ annual precipitation was 2118 mm (pcriod of 
record 198i~l9YV). Spatial and monthly prccipitatiun Uisiribu
tions are shuwn in Figures 4a and banda comparison bctwcen pre
Clpitation and ground water lcvcl is ~hown in Figure 5. Thc lattcr 
diagram shows a scasonaJ fluctuation in the ordcr of 10m, indicating 
a phreatic storativity of approximately 5-l O pcrccnt. 

AverJgc annual tcmpcraturc in Pingtung is 24a C, with thc high
est monthly mean valuc in July (28" C) and thc lowcst in January 
(19' e). 

Open water (pan} evaporati(m ohservations ha ve bcen made al 
six hydrometric stations o ver a pcriod of 1 O ycars ( 1981-1990). 
Average annual pan evaporation is about 1200 mm. 

Water Rc.<iiources Systems 
The Pingtung Plain mainly compriscs flat arcas of the Kaoping, 

Tungkang and Linpicn Rivcr catchmcnts, as wcll as severa! small 
streams; the three main rivcrs finaJiy flow into Taiwan Strait. The plain 
covers an area of 1210 km2, about 30 pcrccnt of thc total for the 
Pingtung catchments (4070 km'). Sincc thc only sourcc of ground 
water supplied to the plain comes either directly or indirectly from 
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levels (1981-1990). 

Figure 6. Surracc water rcsourcc systcm in thc Pingtung Plain. 
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Figure 7. Ground water contour map (artcr TPWC8 1989). 

rJinfall in thc catchmcnt, rainfall charactcristics are thc m<J.in con
trolling factor for water rcsourcc availability in thc plain (Figure 6). 

The Kaoping River, with a catchmcnt arca of some 3257 km2 
anda lcngth of 171 km, is the second longcsl rivcr in Taiwan. Atthe 
Kaoping mctcorological station (Kaoping Bridge) avcrngc annual dis
chargc for thc pcriod 1981-1990 was 74 X lO' mJfycar; lhc high
cst dischargc was 38 X 1 O' mlfmonlh in Scptcmbcr 1990 and lhe 
lowcsl 0.27 X lO' m'lmonlh in February 1984. Rainfall occurs 
mainly in thc pcriod May to Scptember: prccipitation for thcsc fivc 
monLhs totals about 90 perccnt of thc 25 17 mm average for thc ycar. 
A dam is planncd in the upstrcam rcchargc arca, which will ha ve a 
significant impact on thc ground water rcgimc inthc wholc plain. This 

Tablc 1 
Hydrological Componcnl" of thc Pingtung Plain Catchmcnt 

Catchmcnt Area Dischargc Rainfall RunoiT Coefficient 
(km') (lO" m'iycar) (mm/ycar) Perccnt 

Kaoping River 3257 74 2517 90 
Tungkang River 472 9.2 2066 94 
Linpicn Rivcr 343 8.5 3156 79 

, 
:.i 



factor wlll nceJ to he t.1kcn mto considcration dunng thc propn~cd 
·intc,gr<ttL·d ,qld.acc-.and groUlld·watcrmanagcmcnt·study. 

· ·, ··· ···ThcTungkml'J Rivcr is loc;ncd·~ntithcast orthc Kanpmg Riv~r 
· ·.- nnd ·nm1h ·of.the.Ljnpicn··Ri\'cr.: lt·~is · illc·-mosuimportant surfacc 

··rc~n1.1rcc for domcstic-watcr.:mpply:and Tndustri-J.hlsc in the ncigh- .. 
boring city. lt has a catchmcnt arca of ahout 472 km: and i:-; 44 km 
in lcngth. The highcst dischargc was 11.5 X IOR m.1/month in July 
1972 and the 1owest was 0.3 X 1 O" mJimonth in June 1980. AvcrJgc 
annual discharge for the Tungkang River (Hsinhuapu Station) is 
9.2 X 10' mJiyear(l968-1990). Mean annua1 rainfall at the flow 
measuring site is 2066 mm; that for the upstream, midstrcam and 
downstrcam arcas are 2493. 2006 and 1700 mm respectivc1y. 

The Linpien River is located in the south o'f thc study rcgion 
and has a catchmcnt arca of about 343 km2. Average annual dis
charge for the Linpien River (Hsinpei Station) is 8.5 X 10" m'iycar 
(1972-1982). The maximum discharge was 13.4 X 10" m'imonth 
in August 1972; the minimum was 2.6 X 1()4 m'imonth in Junc 
1980. Annua1 rainfall is about 3156 mm; the highest month1y rain
fall of 1123 mm occurred in Junc 1977 and thc lowest was 0.4 mm 
in March 1980. The abovc inforrnation is surnmarizcd for casy rcf
erencc in Table l. 

Ground Water Systcm 
Thc Pingtung Plain is surroundcd to the east and north by 

mountainous areas and to thc west by foothills. These mountainous 
regions comprise rocks of Eocene-Oligoccne age and fonn a thick 

rain 

EL. S 

sequcncc of blad.. slatc intcrcalatcd \\ ith l"h:J~ nf L'llar~c o1 finL'

. gr.:1ined·quarz.:o."~ s..1.ndstonc.·l1tc poro.-.ity nf thc ,];,te i-: \'L'I y (p\\·. 

· · ,· aml·itcncr <ffiiY:,.OCal joints anJ dcav¡1gcs ,u·c ;l\'ailahll' !, 1r watc1 ,h,r
a!;C .. Mñsf .of thc prccipitatinn hcconK'S ~urf~ll'L' Junoll. llnn lll,S 

·:into thc streums·and·thus·across the·plam. 
l11c unc·onsolidatcd scdimcnt~ undcrlying thc Pingtung Pbin 

are ofQuatcmal)' agc and fonn thc main aquifer for ground water 
in the plain area. In general, ground water is dcrived principally from 
dircct precipitation onto the plain and partly from local inlluent, as 
infcrred from the river seepage. The ground water contour map is 
shown in Figure 7, and surfacc water resource systcm diagram is 
shOwn in Figure 6. The rccharge derives mainly from dJrcct infil
tration through unconsolidated deposits along thc foothill bclts to 
the north and east and from infiltration of rivcrs in the uppcr part 
of the plain. Ground water gcnerally moves wcstward lo the 
Kaoping and Tungkang rivers and southwestward to thc sea. 

Conceptual Model of the Ground Water Sysh;m 

Schcmati7.ation of thc Aquifer Systcms 
An nnportant too! used to charactcrizc thc aquifcr are hydro

geological profilcs. From cross-section (Figure 8), located as shown 
on Figure 7. the aquifer system can be clao.;sified into thrcc zones 
by the characteristics of typica.l alluviaJ structurc. l11c proximal-fan 
consists of coarsc gravel with poorly sorted pehblc~. cobhlcs and 
boulders. This zonc is considcred as the uppcr unconfincd aquifer. 
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Figure 9. Map showing thc propcrties of watcr-bcaring matcrials in thc 
Pingtung Plain (aftcrTPGDD 1961). 

The mid-fan is composcd of moderatc sizc pebblcs with thin lay
ers of sand and clay. Thc distal-fan is mainly an accumulatton of clay, 
silt and black sand. From the mid-fan to distal-fan an intercalation 
of clay with a thickness of 10-20 m occurs. Thc main scmi-confining 
clay !ayer (aquitard) fonns thc geological boundary betwecn thc 
upper and lower aquifers. 

The ground water basin in thc study arca, iLS cross-section 
(Figure 8), can be schematically subdivided into three hydrogco
logical layers that coincide with thc well field inventory by the 
defined depths 10-30 m, 30-60 m, and below 60 '" (linJ 1992). The · 
upper layer, the thickness which varies from 10-60 m, is assumcd 
to be an unconfined aquifer; i.e., the transm1ssivity varies with 
saturated thickness. The aquifer of thc fluvial depvsits in the 
foothills consists of coarse sand and gravel, dccrca<;mg in sizc to saud 
in a downstrcam direction with a thickncss in exccss of 220m (thc 
lower boundary of the basin has not yet bccn rcached by drilling, 
but cxtcnds to a depth of at least 150 m bclow sea leve!). The 
middle layer, assumed to be semtpcrvious, i~ a geological forma
tion which has a very low transmissivny compared to the aquifer, 
with a thickness of about 20 m of clay and sandy clay. Sincc this 
layer does not exist in the proximal-fan, high vertical conductance 
values are assumed. The lower layer is assumed to be unconfined 
in the upper rcaches of the arca and confined from the mid-fan; the 
storage cocfficient may thus altemate betwccn confined and uncon
fined values. The aquifers are recharged directly by rainfall, by thc 
rivers and by subsurface inflow from the northern upstream part of 
the fluvial-fan. The study arca is hydraulically bounded in the 
south by the sea (Taiwan Strait). 

t\(JUif:cr Chan.tdcristics 
·'. Thc magnitudc anJ spatial distnbuti<lll of aquife1 charactcJ is

·. tic.c.; nccd;W ~~cilicll Dcpcnd1ng on tl1c typc of aquifc1. thcsc char

<lt.:tcrisltJ,;:-.·arC: .hydraulic conductivity. K. or tr:msmis:-.i\'ity. T: stor
-. ~··agc cocffiClcnt~ S;·~vccilic yicldq.J.<.md vertical condoctnncc, V c. A':> 
· a result of analyses.madc of thc samplc:-. from test holcs and cxist

ing wclllogs. thc Pingtung Plain is initiall)' J¡vidcd inLO four sub

zoncs with rcspect to thc identified gcological fonnations (Figure 9). 

Jloundary Conditions 
Ground water now in thc main aquifer laycrs is govemcd by 

conditions at the boundaries of the regional system. In this aquifer 
study three types ofboundary conditions are defincd; the specified' 
head boundary, specified flux boundary and lhc hcad-dependent flux 

· boundary. For present study thc multilaycred aquifcr system has, for 
practical purposes, becn modeled as a two-laycred aquifer sys
tem: an upper phreatic aquifer anda lowcr scmiconfined aquifcr •. 
scparated from thc upper aquifer by a discontinuous scmiconfining 
layer. In the lower plain, thc upper unconfincd aquifer becomes con
fined by surficial clay layers. 

Hydrological Stress 
There are three types of hydrological strcsscs which need to be 

considered for simulation of ground water flow in thc plain. Thesc 
are areal recharge, evapotranspiration, and abstraction. 

Numerical Modeling of Ground Water Flow 

Model Structure 
The computer modcl MODFLOW is widely applied in hydro

geological practicc for simulating ground water flow. This is a 
modular three-dimensional finitc differcnce ground water flow 
modcl (McDonald and Harbaugh 1988) which simulatcs tran
sienústcady ground water now in a complicatcd ground water 
basin with various natural hydrological processes and/or artificial 
activitics. It has been uscd for multiaquifcr-oricntcd modeling; for 
cxample, to simulate the rc.-;¡:xmse of aquifcr systcms to ground water 
resource developmcnt sccnarios. It can also be uscd for full three
dimcnsional modeling. In addition to thc dctcm1ination of ground 
water head distribuuon in spacc and time, MODFLOW can calcu
latc flow.fluxes across cell boundarics. In lhis study MODFLOW 
was applied for the reasons mcntioned abovc and, moreover, 
because the program: ( 1) is well documcntcd and in public domain 
code; and (2) the program has been divided into a main program and 
a series of independcnt subroutincs callc~,modules. The modules 
have, in turn, bcen groupcd into packagcs. For example, the 
Rcchargc option simulates thc effcct of rainfall and the soil infil
tration recharge coefficient, the River package simulates thc effcct 
of a river. etc. This fcature makcs the use of the model very flexi
ble. The Ja<;t rcason is that future studics may readily couple the pro
gram with MODMAN (GcoTrans lnc., Stcrling, Virginia) and GIS 
for optimal ground water management. 

Discrctization 

Based on data availability and hydrogcological conditions, in 
the case studicd herc the two aquifcr systcm was divided into 23 
columns and 63 rows for simulating ground water flow; grid spac
ing in both the x and y directions wa' 1 000 m and the grid cells total 
1449 (Figure 10). Again based on data availability and the dynamic 
behavior of ground water levcl, a month is choscn as the period 
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Figure 10. Finite difTcrencc grid indicating ohservation wclls and sub
region divisions. 

within which all hydrological stresses are assumed constan t. Each 
stress period is divided into two time stcps with respect to the tim
ing of calculatcd and meas u red ground water leve l. 

Jnitial Conditions and Historical Ground Water Levels 
For reasons of data availability, l9g8 wa~ choscn 10 calihratc 

the model. To start the calC'Llations onc must know 'he initial 
ground water head throughout thc basin. For this purpose contour 
maps of ground water le veis. for thc two aquifcrs ha ve been deri ved 
(Figure ll), based on measurcd da~a from observation wclls and 
river water levcls. 

Because of inadequatc water tablc rccords for thc shallow 
aquifer in the Pingtung monitoring nclwork, mcasuremcnts at sev
era! local pumpmg wclls are also used (Figure lO) for mtcrpolatiun 
and plotting. The numbcr uf ob~crvation wclls was grcater for the 
decp aquifcr than for thc shallow aquifcr anJ thc mcasurement series 
is also longer. Initial ground water lcvcls for thc two aquifcrs are 
estimated for all cclls from thc contour maps. 

Model Inputs 
The model inputs include hydrogeological parameters, areal 

recharge, evapotranspiration, abstraction, river influence and bound
ary conditions. Each of these hydrological phenomena is simulated 
in MODFLOW by a separate package. 

MIN o·5,1.1Allo80 llElTA .4 SCALE 1.31SOOO .... MIN·~. t.W:o a5 C:t:lTA • 4 SCAI.E 1 3151XXl 

""'' 
Figure lla. (left) Contourmap ofthe initial ground water level for layer 
1 (Decembcr 1987) and {b) Contour map of the initial ground water lc\'cl 
for laycr 2 (Dcccmbcr 1987). 

Hydrogeo/ogical Parameters 
Phreatic Storagc Factor, ¡...t, is a charactcristic property of the 

upper aquifcr. Based on previous studies (TPGDB 1961) four sub
regions hav-.! becn created and inittal¡...t values spccified. With thc 
aim being to test the conceptual model, which has already been 
divided into two aquifers (upper layer and lower laycr), eight sub
regions (1 1,12,1 3,14,11 1,lll 1,lli2,1V), werc introduced. The initiating val
ues were taken from previous studics (TPGDB 1961; WRPC 1982, 
and Tsao 1991) in which four subregions wcre also considcred 
(Figure 9). These values are thus assumcd to be appropriate for pre-
liminary calibration purpuscs. . 

Trarismissivity, T, for a confined aquifer of thickness b is _ 
dcfined as T =K X b, where K is the hydraulic conductivity; in an 

' unconfincd aquifer transmissivity is notas well defined but can still 
be approximated. However, in the lattcr case b is the saturated 
aquifcr thickncss. In the Pingtung Plain two aquifers are distin
guishcd frorn thc conceptual modcl. Thc transmissivities for cach 
layer are thcrcForc cstimatctl individually From thc thickncss oF the 
aquifcr and the hydraulic conductivity. For the uppcr unconfined 
aquifcr bis taken as thc initial saturated thickness. In general, to 
rcflcct both thc sedimentary situation with rcspcct to the alluvial 
aquifcr for thc modcl arca and previous pumping tests in the plain 
(WRPC 1989), the T values decrease in a downstream direction. 

Elastic Storagc Coefficicnt, S. The storagc cocrticient for a sat
urated confined aquifer of thickness b can be defined as the vol u me 
of water that an aquifer rcleases from storage per unit surface arca 
of aquifer per unit decline in the componen! of hydraulic head 
nonnal to that surface. In the study arca these values decrease 
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from mid-fan lo Jistal-fan bccau:-.c ora n:duction in fll 1J•: ..... 1/t: .llld 

·. · incrcasing confincmcnt. Thc subrcgions for storallvny :ll~·lllL· sanw 
as thosc Jcnvcd for tran'>mÍs'\ÍVII)':-initml v:due .... h;nc hccn Ltkcn 
·from the same.abovc·stud1cs (TPGDB-.l Y(l l. "!'111~ .l 1N2. ami ]...,,u, 

. '1991 ).anO are ~11own 111 F1gurc 9. 
". Vertical conductam.:c, Ve. for a !-.Cilll-conlímng lay~r 1:-. ddíncd 

as k'/b', whcrc k' and b' are re~pcctivcly v~;rtical hyJwuilc con
ductivity and thickncss of thc scmi-pcrvious !ayer. Ftve :-.ubre
gions for Ve are used in Lhc study; the mitial valucs assesscd from 
hydrogeological characteristics are shown Figure 8 .. Sincc thc 
proximal-fan is a thick, unconfincd aquifcr cxtending to thc mid
fan arca, the semi-pervious horizon does not cxist in the funncr. A 
highcr valuc is therefore assumed, so that it reprcscnts a physical 
discontinuity in the model. 

Jnteraction wüh Rivers 
Rivers and streams either con tribute to ground water or drain 

water from it. depending on the head gradient between the river ami 
ground water system. The purpose of thc Rivcr package (RIV) is 
to simulatc the effects of tlow between surface water fcaturcs and 
ground water systems. Todo this, a river or stream is dividcd into 
reachcs so that cach is complete! y confined by a single cell. Stream
aquifer seepage is simulated for each reach within the moJel cell 
that contains that reach. · 

River surface and bed elevations and river (strcam) bed con
ductance are contained in this package. River water clcvations are 
calculated for each morith using strcam dischargcs and river cross 
section (Ting 1992); severa! points have been interpolated. Water 
surface elevations for the Linpein River were based on tfle 
1972-1982 recorded data. River bed conductance was dcrived 
from hydrogeological propcrtics and was subjccted to calibration 
proceuures. To complete thc proccss of calculations the RIV I.EXE 
program was devcloped for casicr manipulatlon of thc data tí le. 

A real Reclzarge 
The Recharge package (REC) is dcsigned to simulate arca! dis

tributed recharge to thc ground water tlow system. Most com
monly, arcal recharge is from dircct precipitation infiltration; i.e .. 
R = o: X P. where R is areal recharge, a is the infiltration rcchargc 
cocfficient and P is precipitation. lt was known from a prcvious 
water resourccs study that annual rechargc on thc plain is approx
imately 36 pcrcent of annual precipitation (TPGDB 1961 ). Dueto 
the distributed character of the TPCDB study, this figure is initially 
used for comparative purposes and to test the robustness of the 
modcl. Bccausc of the different soil propcrtics, gcological charac
teristics, vcgctation. rainfall intcnsity and phrcatic water table, etc, 
varying values may be derivcd for cach of the diffcrcnt subre
gions. In thc present study six subrcgions are distinguishctl, basctl 
on thc above mcntioncd study. In bríef, thcrcforc, rcchargc is fir!--.t 
cstimatcd by thc TPGDB method, this is thcn uscd to caltbratc thc 
modcl and rcsults finally checkcd against thosc from thc water bud
gct mcthod. 

Thc maximum effective stress for thc package is thc prccipi
tation amount in each subrcgional arca as obtaincd by thc Thicsscn 
polygon method. Areal abstr.Jction was unifomliy distributed within 
each individual polygon. The infiltration rcchargc coefficient is an 
approximate value and is bascd on thc above stated 36 percent of 
precipitation; this percentage is then distributed in cach polygon, 
though it may be changed during the calibration process the 
RECI.EXE program has been developed for easy calibration. 
Anderson and Woessner (1992) have statcd that a univcrsally 

.tpplicablc mc1ht1d ft1r C'-lllllaling. ~ n 1\llhl \\ .JIL'I 1 l'~·h:tl ~L· fl¡¡.., y el \ti 

he Jcv1scd. Given thc:-.c unccrt:..~in!H .. ''-. 1lw lll•'dL·l L',_timatcs ~lf. 

·g.round \~L~t_c.:c_har!!~ ha\'L' hccn ~:trL'lttll' l·lw~-~~·,j :t~:11n..,1 indc-
. pcndc_rllcl'cstrli:-. fromlhc \\'alcr hud¡.;ctlllg .. tnd l·hl·•: ¡,¡_. 111a"~ halann:-
. methmb (Ting·and Ovcrmars t~t) l A lunhcr ('-..tHll:Ul' uf !he intíl-

tratJon tcchargc coclúciclll wa~ Lk'I"I\'L'd hy ti1nc .... ·t tL':- analy~i .... <1'., 
prcscntcll in Ting (IY9J. IY96). 

ttbstractioll 
1l1c Wcll package is dcsigncd tn ~imulatc thc intlow or outflow 

through rccharging or pumping wclls. \Vclb .u e handlcd in thc pack
age by spccifying thc location of cach wcll and its ratc. Q. Ncgativc 
values ofQ are uscd to ind1catc wcll di:-.chargc. whill' pn,nivc Q indi .. 
cates a rechargc wcll. 

... The package docs not accommoJatc wclb \\ h1ch are opcn to 
more than onc layer of thc modcl. Howcvcr. a \\:ell of this typc can 
be rcprcsented as a group of smgle-layer wells. cach opcn to onc of 
the layers and having an individual Q tenn specificd for each 
stress period. If this approach is used the di~chargc from the mul
tilaycr well must be dividcd among the group of single-luycr wclls, 
proportional to the !ayer transmissivities. 

More than 20 thousand prívate abstraction wclls and hun
dreds of pumping stations are situated in thc plam (WRPC 1989). 
Based on thc conceptual model described aho\'c and the well ficld 
invcntory, thc shallow wclls are defincd. prccipitation minus 
abstraction is calculated and translatcd to thc rcchargc package. Thc 
residual abstraction amounts are assigned to 99 wcll cclls (a modcl 
limitation) representing the well fields uscd for aquaculture. Each 
designated well cell represents total pumpagc from the actual wells 
in that ce! l. The program WELLI.EXE was al so dcveloped. 1 ,_ 

E1•potranspiration 
The Evapotranspiration package (ET) !'<lllllllatc!-. thc cffccts 

of plant transpiration vi a capilla!)' rise from thc ~muratcd zunc: i.c., 
dircctly from thc water tablc. EvapotranspiraLion from thc unsatu
ratcd zone is includcd in thc recharge compon~nt. ET suhrcgions 
are the samc as for REC. In this package thc maximum ratc uf cvap
otranspiration, surface elevation and the extinctwn depth necd to be 
dcfincd. This modcl component rcpresents only a minor part ofthe 
evapotranspiration in the phrcatic arca whcrc thc water tablc is close 
lo thc surface. A linear relationship betwccn Ea and E0 is assumed, 

'dcpcnding on the ground water depth, with Ea lending lo zero for 
ground water depths approaching 45 m. 

Sud'acc clcvation is dcrivcd from -.he cievalion of well locations. 
Frorn thi'~: u s~rl'acc elev~ti~n conto:r map is plottéd andan extinc
tion dcr.th of 4.5 mctcrs based on soil pror~rtics is assumed. With 
thc aim 'lo allow easy manipulation uf thc d..tta file. thc ETR I.EXE 
prograrn was also dcvclopcd for this p<.~ckagc. 

/Jormdary Conditions 
Head-Dependent Flux Boundary. Thc Gencral-head boundary 

(GHB) package is used to simulatc intcractions bci\\'CCil the Kaoping 
Rivcr and thc uppcr a4uifer. Thc data rcquircd are thc ~ame as for 
the Rivcr package; i.c .. rivcr surface and bcd cle\·ations and river 
bcd conductance. Sirnilarly, tl1e progmm GHB I.EXE wa; dcvcloped 
for easy data use. Bccausc of the lack of infommtion on thc Kaoping 
Rivcr bcd conductance, valucs wcrc dcrived from the hydrogeo
logical propcrties used for thc Ailiao R1ver. River bed conduc
tance is thereforc subject to calibration. 

Specified Head Boundary. Becausc the arca adjoins thc Taiwan 
Strait and part of thc tidal river, the rclcvant boundary cclls wcre 
assigned constant heads for thc phrcatic aquifcr. In the upper con-

.. 



·fincd aquifcr in·thc lower arca, with artc!-.i:tn char;u.'t('ri~tic ..... a con

-~ stant hcad;boundary is represcntcd by thc ground water tablc. 

-·· -l:.atcral:lnfiow.~Boundary: Allux·throu~h .... tmlc ofthc cclb in 
·-thc.foothills·.w.as·assumcil.to ·llow. downw;u:H. .... ¡, 1 thc. pl<1in . .Thcsc 

~'-ccU.v.alucs..w.creauitially-dcclarcd a!--..haviiJg.Lcnl flux bcforc cali
bration. 

Dueto the complex input formats and revisctl factors for thc 
ETR, REC, WEL, RIV and GHB packagcs inthe prcscnl study, fivc 
input file programs were developed for thcsc packagcs; it is easy 
to adjust the factors during calibration. Thc final data file was 
hence imponed toa newly developed proccssing program (Chiang 
and Kinzelbach 1992), called PM, for MODFLOW simulallon. 

Model Calibration 
The mcxiel must flfSt be calibrated befare it can be used to gen

erate water head forecasts; that is, modcl paramcters are adjusted 
until the simulation is consistent with the analyst's understanding 
of the ground water system and al! availablc data. Computed val
ues of hcad should closely match these mcasurcd at selcctcd points 
(observation wells) in the aquifcr (Figure 10). This means that a sel 
of historical data is used to compare with the gcncrated water 
heads derived by simulation. Analysis of the difference between 
rneasured and cornputed heads gives an indication as to where 
adjustrnent of output parameters may be necessary in order to 
rninimize this difference. 

In most hydrogeological settings, such as in the arca of this 
study, it is inappropriate to assume steady-state conditions because 
of large seasonal fluctuations in water lcvels; steady-statc data 
may also nol be available (Anderson and Wocssner 1992). Thcre are 
basically two methods of model calibration: trial-and-crror adjust
ment of parameters and automated paramcter optimization. 

In the present study the calibrated pcriod is January to 
December 1988, during which large seasonal fluctuations in water 
Jevel occur. Transient calibration and trial-and-crror proccdurcs 
are used. 

Calibra/ion Procedures 
In trial-and-error calibration (Figure 12) initial paramcter val

ues are assigned to each cell. Computed and mca,urcd val u es of hcad 
are compared and model parameters adjusted to improve the fit. 

The following input parameters ha ve received particular atten
tion during the initial calibration: 

• Phreatic Storage factor 
• Transmissivity (layers 1 and 2) 

1 PIELD SYSTEM - -- -l ~~~RArnol - -
1 ,.._. r-
~ ... r:~~st-

- -r~l 
1 ~CAL 1 c._ui -

MOOEI. --·--
Figure 12. Trial-and-crror calibration proccdure (aftcr Andcrson and 
Woessncr 1992). 

· • Vt:rtical conductancc (h..:IW('L'Il uppl:l .tnd hl\\'l'l_day) 

·• .E.Iastic storagc cociTicicnt 
• .. lnfiltration ¡::.¡,-chj_U:gc cnclliL'Jcnt 
• Factor foFFotcaHial ET 

. ·- • · -.Hydraulic cunUuctancc of ri ver intcrconncction:--. 
• . Conductancc bctwccnthc externa! soUICC and ccll. 

lt will be ~lcar that with optimi1.ation u.sing cight paramcters 
thc physical meaning of thc model is limitcd. 

The acceptcd gcneralitJc..<; of transicnt calibrmion are: ( 1) To first 
changc thc input parameters for thosc nodal arcas whcrc thc largcst 
dcviations occur; (2) To change onc typc of input para meter in cach 
run: and (3) To dctemünc whethcr any changc of input para meter 
in one nodal arca will havc positivc or ncgativc cffccts in othcr nodal 
arcas. 

In tl1c present study 1 O shallow and 31 dccp wclls (Figure 1 O) 
wcrc sclcctcd as thc fitting wclls aftcr considcration of thcir data 
availability and distribution in each rcgion. Thc program FIT (Zhou 
199lb) is used to select computed valucs ofhc..1.d fromthc simulation 
modcl output at locations for which ohscrvcd valucs wcrc availablc 
and to calculate thcir differcnccs. Thcsc diffcrcnccs givc the error 
valuc (positive or negative) which nccds to be minimiLcd during the 
process of calil;lration. 

With the objective to gain a better insight to thc trcnd of thesc 
differences, the error values were cmllourcd for thc two aqmfcrs scp
arately. Positive values indicatc that thc mcasurctl hcad.s wcrc 
greatcr than those computed. To incrcasc thc computcd hcads in this 
subregion, either thc transmissivity was dccrcascd or thc mfiltration 
recharge cocfficient was increased or rcduccd and lateral inflow from 
the foothills was increased. 1l1e ncgativc error valucs wcrc trcatcd 
converse! y. 
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Figure 13a. Calibratcd versus historical ground water !cvcl 
(O.W.IOIO) 
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Figure 13h. Calibratcd versus historic.'liJ!nmnd water lcvcl (0.\V.t030). 
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Figure 13c. Calibrated versus historical ground water levcl (O.W.9110). 
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Figure Be. Calibrated versus historicarground water leve! (0.W.9170). 
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Figure 13g. Calib9\ed versus historical ground water leve! (O.W.9300) 
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Figure 13i. Calibrated versus historical ground water level (P.W.48). 
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Figure 13<1. Calibratcd versus historical ~round walcr lcvcl (0.\\'.9140). 

l!l! .... "' ... 
~::: 
¡::: 
¡::: 

o •o. 
.. 1 ................. .. o 1 oollt:>r<>t•d 

Figure 13f. Calibrated versus historlcal ground water level (O.W.9230). 
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Figure l3h. Calibrated versus historical ground water lenl (J•. W.42). 
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Figure 13j. Calibrated versus historical ground waterlevel (0.W.9190). 
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Figure 13k. Calibrated versus historical ground water level (0. W.921 0). 
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Figure 14a. Contour map ofthc initial ground water level for layer 1 
(December 1987). 
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Figure 131. Calibrated versus historical ground water le\'CI (P.\V.89). 
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Figure 14b. Contour map of the initial ground water level for layer 2 
(December 1987). 
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Tablc 1 
~ J(c!->ull~ nf Parmnctcr. C11lihratinn 
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Figure 15c. Sub-regional Transrnissivities (T 1). 

Rcsults 

Calibrated Vs. Historical Water Levels 
Mo~t ofthe calibration fits wcre rcasonable givcn thc only mar

ginally adequatc data from this rcconnaissancc study. For thc 
selecled observation wells O. W.l O 1 O. 1030, 911 O, 9140, 9170, 
9190, 9210. 9230,9300 and P.W.42, 48. 89 (Figures 13a to 131), the 
diffcrenccs bctwecn calibratcd and mcasured valucs wcrc within 
2m. However, rcsults for wells 9170.9230 and 9300 locatcd in thc 
foothills (for locations sce Figure 10). show that dilTcrenccs excced 
2 m. This situation rctlects the large seasonal tluctuations in water 
levels affected by high transmissivity and arca! rcchargc. 

Water Leve/ Conlours 
After calculating thc water levels, contour maps for both 

aquifcr 1 and 2 were plotted using the SURFER package. 1l1c 
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Figure 16. Scattcr plot and linear rc~rcssiun mmlysi!<oo of mcasurcd· 
hcads against calibratcd hcads. 

contour maps are shown in Figures 14a and b. which indicatc that 
thc trcnd in ground water muvemcnt was along thc artificially 
induccd (pumping strcs~) slope in a northcast tu wuthwcst dircc
twn. 

Calibrated l'aramelers 
Rcsults from thc parameter calibration are prcsentcd in Table 

2 and Figures 15a to 15e. The global mean error is -0.102 m and 
global me~m absolute error is 0.579 m .. The global root mean 
squarcd root i<.: 0.465 m, while the global mean rclative error is less 
than 2 r-crccPt. A scatterplot and a regr~io;l.'ánalysis of thc mea
su red hcad against thc calibratcd hcads .is givcn in Figure 16, 
which can be fLcognizcd a reasonable fiÚlCtwccn thcsc two data seto;. 

Water /Judget Components from Simulation Re:w/ts 
Rc~ult~ fur water budgct componcnts dcrivcd from the cali

bratcd modcl <1rc prcscnted in Tablc 3. 
Overexploitation is cvidcnt, smcc about 99 pcrccnt of thc total 

ground water rcch;.u·gc is consumcd by wcll cxtraction. This alann
ing figure cmphasizcs thc nccd for a sound ground water mo.magc
mcnt policy. 

Scnsitivit)' Analysis 
1l1c dcvclopmcnt of a mathematical modcl for multiplc aquifer 

systems is a difficult task in that such systcms are complcx. 
Interpretation of field and laboratory data used in the regional 
ground water flow modcl als6 rcquire..o; considerable profcsstonal 
judgcmcnt. A sensitivity analysis is thus an csscntial stcp in all mod-
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Figure lSa. Sub-regional Phreatic Storagc Factor (J.L). Figure ISb. Sub-regional Transmissivitics (T1). 
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Figure !Se. Sub-regional Vertical Conductance (Ve)• Figure 15d. Sub-regional Elastic Storage Factors (S). 



cific yicld. tr:.msmi~"lvlly. stnr:l!:;L cm·fl iucnl :111d 'crtlcal co•H.luc-
. tí\ncc,' plus thc natural stress procc~~c~ <,f •nfillr<l1Íl11l rcchargc cocf- · 

fic1cnt :.md thc factor for c.v.apt)t r;m-.¡Hl :lllt)IJ 

A 50 pcrccnt incrcasclllcere<.l-.c lor thc-ahovc cailh1:atcd valucs 

--.are initially.·assigncd ·in ·ordcr to a~~c~.-. how scnsitJvc diffcrcnt 

;: p<u1S of thc ~quifcr are to devimion." from thc dc:~Jgn<ltcd valucs whcn 
paramctcrs are changcd drastically. Thc .\Ub~cqucnt stage is to 
compare thc simulatcd ami historical ground water elcvations. 

Results 

Sensitivily of Parameters 
There are ti ve majar parametcrs to analyze with respect tosen

sitivity: phreatic storage factor J..t, transmissivities T1 and T2, stor
age coefficient S and vertical conductance V,. These valucs are dis
tributcd within the eight subrcgional arcas 11, 11, 13, 14,11, 111 1 111 2, 

IV, as indicated in Figure 1 O. 
Phreatic Storage Factor: The 50 pcrcent mcreaseAiecrease in 

J..L caused large changes in hydrauhc head over most of the area 
(Figure 17a), notably in subregion IV. 1l1is is thc area with the low
est ground water table in the phreatic aquifer and hcnce the markcd 
change may be due to a higher specific y1eld in thc distal phrcatic 
zone. In general, J..t. is the most sensitive of all the paramcters in the 
unsaturated zone for this study. Its value is not only affected by cli
mate, but is also influcnced by the sediment and soil propcrties, ini
gation and ground water depth. lt is thus one uf the important 
components of ground water recharge which should be emphasized 
during future investigations. 

Transmissivity: A similar exercise was canied out with an 
increaseldccrease in the calibrated values for transmissivity within 
both aquifers. lts valuc is found to be lcss scnsitive than for phreatic 
storativity. Subregion I 1.2.J.4Is the most scnsiuvc in this respcct, since 
TI and T2 are of greater magnitude than found for other subregions 
(Figures 17b and 1 7c). 

Elastic Storage Coefficient: Figure 17d suggests that the sys
tem barely reacts to large changes in storativity. The reason for this 
may be that the coefficients are smaller m comparison with other 
parameters in volved in the water balance, and that the s~onal vari
ations in water budget mainly affect the phrcatic !ayer. 

Vertical Conductance: Large changcs givc the same small dif
ferences as found for the stomge cocfftcient, though lhe changes are 
more significant in cells close to the rivcrs. Thc results.are further 
influenced by the differcnce bctwecn rivey.surface elevation and that., 
for the water table. Ifthe difference is stfi·á¡¡~f~~then the sensitivity 
is also less. Figure l?e presents a gcnc~al ovcrview of thc analysis. 

In summary, the most scnsitive paraf9.e.tCrs are the phreatic stor
agc factor, transmissivities TI and TI. and thc storage cocfficicnt. 
Being a small component, vertical conductancc is the lcast sensi
tive parametcr in any subrcgion. 

Sensitivity of Hydrogeological Stress es 
Sensitivity of A real Recharge and Discharge: Tite infiltrdtion 

recharge coefficicnt, which is rclatcd to d1rcct prccipitation, is thc 
most sensitivc of a1l stress factors ovcr thc total arca; this coctlicient 
should, in fact, be considercd togcther with thc slorage factor. Thc 
component ET (evapotranspiration) is found to be lcss sensitive tllan 
the infiltration rechargc cocfficient, depcndent of course on whether 
its influence reaches thc water table in the considered subregion. Tite 
effect is considerable in arcas with a shallow water table. Lateral 
inflow naturally has more influcncc in arcas near the recharging 
rivers; for example. O.W.9300, 9170, 9230 and 1010. This mcans 
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Figure 17e. Vertical Conductance (V .. ) for wcll P.W.89. 

"·' 
e ••• 
~ 

'5 

•• 

Figure 17[; Infiltration Recharge Coefficient (a) for wcll O.W.l010. 
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Figun! 17g. Value orractor ror ET (p) ror well O.W.IOIO. 
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Figure 17h. River lcakagc for wcll O. W.9l 10. 
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Tablc 3 
·lt)liX Cnnmd \V:.1tcr llul:uu:c fur PinJ-:111111,! Pl;lin ~ IU¡, m 1J 

La!C'T<IIIIlllow lrom.mountain:-. .. nsn• 2XO mm· 
Jnllow from nver Jcal..uge 73 60 mm 
Rechargc from.rainlall and irrrg:uion 5-12 -1.50 lllllll21 

Total inllow 950 790mm 

River drainage 16 13 mm 

Evapotranspiration from water table 57 50 mm 

Well abstraction 943 790mm 

Total outflow 1016 850mm 

Storage change -66 55 mm 

(0Surface water irrigation recharge is not explicitly includcd by the 
model. However, fl) and C2l pmbably include part of this compo· 
ncnl through the calibratmn, which would explain the rather h1gh values. 

CWtnis value is for lhe whole of the Pintung Plain. lf thc phrcatic arca is 
only 50 percent, then the recharge in that arca will be apprülumatcly 
900 mm. This seems rather high. but cou\d also include rccharge from 
surface water irrigation (not explicitly introduced by thc model). 

eling applications where calibration model diffcrences are caused 
by uncertainties in estimating thc aquifcr paramctcrs. This is par
ticularly so when many of the parameters ha ve bccn optimized by 
the calibration. Different sets of data may in fact produce identical 
results. 

First estimatcd hydrogcological parameters in Pingtung Plain 
were determined for the assumed total thickness of the basin and 
need also to be specified for the individual aquifcrs. Therefore, for 
examplc, the conductivity K was calculaied by dividing T by the 
thickncss of each aquifer. River bed conductance cell values for thc 
various rcaches were infcrred from thc relcvant geological char
acteristics in each cell. Areal recharge rate was initially assumed to 
be 36 percent of the average annual prccipitation for the total arca. 
Actual evapotranspiration from thc water table in thc phreatic arca 
was calculated in the model using an estimated factor, f, times 
measurcd cvaporation from a free water surfacc; thc depth of zcro 
evapotranspiration flux was assumcd to be 4.5 m. Betwccn thc sur
face and 4.5 m, a linear relationship between E, and E, is uscd. with 
f depending on water table depth. This is not very accurate, but only 
applies Jo small arcas where the water table in the phreatic area is 
close to the surface. The com¡xment accounts for only approxlmately 
5 percent of total evapotranspiration. The location of aquifer bound
aries at the border of the mountain rangc are also required in order 
to spccify the size and shapc of the problem domain. In thc present 
study, the effccts of the above uncertaintics and model a~sumptions 
with rcspect to aqutfer boundaries, rechargc proccsses and estimated 
parameters, hydrological stress, etc., indicate that thc dcrivcd 
results nccd to be carefully cvaluated by sensit1vity analysis. 

Thc main objcctives of such a'\ analysis in the prcsent effort are: 
(1) to gain bettcr insighl to the innuencc ofthe various hydrogeo
logical parameters and hydrological stresses within the aquifcr 
systems on ground water head: and (2) to detenninc the most sen
sible parameter values for further work. 

Procedures 

It is first necessary to review all the assumed and estimated val
ucs for !he study area: the hydrogeological charactcristics of spe-
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Figure 17a. Transmissivity (T1) ror well O.W.9170. 
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Figure 17b.l'hreatic Storage Coefficient (p) for well O.W.1030. 
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Figure 17c- Trammissi~ity (T,) for well O. W.9170. 
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Figure 17d. Storage Coefficient (S) for wcll O.W.IOJO. 
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thatlatcralmlluw i:-; thc pnm:ipal pn.>cc~" m volved in ~nnmd \\;llcr 
n'Charge along.thc .foothill~. Thc ovcrall rcqtiL'\ are illu-.tratcd in 
Fi,g:urc.;;.l7( ;md 17g: 

··Scnsitivity.to-H.i\·crLcak-Jgc: 'l'hc-inllucnce ot r rvcr I11.:J con
: .Jucrancc.can.bc.comp.an::.d .with that for aqu-Lfcr hydraulrL condu(
, IJVJiy. O. \V.9140, 9110 and 101 O ha ve a slight ~cn~lll\'ily to GHU 
strcam conductance, bcing locatcd closcr to thc Kaoping Rivcr 
than the othcr wclls. TI1crc are no suitablc obscrvation wcll!\ a long 
the river to confirm this, but any cell ncar a rivcr can be choscn to 
check the scnsitivity of this factor (Figure 17h); valucs are found 
to be in the samc ordcr of magnitude as those for vertical conduc
tance. 

Discussion 

Model Structure 
The prcsent study assumcs two time steps and 1449 identically 

sized cells were spccificd. It is of course desirable to use small cell 
spacing and time stcps so that the numerical representation better 
approximates the partial differential equation. However, ground 
water table levels werc only measured once a month, which is 
obviously insufficient to sample the considerable seasonal fluctu
ations in the arca. Sampling frequency should thus be rcassessed for 
future research, especially in the foothills rechargc arca (Ting 
1993). Cell grid sizc should al so be reduced for tl1c coastal aquifers 
in arder to produce the detail required for calculating thc effects of 
local land subsidence _and sea water intrusion. 

Initial conditions relate to the distribution of heads in the 
domain at the beginning of simulatiOn. In this rcspcct thc ground 
water leve! series wcre less adequate for the upper aquifcr in the 
study arca than for the corresponding lower aquifer values; thc cal
ibration procedure thus took considerable time in arder to mtltch the 
observed and computcd hydrographs. Boundary conditions are 
commonly selcctcd to achievc a dynamic average stcady-statc cal
ibration, which is thcn u sed as the initial condition for transicnt snn
ulation. During thc initial calibration, observation wclb located at 
the edge of the foothills showcd abnonnal fluctuations. The rcason 
is believed to be due to the importance of one of thc external 
stresses. Lateral inflow from the upstrcarn arca into thc plain was 
considercd first, and thc cffccts from the spccificd flux boundary 
cells were translated to the hypothetically relevant rccharge well 
cells. The flux translated as expected and the result bcttcr fit tl1e his
torical heads. lt is thus implicit that boundary·conaitions are also 
uncertaintics when modeling. 

Higher and lower parameters were assurncd for '!ach package. 
Since the real physical boundaries were not yet defincd by the 
BAS package, discretization of the moJel domain was based on thc 
conceptual rnodel. Spccifying initial and boundary conditions and 
the discretization of time ha ve been discusscd abo ve. For the BCF 
package, thc previous four subrcgional arcas were cxpandcd to eight. 
The RIV and GHB packagcs concerning stream bcd conductancc 
lacked experimental data; howcver, thcy indicatcd that experi
ments on infiltration from the rivcr should be thc thrust of furthcr 
research. lnfiltration rcchargc cocfficients and valucs for thc moJel 
ET factor are importan! stress parameters. Becausc of a lack of 
experimental data for thcsc, a ground water rcchargc cvaluation 
study for the Pingtung Plain has becn carricd out (Ting and 
Overmars 1995) in ordcr to establish an adequate infonnation base 
for development of a more precise water resourccs managemcnt 
mndel of the arca. 

j\fmlc/ Cali/Jratiou 

. ·Dunn_g _thc ·tr::lll~Jcnt calibration ph;1sc thc modcl w~•" cali-
.. hratcd IO-·~•.:;l!_tt.lcvcl~·oh~crVL'tl inthc pcriod Janu,¡ry.to Dcccmhel 

19:\X . ..Jo-thc initialrunthc calibrauon procc:-.s was mainly fon1scd 
•on hydwg-cnlogJcal paramctcrs;.Jatcral innmv ücñvcd frum up:-.tll::;¡m 

t~l rcchargc thc aquifcr alnng the roothilb in thc eaMcrn part of tlic: 
plam was not yct takcn in tu con!-.idcration. -Ahhough the rcsults lit
tcd rca~onably wcll. it was obvious that thc pararnetcr input valucs 
wc1c too high comparcd with prcvious exploration results (TPWDB 
1961) and cxcced thc range of actual hydrogcological charactcris
tics. Furthcr, from the computcd water balance it was seen that lar
eral inflow to the plain from the northcast conuibutes approximatcly 
30 pcrcent of total input (Tablc 3). The paramctcrs, especially 
transmissivity, were thus decrcac,;ed for some locations. In addition, 
hydrological stresses such a.~ the infiltration rcchargc coefficicnt in 
the rcchargc package were also amendcd; thc coefficient was ini
tially suppresscd to note the effect on computed heads. A previous 
study on thc plain showed that ground water rechargc for the total 
arca is approximately 36 percent of annual precipitation (TPWDB 
1961 ). Thc question thus remains whethcr the infiltration recharge 
coefficient should be 36 percent for each subrcgion. Ground water 
rccharge is intluenced by different soil propcrtics, the geological 
charactcristics, vcgetation, rainfall intensity and dcpth to the phreatic 
water tablc, etc. TI1e infiltration rccharge cocfficient with rcspcct to 
spccific yicld or phreat1c storativity, J.L, for cach suQrcgion was thus 
obtaincd by application of time series analysis (fing 1996). Although 
the values of a and J.L both have uncertaintics, this procedure at leac;t 
reduces thc rangc of estimatcs in the calibration work. In general, 
thc calibration exercisc rcsultcd in a bcttcr undcrstanding with 
respect to thc hydraulic behaviour of the aquifer system and 
improvcd infom1ation conceming its physical properties. 

A trial-and-error calibration may produce non-unique solutions, 
and is also influcnccd by the modcler's cxpcrtise and preferences 
when diffcrcnl combinat1ons of paramcters yield c.•;;scntially thc samc 
hcad di~lrihution. Furthcr rcsearch is thus required using auto
mated in verse modcling by either a dircct oran indirect approach, 
followcd by carcful calibration cvaluation :md monitoring. Tite 
objcctive of quantified calibration is to minimize the average error 
by thc so-callcd calibration criterion. Thrcc ways of expressing thc 
average differcnce between simulatcd and mcasured heads are 
commonly uscd: mean error, mean absolutc error and standard 
dcviation (Andcrson and Wocssner 1992). In addition, an error 
map is ahlc to mdicate where aquifcr parameter adjustment is t • 
rcquircd or changcs to thc assumed hydrological stress are needed. 
Howevcr, if fcwcr mcasured data are available, with interpola- ·1 

tions betwccn distant observation wclls; this may give misleading ~ 
rcSl'ltS for para meter calibration. For examplc, at present therc are 
only six obscrvation wclls availablc in thc phrcatic aquifer for thc 
wholc domain; in such a situation it is bctter to compare the indi
vidual corrcsponding valucs from thc lowcr aquifcr. 

Sensitivity Analysis 
Scnsitivity analysis is typically pcrformcd by changing une 

paramctcr valuc ata time in the study arca. From this analysis, thc 
infiltration rcchargc coefficient for ground water recharge was 
shown to be thc most sensit1ve parametcr. Tite reason for this is thc 
fact that dircct prccipitation infiltration lo ground water is thc main 
water balance component. Both the infiltration recharge cocffi
cient (a) and phreatic storage factor (J.L) are uncenain parameters, 
their valucs significantly affecting thc amount of ground water 

-¡' 



rcchal"gC. Comparativc c..'itim.:uion by tune ~ncs an<dysi .... wa ... aJ..,_P 
pcrformcd (Ting 1996). From.thi!i> it can he sccn that ror thc pro\-

·,. · .. imal,alluvial fan .. for cxmnplc. al wcll O. \V~) j(,()_ 1h~ intlltrati!,ll 

. rcchmgc cncllicicnt.-a.~ is about 0 .. ~7.:.0.X5¡J. Jt would ... ~cm f~e11n 1hc 
.; •. study. that:saJ:isfu.ctory fCSUit.'i COUid tJl: Obtaincd j r al .'Jea. ... ! ( HIC llf tllC 

coefticients wcre better defined. lt ts thcreJ"orc conduded th;.H :-.pc

citlc valucs are required before real-time mode\ing is contcm

plated. This demands additional ticld cxpcriments. 

Conclusions and Recommendations 
The following general conclusions and recommcndations are 

drawn from this ongoing research program to date: 

This study was initiated to improve knowledge uf the hydro

geological situation in the Pingtung Plain in order to makc cffident 

management of the water rcsourccs possiblc. 

Previous studies on the use of ground water resource~ in the 

Pingtung Plain have been developed on an ad hoc basis and few data 
were available. ~his research was therefore based on a simple 

conceptual model, with many aquifcr properties such as thc phrcatic 

storage factor. transmissivity, storage coefficient and river con

ductance having lo be estimated. The initial results havc provcd 

encouraging, however, and have confirmed that the necd for inte

grated management of both surface and ground water is urgen t. The 

data base has been significantly enhanced, though tl1ere is still a need 
for more complete information to improvc and vcrify thc inilial 

model and calibration. To this end, available data on hydrogcology 
should be organized and Iocated within one authority and additional 
field experiments should be canied out to better specify the impor
tant hydrological parameters. -

The prcsent calibration excrcise and sensitivity analyscs have 

given better insight to the hydraulic behaviour of the aquifer sys
tem and ha ve improved the statc of knowledge relating to its phys

ical propcrties. The sensitivity analyses also clearly show that the 

infiltration rechargc coefficient is a dominant hydrological stress 

componcnt; ground water recharge research is thus an important 

issue for the Pingtung Ptain. 

Thc numerical model MODFLOW was uscd to simulatc 
ground water flow, though rcquircd considerable calibration cffmt 

in order to arrive at realistic hydrogeological paramcters and 

strcsses. Thc calibrated rccharge figures match rather wcll with 

results from the water budgct calculations. To facilitatc furthcr 

work, a comprehensive computcr data base s!:~uld.~e cstablishcd 

(e.g:. at the Water Resourccs Department) fm thc SLoragc and pro

cessing of observation data and for construction of a rcdcstgncd 

ground water monitoring system. The standard ;1:." obscrvatmn 

wells and thc observations thcmselvcs should be mspcctcd rcgulaJly. 
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·' . :Relationsi}ip Between ·Pumping_~~Test and Slug-Test 
Paran1eters.: Scale_Effocfór Artifact? 

by James J. llutler J;.•;and John M. Hcalcy" 

Abstract 
In most field investigations, inrormation about hydraulic conductivity (K) is obtaincd through pumping or slug tests. A con

siderable body of data has bcen amassed that indicatcs that the K cstimatc from a pumping test is, on average, considerably larJ!cr 
than t!!-e~~imate ohL:'lincq_ from a -~t.:~ies ~f slug tests in ~he same formation. Although thcse data could be intcrprctcd as indicat
ing a_natii"f~l ~~~~_!xing sea le dcpcndcncc in~ an altcrnate explanation is that thc slug-tc."it K i"i artificially low a'i a rcsult o~hlC(i~t~ 
pide ,-,·cll dcvclopmcni.';md, to a much lcs~cr cxtcnt, failure to account for vertical anisotropy. Incomplctc wcll devclopmcnt will (Jrtcn 
rcsult in only thC most permeable zoncs bcing clcarcd or drilling debris, with much of the scrcencd interval remaining undcvcloped. 
More cursory development can lea ve a low-K skin along the entire scrccned interval. Failure to rccognize such cunditions can rc.~ult 
in a K.estimate frum a slug test that is much lowcr than the average K of the rormation in the vicinity uf the well. By contrast. nci
ther a skin nor vertical anisotropy will ha ve a significant impact on K estima tes rrom pumping tests when semi-lug analysc._c;¡ and/or 
obscrvation wclls are used. Howcver, a reasonable estímate of aquifer thicknc._c;¡s is rcquired tu convert the transmissh·ity calculatcd 
from a pumping test into an average K for thc aquifcr. Prior tqjg_yoking ~-n~t~ral s~~l.; .~pcndcnc~ t~ explai_~ thc resulte;¡ <:'f-~~,r
fercnt typcs uf hydraulic tests, hcad data should he closely exarnined and scrious considcration givcn to alterna te cxplanations. __ .. __________ .. _ - - .. . . -. ___ .. ______ . ._ .. , ---------

lntroduction nation for this widely observed difference. We show that it is dif-
Purnping_'!!}_d sLug_~ests are thc primary mcans by which hydro- ficult to theoretically substantiate the infrcquent-conduit hypothe-

gcoloiiSiS.Obtain in situ estimatcs ofthc transmissi\tc properties of sis. Instead, wc ~op_2~c that l_~~<;_.Qi!Jer~nc:~_is prima~i!y ~ (unction 
a fonnation (Kruscman and de Ri<..l<..lcr 1990; Butlcr 1997). Sincc the of incomplctc Wcll dcv~h;j;m~nt and, to a lcsscr 9cgrcc, unccrtainty 
duration of most pumping tests~!:! on the urdcr of hours to d;YS":'ih-~ cOilCCiíling aquifcr thickncss and vertical a~isotrvpy. Both hypo-
fonnatio'ñ ~Oi·u~e that is affectc<..l by thc average pumping test is con- thctical cxamplcs and licld data are used to support our cxplanatiun. 
sjdCI._abfY-fáfg~r_ t~a'_f! that-3_ff~<;tcd by a slug test. Givcn thc differ- Wc want to emphasizc that thc primary purposc of this papcr is not 
ent formation volumes involved, it is not surprising that these tests to dispute thc cxiStcncc of a natural undcrlying scale dependcnce 
can y1cld different paramctcr estun<~tcs whcn pcrformcd at the in hydraulic conductivity. Rathcr, thc purposc is to demonstrate how 

.-same wclL ~-~any geologJc ~ettings, onc nught cxpcct that thc av~r~ head data from hydraulic tc~ts can be u sed to ascertain whethcr an 
age valuc obtamcd from a program of slug tl!sts would converge on X obscrvcd sc<~le dcpcndcncc 1s a product of natural processes oran 
thé Csü~ateobt<iined frÜm a large-scalc pumpmg test as the num- 1 artifact of human activ1ty and analysis mcthodology. 
ber and-siiatial CoVerage of thc slug tests incrca."cd. Howcver. a large 

\ body uf ficlc data indicateS'that thc hydrauhc i:onducÍt~tty (K)_ est~
.- mate o~.t~ined from a series of slug tests is. on aver~gc, consj_d~.r

ably lower than that obtained -fl-om pumping tests in thc ~ame for
matiori.(é.~:. Brndbury and Muldoon 1990; Raync 1993;-Rovcy añct 
Cherkaucr 1995). Recently, Rovey and Chcrkaucr (1995), among 
othcrs, have interprcted these dat<1 a~ indicating a natural underly
ing se ale depend_~nce_ i~ K. Thcir bas1c hypothcsis is Íh~t-~p
infi.icst is strongly affected by infrcqucnt-in-spacc channels (con
duits) of relatively high K, whilc a slug tc~t rarcly samplcs such 
"extremely rare" heterogeneitics. 

In this paper, we examine thc rclationship bctwecn pumping
tcst and slug-test parametcrs in an attcmpt to offcr another expla-
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Examination of the Infrequent-Conduit Hypothesis 
Butlcr and Liu (1991. 1993) dcvclopcd a series of semiana

IYtical solutions to invcstigate thc cffccts of lateral heterogcrieities 
on pumping-induccd <..lrawdown in idcalized non-uni!'vrm forma
tlOns. Thcsc samc solutions can be uscd to assess the influcnce of 
infrequent high-K con<..luits on parametcr cstimatcs obtained from 
pumping tests. Figures la and lb show two simple models oflat
eral hetcrogencitics in which a high-K zone (an infinitc strip in 
Figure la anda citcular disk in l'igure lb-labcled K1 in both plol') 
is embedded in a uniform matrix of lowcr K (labelcd K2 in both 
plots). Although clcarly idcalized. thcse configurations enable con
Siderable insight to be gaincd conccrning pumping-induced draw
down in heterogeneous formations in which the major element of 
heterogencity is a discrctc zonc of much higher K than the sur
rounding rnedium. 

Figure 2 dtsplays the dependence of pumping-induced draw
down on the magnitudc of the contrast between the conductivity of 
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b) Circular Disk Case 

Figure l. (a) Conliguration consisting of an infinite strip (width=d) 
embcdded in an othcrwisc uniform formation (pumping wclllocated 
at xpw, Yp..-)i (b) Configuration con~isting of a circular disk (radius:::a) 
embedded in an otherwisc uniform formation (pumping welllocated 
at r P"'' eP,.,; origin at ccntcr of disk). 

the strip (K 1) and that of the matrix (K2) for the case of a pumping 
welllocated a very short distancc (0.5d) from the strip of Figure la. 
Note that thcre are thrcc scgmcnts marked on the drawdown curve 
for the case of K1=100K2. Scgmcnt A rcflects radial flow bcfore the 
front of thc conc of dcprcssion passes through thc right-hand 
boundary of tl1c strip; a Coopcr-Jacob scmi-log analysis (Coopcr and 
Jacob 1946; Kruscman and de Riddcr 1990) of this interval will yicld 
the K of thc matrix. Scgment B rcflects conditions as the front of 
the conc of dcpression passcs through thc strip. lf a straight linc can 
be idcntified for this pcriod, a Coopcr-Jacob analysis will yicld a 
hydraulic conductivity that is an arithmetic average ofthc strip and 
matrix K (Streltsova 1988). Scgmcnt C reflccts thc largc-time 
behavior of the system. A Coopcr-Jacob analysis of this scgment will 
yield a K equal to that of thc matrix, since the changes in drawdown 
at large times are independcnt of the properties of the strip (Butler 
and Liu 1991). It is important to emphasize that only during thc time 
interval denoted as Scgmcnl B are changes in drawdown a function 
of the properties of the strip. 
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Figure 2. Dimensionless drawdown (4ttK2bs/Q, where bis ronnation 
thickneSs and s is actual drawdown) versus the log of dimensionless 
time (4K2tiS.zd2) plot for the ca...e of a pwnping welllocated a very short 
distance rrom the strip (x'"' = 05d, y'"'= 0.0; spccific storage of the strip 
and formation assumed equal; observation well located between 
pumping well and strip at position (O.Jd, 0.0)¡ intervals A, 8, and C 
defined in text). 
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Figure 3. l>imensionles.o; drawdown versus the log of dimcnsionless time 
· plot as a function of the distance between the pumping well and the 
strip (K1 = lOOKú spccilic storage of the strip and fonnation assumed 
equal; obscrvation welllocatcd between pumping well and strip at posi
tion [xP .. - 0.2d, 0.0)). 

Figure 3 shows how the relationships of Figure 2 depend on di 
tance from the strip. Clearly, the influencc of the strip diminisht
quickly as it• distancc from the pumping well increases. At large nor
malized distances, thc strip-induced deviation from the semi-log 
straight Jine of thc unifonn case will essentially be negligible. In 
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Figure 4. Dimensionless drawdown (4nK2bs/Q) versus thc log of 
dimcnsionless time (4K2t/S52a2) plot as a function of thc distancc 
betwccn the pumping well and the disk (K1 = lOOK2¡ specific storage 
of the disk and formation assumed equal; obscrvation welllocated on 
ray connccting pumping well and .disk at radial position r pw- 0.2a). 
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Figure 5. Nonnalized head (H(tlffio, wherc H(t) is measurcd deviation 
from static and Ho is magnitude ofthe initial displacement) versus log 
time plot of a series of slug tests performed at welll of monitoring site 
18 in StaiTord County, Kansas. 

fractured formation. an igneous dike intruding a Jess-penncable 
country rock, cte.) would have a significant effect on parametcr esti
mates in the general case. 

Figures 2 and 3 display resul!S for !he case of a high-K slrip of 
infinite length. If the high-K zone is of finitc extent, its influence 
can be considerably less. Figure 4 displays resulls analogous lo 

.. Figure 3 for.thc circular disk configuration shown in Figure 1 b. In 
this case, if the circular disk is more than a few radii (a) away from 
the pumping well, its influence is insignificant. As shown by Butler 
and Liu (1993), a Cooper-Jacob analysis of !he large-lime drnwdown 
will again yield the K of the matrix. Thus, a relatively equi-dimen
sional high-K zone of limitcd extent will havc virtually no impact 
on pumping-test K e·stimates unlcss it is large and close to the 
pumping and observalion wells. 

Jhe conclusion of this simple analysis is that, in general, 
infrequenl zones of relalively high K will have liule impacl on pump
ing-induced drawdown. lf such a zone does play a significant role 
in a particular pumping test, that situation should be clearly revealed 

on a semi-log plol of !he drawdown dala. If pumping-induced 
drnwdown display !he ideal behavior prcdiclcd by the homogeneous
aquifer models of the well-hydraulics hleralure (e.g., Cooper and 
Jacob 1946; Hantush 1964), lhen one can be very conftdenllhallhe 
resulling K eslimale is not signiftcanlly affecled by a zone of 
anomalous propcrties. Based on this analysis, one would expect that 
the hydraulic conductivity estímate obtaincd from a series of slug 
teste; would, on average, be quite clo~e to the estímate obtained from 
a large-scale pumping test in forrnations in which the major elements 
ofhetcrogcneity are infrequent zones ofrclativcly high cnnductivity. 
Thus, the infrequcnt-conduit hypothesis docs not appcar t;:, be a con
vincing cxplanation for the widcly obscrvcd diffcrence betwcen 
pumping-tcst and slug-tcst parameters. 

An Alternative Hypothesis 
An altcmative to the infrequent-conduit hypothesis is that 

hydraulic conductivity estimates obtained from slug tests are arti
ficially tow as a result of incamplcte ~ell deVCtpp-m~~ta.nct a· fiH
ure- tO accou~t }Or ~ ~ertical anisotropy. both -or whi~h-ha~~ ·r~Ta: 
tively littlc influence on K estima tes obtained from pumping tests. 
In this section, each of the elcments of this altemate hypothesis are 
bricfly dcscribcd anda numcrical example is presented to demon

stratc thc majar points of thc discussion. A field investigation is 
described in !he following seclion lo provide further support for lhis 
hypolhesis. 

Incomplete Well Development 

ln~pJ~. ~:VCII dev~lopmenl is !he failu~eJo p;.move the 
majorily of d~lling-relaled __ d_ebrjs. (e.g., remnant drilling fluids, 
fi.rie ;;,alerial created/mobilized b)' !he· drilliníúrocés~:· ele.) andiór 
procÍÚciS of liumañ~liiduced ¡;i-;;;;-h~~i~~i a~iion ¡;:;;, lhe-near-well 
portions of the fonnation. Sincc slug tests are extreme] y sensitive 
lo near-well condilions (e.g., Mocnch and Hsieh 1985), incomplele 
well devclopment can result in slug-tcst cstimates that are more 
reflective of !he allered (lower penncabilily), near-well malerial (well 



.. :skin) than the·I'Omlation.iL\CIL Ba~d 1111 a l;u !!!.: llllllllX:t l)/' :-.IU!.!'IC:-.l:-. .• Ttt.:g() Couuty. "-ml:-.:1'>. In lllt.: :0.1.:1 il.!:-. ur slug· tt.::-.1:-. JlCIÚlhlieJ al thi:-. 
· ·. · · · pcrformed by Kansas Geoi~r6ft:suJ_\·~y-f 1\.(Js) ¡x.·•~onncl. ·i•~com-· · · ·wcll. a s1J_h.'lcl<_lf whiL·h are pn:""-'ntcd in Ft1!urc ú.- 1~ 1-vatiCd hy closc 
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,_.·:··~·:~· Ex.ample.o:;~Uruwn: from·J"CL"Cnt-K(;,:..;-lfi~.....,l1!.!.tllllll" can l1c li'>L"1l 111 . ....;¡¡ ü~ti:~-~~~~~~11Jiit~f!..:-~._•¡l <li-..turb:tllL:C-"fn'xll~l-·d·a•ll(lW.tll'cwate~,;.;.t 
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·: · Figure 5·displ<Iy~ •nonnallzcd hcaLI data from a series or ~lug. .. -turham:e produccd·a llow of watl.!r out of the wcll·( mto thc forma· 
tests pcrformed on the samc Jay at a '\!te in Stafford County, · tion). Thc dilfercnces ~ccn among thc tests labclcd "'in" wcrc again 
Kansas. In all three tests, thc slug-induccd li1sturbam:c produccd a considcrcd to be an cxamplc of a dynamic ~kin. Thc úiffcrcnccs 
Oow of water out of thc wcll (into thc formation). Thc data lrom bctwccn thc tc~ts labclcd "in" and thc test labclcd "out" were 
these tests can be compared using T0 , the basic time lag (i.e., thc time attributcd to the buildup of a bactcrial/oxyhydroxidc "mat," which 
at which a normalized head of 0.37 is obtained [Hvorslcv 1951 ]), is thought to consist of iron anU mangancse bacteria, associated 
which is inversely proportional to the hydraulic conductivity esti· byproducts, and oxyhydroxidc dcposits. This mat, which is most. 
mate. In this series oftcslo;;, T0, and thus the estimatcd K, varicd by likcly building up on thc well scrccn, cssentially acts as a check 
a factor of2.3. This large variation in estimated K bctwecn tests pcr- val ve; flow toward thc wcll pushcs thc mal into thc wcll. whilc flow 
formed consecutively on the same day is an example of what out of thc well pushcs it into thc scrccn and thc grave! pack. The 
Butler et al. (1996) term an ... evolving" or "dynamic" skin. result is that llow into thc wcll is much lcss impactcd by the 
Apparently, fine material is mobilizcd by thc slug-induccd distur- buildup than llow in thc oppositc direction. A somcwhat similar sil-
bance and moves in a manner that produces large changcs in uation could ~lso be pnxJuccd by a buildup at the interface between 
hydraulic conductivity estimatcs between tests. Thc tests shown in the grave) pack and thc formation. Howcvcr. an amorphous black 
Figure 5 were done after the well had bccn cxtensivcly devcloped material, thought to cons1st primarily of hon and manganese oxy-
in late 1994. A slug test pcrformed at this same well shortly after hydroxide deposits (Whittcmore 1995). was rcpcatedly found in bail-
installation (approximately 14 years carlicr) and after relatively lit· ers that wcre lowercd to the bottom of thc wcll, so the well screen 
tic developmcnt yielded a T0 estimatc of ovcr 20,000 seconds. is considered the most likely location for thc buildup. 
This dramatic difference in T0 ( 188 versus ovcr 20,000) is a graphic These ficld examplcs clearly show that slug-tcst cstimates 
illustration of thc critica) need for propcr well dcvclopmcnt prior may be heavily influcnccd by altcrcd, ncar·wcll conditions. Based 
to thc performance of slug tests. Although thc well developmcnt in on our expencnce, unlcss spccial carc is takcn in well installation 
late 1994 significan ti y improved conditions at the well. thc dynamic- and development, the conditions illustratcd in thcse cxamples may 
skin effects observed in the tests shown on Figure 5 indicate that still well be the norm, and not thc exccption. lt is thercfore critical 
further ~evelopment activities would be beneficia!. This was ver- that the des1gn, pcrfonnance, and analysis of slug tests be directed 
ified by a later test at this same well that had a T0 value of less than at the idcntification of such conditions. Butler et al. ( 1996) and Butler 
88 seconds. (1997) propase approaches to help asscss the ptesence of a low-~ 

The sensitivity of slug-test re!-.ponscs to ncar-wcll conditions skin using slug tests. Butler ( IIJ97) cmphasizcs that hydraulic con-
can be further demonstrated with data rrom a monitoring wcll in ductivity estimatcs obtained wlth thc l-lvorslcv ( 1951) or Bouwcr 
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Figure 6. Normalizcd hcad versus log time plol of a series of sluJ?: tcslo;; 
pcñormcd during Octobcr and Novcmbcr 1995 in~~ monitoring wcll 
in Trcgo County, Kansas. 

and Rice (1976) methods will be particularly vulnerable to the 
effccts of a low-K well skin. Although previous discussion implies 
that clase agrcemcnt betwccn Tn values from repeat slug tests 
would be a demonstration of a properly developed well, such 
agreement does not ensure that test responses are unaffected by a 
low·K skin. Thus. the preliminary scrccning approach described by 
Butler (1997) should be used in all cases to assess the adequacy of 
well developmcnt prior to formal analysis. 

Vertical Anisotropy 
Uncertainty about vertical anisotropy (K,<Kh. wherc Kz and l<t¡ 

are the vertical and honzontal componcnl-; of hydraulic conductivity, 
rcspcctively) can also introduce error into slug-test cstimates. 
Hyder ct al. (1994) and Hydcr and Butlcr (1995) show that failure 
to account for thc presencc of vcJtical :misotropy can lead to an 
undcr-prediction in K that may be as large as a factor of three. 
Although Butler et al. ( 1993) and Butler (1997) demonstratc a 
rapid scrcening approach to asscss if significant vertical anisotropy 
(K7 <€ K11) is present, quantification of that anisotropy will not be 
possiblc usmg singlc-wcll slug tests. Bascd on our expcrience, 
however,·vertical anisotropy does not commonly appear to be an 
important control on slug-test responses. lt is most likely to be sig
nificant in strongly stratified systems with frequent low-K layers. 

Impact on Estimates From Pumping Tests 
Hydraulic conductivity estimatcs from pumping tests, in con

trast to those from slug tests, are not heavily impacted by near-well 
comhtions or vertical anisotropy. As explaincd by Butlcr (1990), 
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Table l ~ 

Paramcfer Set for Numerical Dcmonstration 

Highcr K 
Medium K 
LowcrK 
Low-K skin 
Low-K skin for partially blocked zone 
Gravel-pack K 
Spccific storage (alllayers of equal S,) 
Total aquifer thickness 
Laycr thickness (alllayers 

of equalthickncss) 
Screcn length 
Gravel pack length 
Distance from top of aquifer to 

tap of scrccn 
Radius af wcll casmg 
Radios of wcll scrccn 
Radius af grave! pack 
Radius of mud-mvaded zone 

15 m/d 
8 m/d 
1 m/d 

0.1 m/d 
1.5 m/d 

200 m/d 
2.0c-5 m-1 

lOm 

lm 
2m 
7m 

4m 
0.05 m 
0.05 m 
0.11 m 
0.20m 

pumping-test drawdown can be analyzed with the Coapcr-Jacab 
semi-lag method to remove the effects of near-well canditions 
from K estimates. This semi-lag method will also remove the 
effects of vertical anisotropy if the pumping well only partially pen
etrates the aquifer (Kruscman and de Ridder 1990). If an obscrva
tion well at sorne distance from the pumping well is used, low-K 
skin(s) at the pumping and/or observation well, as well as vertical 
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Figure 8a. Plot of drawdown af the discharge well \'Crsus log of ti m 
for thc pumping te.'it simulated in thc laycred aquifer or Figure 
(well and aquifer paramelcrs delined in Table 1: Q ::: 272.6 mJtd 
duration of pumping = 24 hr; intervals A and B dclincd in tex:tl. 

anisotropy, will havc a very limited impact on paramctcr csti 
mates, regardlcss ofthe method crnploycd to analyzc thc Jrawd()\VI 
dala (Hantush 1964; Butlcr 1990). Thu;. sincc most largc·SClli< 
pumping tests utilizc drawdown from obscrvation wclls anJ/o 
are analyzed with thc Cooper-Jacob scmi-log method, K cstimate: 
from pumping tests are gcncrally not affccted by ncar-wcll condi· 
tions or vertical anisotropy. 

Nurncrical Dcmonstration 
A hypothctical examplc can be uscd to illustratc many of thc 

points of thc preceding discussion. A cylindrical-coordin:ltc, thrcc· 
dimensional. fmitc~diffcrcnce model dcvcloped at thc Kansas 
Geological Survey for thc analysis of hydraulic tests (Butlcr ct al. 
1994) was used to simulatc pumping and slug tests in the config
uration shown in Figure 7. lllis particular configurarion was cho
sen to demonstrate the influencc of incomplcte wcll dcvclopmcnt. 
layering:induced anisotropy. and partial pcnetration on test cstimatcs. 
Thc n~odcl paramcters used in this cxample are given~in Tat:e l: As 
shown in Figure 7, the low-K skin completcly blocks all but thc 
"highcr K" !ayer oppositc the well scrcen. whicti is assumcd to be 
only partially blockcd (dcsignated as "'partially blockcd zonc· in 
Table 1 ). This would be the expected situation unlcss a very con· 
ccrtcd cffort was made to develop discrctc intervals along thc well 
scrccn (Campbcll and Lchr 1973; Kill1990). 

Figures 8a and 8b display thc drawdown and rccovery, respec
tive! y. from the discharge well for a 24-hour. constanl·rate pump
ing test simulatcd in this hypothetical laycrcd system. Thc large hcad 
changc in the interval markcd A on both plots is a product of well~ 
borc storagc. the low-K skin, the layering. and thc partially pcnc
lrating nature of the well (partial penetration is cxaccrbated hcrc by 
the low-K skin). The rate of hcad changc in the interval marked B 
on both plots is much less and is the result of thc full thickness of 
thc aquifer contributing to flow to the wcll. A Cooper-Jacob semi
lag analysis of this intervaJ·on Figure 8a yielded a transmissivity 
estimare of 80.3 m2/day, whilc an analysis of this interval on Figure 
8b usmg thc standard superposition-based approach (Kruscman and 
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Figure 9. Log normalized hcad versus time plot of the slug test sim
ulated in the layered aquiferofFigure 7 (well and aquifcr parameters 
dcfined in Table 1). 

de Ridder 1990) yielded a transmissivity estima te of 78.8 m1/day. 
Both estimates are very close to the actual model transmissivity of 
80.0 m2/day. These results demonstrate that the full thickness of the 
aquifer must be used to convert a transmissivity estimate from a 
pumping test into an average K for the aquifer, regardlcss of 
whether the pumping well fully or partially penetrates the unit. 

Figure 9 displays the results of a slug test simulated in the same 
configuration. Following standard practices, the Hvorslev method 
(shape factor is that for case 8 of Hvorslev 1951) was used to ana
lyze the simulated responses. As is often the case with slug tests, 
there was considerable uncertainty about what quantity to employ 
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Figure 10. (a) Location map for the Trego County monitoring we!l 
Oabeled Trego) and two nearby petroleum wells; (b) Natural ga~~{ 
logs for Trego County monitoring well and two nearby petrolez:;;; 
wells (scale is in depth (m) below land surface (ls0; Schaus 1 hliS 
higher lsf elevation than other wells; depth to water approx. 131 m 
below lsf; nominal screened interval is 290.2-294.8 m below lsf; gravel 
pack interval is 279-300 m below lsf; quarter sections are approxi
mately 402 m on a side). 

for the effective screen length. lf the nominal screen length is 
used, the resulting K estimate (3.3 m/d) is considerably less !han the 
average value obtained from the pumping test as well as the aver
age value of the layers adjacent to the screen (8.0 m/d in both 
c•Yies). One might be tempted to follow the common practice of 
using the length of the gravel pack for the effective screen length, 
because the grave! pack is considerably more permeable than the 
fú:mation. This, however, would produce a much lower K estimate 
(1.4 m/d).lfonecould somehow recognize that virtually all ofthe 
now is moving into the aquifer via thc "higher K" layer opposite 
the well screen, then an effective scrccn Jcngt~ of onc meter would 
be used. Although the resulting K (5.1 m/d) is larger than the pre
vious estimates, it is still much lcss !han tl1e K for that !ayer ( 15 m/d) 
because of the effect of the incomplete well development and lay
ering-induced anisotropy. Unfortunately, as shown in this example, 
commonly met field conditions can result in a slug test only being 
able to provide a rough cstimate of thc transmissivc properties of 
the formatton in the vicinity of the well screen. Note that if ;~ 

"higher K" !ayer had not intersected the screened interval in ti 
example, the K estimate from the slug test could have been con
siderably lower. Thus, this example must be considered a rather con
servaüve demonstration of what might be found in actual applica
tions. 

·~-··,· 



. Thc general conclu~ion of·~hi~-hypothclical c.xample is lhat 
e·.·~~. ·pumping.tcsts· can- yield rt!·..tSbiÚi1ile: estimatc~ of ,the..:averagc

.-:hydraulic conduc.:.tivity. of.an <~4uifcr. _Cvcn-in thc-prc~cm:e o.f mud~ 
"invaded·zoncs.· partial .pcncll'ation; -aridJayering.-.induccd ..an¡sotropy, 

.\.~;as long-as the full:thickness·ofthc aquifcr.Is used to conveR:lhe tr..tns
·. missivity estímate into an average hydraulic conductiva y for thc sys
tem: However, slug tests (at least as conventionally performed by 
hydrogeologists) should not be expected to yield estimates of the 
same quality. Under conditions similar to those considered here, 
hydraulic-conductivity es ti mates obtained from pumping tests will 
virtually always be considerably larger than !hose obtained from slug 
tests. 

In the preceding example, mud invasion was assumed respon
sible for the alteration of the near-well portions of lhe fonnation. 
Although mud invasion is probably the worst-case scenario, it is 
important to emphasize that most drilling technologies will create 
considerable quantities of drilling debris (e.g., fine materials) that 
can produce a situation very similar to that shown in Figure 7 
(Aller et al. 1989). Thus, in virtually all situations, unremoved 
drilling debris will undoubtedly have an effect similar to that 
shown here. Biochemical action, inappropriate sizing of the grave! 
pack, etc. will only further worsen this effect. 

Field Example 
In May 1994, a KGS monitoring well was drilled mto a sand 

body in the Dakota Formation in Trego County, Kansas (Figure 10). 
In July 1994, a 21.5-hour, constant-rate (Q- 53 gpm -290 m3/d) 
pumping test was performed using this wcll as both the pumping 
and observation well (Butler and Healey 1995). Recovery data 
were employed to e.;timate transmissiyity using the standard super
position-bascd approach (Kruseman and de Ridder 1990). Figure 
lla displays the complete record of réCovery data, while Figure llb 
is a closeup of the interval of analysis. Note that the similarities 
between Figure lla and Figure Sb can be interprcted as indicating 
that well-bore stor •ge, partial penetration, and possibly, a low-K skin 
are important controls on drawdown at this well. Figure 11 b shows 
that the data display the large-time linear relationship that would be 
predicted from theory. An analysis of this linear segment produced 
a transmissivity cstimate of 594 m2/day. 

Because the purpose of this test was to obtain an estimate of 
the average hydraulic conductivity of the Dakota sand, the trans
missivity calculated from the recovery data needed to be, j:On
verted into an average K for the sand body. In arder to make this 
conversion, the thickness of the sand unit had to be estimated. 
Figure IOb shows natural gamma logs frorn the monitoring-well 
(labeled "Trego") anc! lWO nearby petroleum wclls. Note that the 
Trego well was installed in the upper portion of the Dakota sands, 
so it is impossible to estimate sand thickness from this well alonc. 
The logs from these thrce wells indicate the presence of discon
tinuous shale lenses in the Dakota sands. If the major shale lens near 
31Om in the Conner 1 log is used as the lower boundary of the sand 
unit, an average con<;iuctivity estimate of 21.6 m/d is obtained. 
This value would certainly be on the high end of hydraulic con· 
ductivity estimates obtained for the Dakota sands in Kansas 
(Macfarlane et al. 1990). lf the approximate thickness of the total 
sand interval for both the Conner 1 and Schaus 1 logs is used 
(44 m), a more reasonable estimate of 13.5 m/d is obtained. One 
might be ternpted to use the length of thc screened interval or the 
gravel pack for the aquifer thickness. lf the nominal screen length 
of 4.57 mis employed for the sand thickncss, an average hydraulic 
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Figure lla. Plots of residual drawdown for entire period of data col
lcction versus the log of thc ratio of the total time since pumping 
began over the time sincc pump was cut ofTfor July 1994 pumping test 
at monitoring well in Trego County. Kansas (Q = 290 m-Vd; duration 
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Figure lib. Plot of residual drawdown and the best.fit straight Jine for 
thc interval used in the recovery analysis (Q = 290 m-Vd; duration uf 
pumping = 21.5 hr; mcasurcmcnl~ obtained with an electric tape). 

conductivity of 130 rnld is obtained, an estimate that could be 
considered ncar the bounds of physical plausibility for the semi-con
solidated Dakota sand. An estimate based on the length of thc 
grave! pack (21 m) would also produce a valuc (28.2 m/d) that would 
be considered quite high for the Dakota sand. 

The above analysis shows that thc estimate for the average 
hydraulic conductivity of the Dakota sand can vary over a consid
erable range depending on what value is assigncd for sand thick-

.. 't.-:· 



·ness. In this particular casc,.thc apparcnt f]iscontinuous nature ofthe ·· . ·' onc can be very confidcntthat·thc re..c;ult1ng K'cstilttall! i~ llot 
'' · .. · .,. · \ ·'.'~'shale·.lcnses, in conjuncrioñ;--*ith_t~e·.simulation:results ofthe pre- · .-. ~ ""':-"'·~~ii}cantty affectcd by. a zonc of.anomalous propcrtics. 

· ·~ ·vious scction, suggcst lhat~rK:of:aiound·i4 rnld·is próbably Lhc most 3.· ..:.-4il~cS"st~rc·extremcly scnsitlvc:to ahcrcd.-ncar-wt::ll éo'· · , .. 
· . .:: · ·· . ·--~~: ;~::·..:rcasonable·cstimrue· for..th~aver..iige-J1ydrnul ic~conducuvi!.)' .of·lhe. . 2~'i..:J.:..o\\'.-.K.&kins.'caD'.produce slu.g::tcst--estm:a;:nes;that Jn _ 

•,. 
·- v-;_·Dakota·sand;.·.Because::this;e.~timate·.:was·obtained~using--,the 1otal ·. ·· ·~::::-: .. '='~Orders~-of~magrritude~0wcr;;rlrarr;:the:avernge'ilydr.ml1c <:u,,-

thickncss of the -sand intcrval, it clcarly is very· ncar the. lowcr ·Juctivity of the·formation in the vicinity of thc wcll scrccn. 
bound for the sand-body K. Estimates from pumping tests, however, will be unaffectcd by 

Butler and Healey ( 1995) describe the series of slug tests per- low-K skins if the Cooper-Jacob semi-lag method andlor 
formed at this well. Figure 6 shows a subset of the tests from this observation wells at a distance from the pumping well are 
series. The test labeled 10/25 Test 1, the first slug test at this well, used. 
was the most rapid test of the series (all other slug tests performed 
at this well had T 0 values greater than 30 seconds). If data from this 
test are analyzed with the Hvorslev method (case 8 of Hvorslev 
1951), the nominal screen lcngth is used for the effective screen 
length, and isotropic conditions are assumed. a K estimate Óf 6.7 m/d 
is obtained. Because we suspect that slug tests at this well are 
being affected by a dynamic skin and the buildup of a bacteriaVoxy
hydroxide mat, and that the effective screen length is less than the 
nominal screen length for the reasons illustrated in Figure 7, the esti
mate obtained from this test must be considered a lower bound for 
the average K of the interval opposite thc screen. 

Although the lower bounds for the pumping-test and slug
test K estimates only differ by a factor of two, the results of the Trcgo 
County field tests demonstrate just how easily a much larger dJf
ference between pumping-test and slug-test estimates can be 
obtained. If tests had only been performed in the configuration 
labeled "out" on Figure 6, the slug-test estimate would ha ve under
predicted the formation K by over two orders of magnitude. E ven 
when the configuration labeled "in" on Figure 6 was used, all tests 
after the first yielded K estimates that were two-thirds or less of that 
determined from the first test (l 0/25 test 1 ). Additionally, if the. 
length of the gravel pack or that of the screencd interval was uscd 
to convcrt the transmissivity estímate from the recovcry analysis to 
an average conductivity for thc sand body, the pumping-tcst K 
es ti mate would ha ve been a factor of two lo a factor of ten larger 
than the value employed here. Ciearly, incomplete well development, 
in conjunction with uncertainty regarding aquifer thickness, plays 
a vcry important role in producing the commonly observed differ
ence betwecn pumping-test and slug-test parameters. 

Conclusions 
Field data from many different sources have shown that the 

hydraulic-conductivity estimate obtained from a pumping test is con
sidembly larger than the avcmgc conductivity estimatc obtained from 
a program of slug tests performed in the samc fonnation. The pri
mary purpose of this paper was to evaluate rossible explanations 
for this widely observed difference. The results of this evaluation 
can be summarized as follows: 

l. 

2. 

lnfrequent-in-space zones of relatively· liigh hydraulic con
ductivity will, in general, havc a very limitcd impact on para
meter cstimatcs obtaincd from pumping tests. Thus, it is dif
ficult to explain the difference betwccn pumping-test and 
slug-test parameters on the basis of the existence of infre
quent high-K conduits. 
lf infrequent-in-space zones of relatively high hydraulic con
ductivity do ha ve a significant impact on the drawdown from 
a particular pumping test, this should be clearly revealed on a 
semi-lag drawdown versus time plot. lf pumping-induced 
drawdown displays the ideal behavior predicted by the homo
geneous-aquifer models of the well-hydraulics literature, then 

4. Failure to account for vertical anisotropy in the analysis of slug
test data can lead to an undercstimation of hydraulic conduc
tivity of up to a fa~tor of three. Estimates from pumping tests, 

.... however,.will-be unaffected by·vertical anisotropy if the 
Cooper-Jacob semi-lag method and/or observation wells ata 
distance from the pumping well are used .. 

5. 

6. 

The full thickness of the aquifer will con.uibute flow to the dis
charge well in a pumping test, regardless of whether that well 
fully or partially penetrates the unit. Thus, a reasonable estimate 
of the aquifer thickness is required to convert the transmissivity 
calculated from a pumping test into an average K for the 
hquifer. Error can be introduced in this conversion as a result 
of uncertainty about thc actual aquifer thickness. 

The effecuve screen length, which is required for the analysis 
of a slug test, may be difficult to estima te in practice. Use of 
the nominal screen length or the length of the grave! pack may 
introduce considerable error into the slug-test K estimate if the 
well has not been thoroughly developed. Uncertainty about this 
quantity will have no effect on K estimates from pumping '· '" 
if the Cooper-Jacob semi-lag method and/or observation 
ata distance from the pumping well are used. 

Thc overall conclusion of this work is that the commonly 
observcd diffcrcnce bctween pumping-test and slug-test parameters 
is much more likely to be an artifact introduced by effects related 
to well installation and development than to be a product of a nat
ural underlying scale dependence in hydraulic conductivity. Further 
efforts to asscss this relationship should therefore focus on identi
fying and rcmoving thc cffects of drilling-induced disturbances from 
slug-test estimates. The use of appropriate procedures for well 
development (e.g., Campbell and Lehr 1973; Aller et al. 1989; 
Kili 1990) in wells in which slug tests are to be perfoiT!led cannot 
be ovcr-emphasized. Estimates obtained from slug tests 'n we1:s that 
have undcrgone limited development will, at best, be quite rough 
estimates of the average K of the forrnation in the vicinity of Lhe 
wcll. In almost all cases, these estimates will considerab1y under
predict the average hydraulic conductivity of the medium. 

Finally, it is important to stress that, other Lhan demonstrating 
the inappropriateness of the 'infrequent-conduit hypothesis, th1s 
work docs not rcach any conclusions about the possibility of a nat
ural undcrlying scale dcpendence in hydraulic conductivity. 
Although a theoretical analysis by Neuman (1994) cast• doubt on 
Lhc existencc of an underlying scale dependence in the vcrtically 
averaged K of an aquifer, further ficld and theoretical investigations 
are needed. lf parameter estimates from slug tests and pumping tests 
are to be uscd in these invcstigations, the pe_rformance and ~~~~? 
sis of these tests must be done quite carefully. Q_early, the ~· 
evaluation of possible scaling J!<)ationships can oñlybe-donew.hen 
both -types o(hydrau"iic t.Si; are providing representative estima~s 
of.ihe transmissive nature of the medium. 
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On the Strategrof Estimating:Regional-Scale 
-- ,_. -- __ 1fransinissivity~fields 

by Steen Christensen' 

Abstrae! 
A case study of a leaky fluvioglacial aquifer concentrates on methods of estimating the zonated log10-transmissivities of a 

regional-scale ground-water model covering 450 km2
• Mainly three estimation methods are disc_ussed: (a) kriging based on local 

measurcments and predictions, (b) hydrologic inversion (i.e., nonlinear regre~ion) based on head data, and (c)hydrologic inversion 
based on head data and on priorestimates from kriging. (a) Due t~ th~_shor~age of data.~h~~~ is u~~al in ~~J~~9l:~O.eQ.!JS aquife~, t~e\ _ 
pr-:~~-"! study _q~estio~s theyractical ~~lue o(forming ?-~~~tkrigi!lg t;s.Y~ates fr~~ J~saJ_!Iata whe~~~-~~~timates are to be used asan 1 -/ 

inp~~groun4-wilter !!l.~'!!!s. In sorne parts ofthe homogeneous aquifers IOCBI data are sufficient to make su eh esti-mates. (b) In this j 
study zonal hydrogeological parameters can be estimated by inversion based on head data. However, inaccuracies in head data may 
seriously damage the reliability of estimated parameters and, as a consequence, the ground-water model. (e) Using zonal kriging 
estimates as prior information in thc regression reduces the width of the confidence intenals of the parameters with prior 
information by up to 75%. The study indicates, however, that using prior information in the estimation of the hydrologic model 
parameters only minimally reduces the uncertainty of the predicted hydraulic heads. __ . 

-· For this specific case, the results suggest that in order to parameterize and identify the parameters ofthe ground-water model :' 
one should concentrate on qualitative mapping of the hydrogeology, on sampling accurate head data and on subsequent estimation ; 

. of the zonal param~ters by inversion (or manual calibration). 

Introduction 
The most basic parameter field of rcgional-scale ground

water flow models is the transmissivity field. In practice. dueto 
'he Iack of dala, the transmissivity ficld of sucli models has to be 
-iffiplificd, e.g. by assuming constant transmissivity within dis
tinct zones of tens or hundreds of square kilometcrs. In thc 
prcsent paper, the mean transmissivity of such a zone ordomain 
is termed a zo~~i:transmissivity~ ~hC~e~-ih~-tr~n~-~issivity.in the 
víclliTty of a ·-w~lfi~ -.e~med a ioCirúa·nSmissivity. The lona! 
tra-ñSiñ.iSSi"VilY can·bc .estiniaied in -vif-io-Us ways. ~u eh as: analysis 
of long duration pumping tests with multiwell obscrvations 
within the zone; cstimation of thc zonal mean from local trans
missivities; or hydrologic inversion. 

The transmissiv1ty can be estimated by pump1ng test analy
sis: i.e., from a long-duration test for lona! transmissiv1ty, ~!!d 
from a short-duratiÜn test for--IOCü(iT-.!'ñSinissivity. Ünfortu
ñátCIY, these tcSts·;·re ~~CiYUSed-béCaUSethéy a~e laborious and··· 
expensive. lt is thus attractive to supplemcnt such estimatcs with 
transmissivity p_r_edictions made from correlatcd parameters 
(t~r-rñcd-'cpi-édictors'J whCch are obtainablc in grcat numbers at 

-=- low cost. For instance, the prediction of transmissivny from the [ 
\ specific capacity of wells has been common practice for dccadcs 1 
1 (e.g., Theis el aL, 1963; Delhomme, 1974). Howcver,Christenscn 

1 ( 19~~a) shows thal th~ quality of the prcdietion varíes strongly J 
L lrom aquifcr lo aquifer. 

In most situations, the transm!SSIVlliCS estimatcd from 
pumping tests or predicted from well data are local trammissivi
tics. To estimate the zonal transmissivity from local transmis_sivi-
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tie_s onc can us_c;__kriging (Journel and Huijbregts, 1978). This 
givcs an unbiased estimate with minimum variance from a linear 
combination of thc local transmissivities. Clifton and Neuman 
( 1982), among olhers, used this method to estima te zonaltrans
missivities of a ground-water modeL 

Dueto the devclopment of in verse procedures it is possible 
to estimate the hydrogcological parametcrs of ground-water 
models from observations ofhydraulic hcad, etc., forinstance by 
nonlinear·-~egreSSioñ (e.g., Ncuman and Yakowitz, 1979; and 
Coolcy and Naff, 1990). It follows that in arder lo achieve 
objective estima tes by invcrsion it is desirable to welg1li i~e- ~~ªd 
mCa5ú.rCñiCñtS iñ.diví(i_~~lly in teiffis ~f thcir reliability. This- [ .. 

,/ i-eli3bilitYdCPendS-Oñ- i;~Ssible Cfrors ·in the- measured htads as i 1 
~-----·. \ 

wcll as on the<~mall-scale v:iriance-pf the lrue heads (see below~ 
A few case studies pUblisliedínthé literature have demonstrated 1 

· that the parameters oflarge-scale ground-water flow models can V 
be estimated by inversion, e.g., Cooley el aL ( !986) and Clifton 
and Neuman (1982). 

A hydrogeologisl who is modeling regional-scale ground
water flow can thus select various data -~ampling_!!r3:t~_gi~_ t~ 
estimate the lOnal transmissivities. FOi-iñs-tance, one can con
ccnt~atc- on long-<luration pumping tests, which may be very 
expensive. One can use zonal estimation based on local predic
tions, but this may also be expensive or inaccurate. One can use 
hydrologic inversion based primarily on hydraulie head mea
surcmcnls, and thcse mcasuremenls can be obtained by methods 
ranging from inexpensive and inaccurate to expensive and accu
rale. Finally, one can combine all of thesc slrategies. The hydro~ 

( 
.. geologis~-~a_lllrally ~~~~'?__'!~e_UJ_estrategy thal giveStile best :} 

resuu; i~e., that minimize_Lthe uncertaínties, within the given 
1 ~~,{)n~§[~~~~~d~-í;~;;-5~-Whi~h-;trat~gy is the besl will depend ~ 
'- on tlie actual hydrogeological eonditions, so we need quanlila- \ 

ti ve experience of the es~t_!_mati?n pot_c;:!:_l.tial o_( yari,9_~~-~pling 
st~~g~es uEder s~~cifi.~ conditions. . . . . - -- --·- -



· • .This study pn;~cnls a spccilic ca:-.c ~luliy of thc potcntial ur 
· '>~thrce :altcrnativc.mcthods.of.cstimating lonal.lran~missivitics 

~·: :~. (or;.rathcr; :zonal logw.;.t'riiriS~i~i-~~~vitics ~~·hich- are~ more appro
. -,- · .. :, :priatC;.Neuman; 1980), .namciY:.(A} cstimattun ha. ... cd ·un dirccl 
·--~ -~-~ · measurements;~:{·B) ."estiina.lion -by'·¡ljydn;togic :invcrsion~.-anú 

·. ·' ·.: .:.~(C).estimation.-by-corribirí.ing thcsc mcthodS:T>hc·papcr.goCs on 
. to·discuss the bcst data sampling stratcgy for cstimating thc 
zonal transmissivities of the aquifcr studicd. · 

The study of the aquifcr was conductcd, firstly beca use the 
hydrogeology is typical for largc parts of Northern Europc and 
sorne parts of North Amcrica, and secondly bccausc the density 
of data in this area is rela¡iyely largc. -ft is thcrefore expccted that 
fhe 'CónCIUsions can be transferrcd lo arcas of similar 
hydrogeology. 

Hydrogeology and Problern Forrnulation 
The studicd aquifer is located in the wcstern part of thc 

Danish island of Zealand (Figure 1). Earlicr detailcd studies of 
the hydrogeology and hydrology in thc arca formed thc basis for 
!he hydrological model of Christcnscn ( 1994a) which covcrs an 
arca of 450 km1 (Figure 1). The prcscnt study is partly based on 
this work and partly on more recent supplcmcntary data on 
geology and transmissivity. 

The semiconfined aquifer is in a !ayer of Quatcrnary fluvio
glacial deposits which is overlain by semipermeable glacial till 
and underlain by impervious Tertiary clay (Christensen, 1994a) .. 
In the northeastern, central, and southcrn-ccntral parts of the 
area,the fluvioglacial sand and grave! are 10-30 meters thick and 
forma regional, rather homogeneous, aq uifer with transmissivi
ties bctween 10-3 and 10-2 m1fs. In the remaining arcas the 
fluvioglaciallayer is heterogeneous with transmissivities between 
10-' and 10-1 m1fs, and the transmissivity varíes within short 
distances (Christensen, 1994a). In arcas around Slagclsc and 
H9ng the fluvioglacial deposits are absent and substantial por
tions of Tertiary clay are mixed into the till. Lithological infor
mation from wells shows thatthe thickness of the tilllayer varíes 
bctween 1 O and 80 meters and the vertical hyd raulic conductivity 
is about8 · 10-9 m/s (Christensen, 1994a). 

A phreatic aquifer is found in thc more permeable upper 
zone of the till. The water table is located a few mcters below 
ground level and the flow is dominated by near-surface horizon
tal flow towards the streams. However, there is significant verti
cal flow in the till and this is of majar importance to thc ovcrall 
water bah,;ce of both the till and the underlying fluvioglacial 
aquifer. In high-lying arcas, thc water table in thc till is higher 
than the hydraulic head in the fluvioglacial aquifer and leakage is 
downward, whereas it is upward in arcas with low elevations 
such as stream valleys and coastal arcas. Thc simulations of 
Christensen (1994a) show that46 mm/y lcaks lo thc fluvioglacial 
aquifer in the recharge arcas. Just undcr half.ofthis rccharge, 20 
mm/y, is withdrawn from the aquifer for consumption and 
irrigation purposes, while most ofthe remainder d1scharges back 
lo the phreatic aquifer (24 mm/y). Only 2 mmfy leaks lo the sea 
(Christensen, 1994a). 

Based partly on pumping test analyses (Figure 1) and partly 
on geological information, the fluvioglacial aquifcr was divided 
into the transmissivity zones shown in Figure 2. This zonation 
differs slightly from that uscd in Christensen ( 1994a) because 
additional data were used. Zones 10 to 17 representthe homo
geneous partofthe aquifer, zones lto 5 and 6to 7 represen! arcas 
where the aquifer is heterogencous, and zones 8 and 9 rcprescnt 
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measured head variances in Table 3. 



Tahlc l. Mcthod'\ ll~cd fu f:,timatc Zonal Lnl:u,-Tran~mh~hity 

Case -:Eumwrum merlwd 

(A) 
· · o{B 1) 

'.-.---:~.-: ;:,,..;:_from local-scalc·pumping tests (~raging.b~tkrigmg). 
;.:.:, ·!lnversion.J>ascd on accurate head:measuremCnf&:' ::-

. ; '"'(82) . ! : ··, ·: ~ ·rt;: lnyersion.based.o.R-maccurate.head;;me~~énls:· 
(C) · · · ·:. ~-1nversion·based ·on acrurntt: head·measufcinents:and -páor lnform'<fllon-from ·{A.}.· 

1 ,1 .. 

Table 2. Available Data on Logw Transmissivity (Y) 
and Hydraulic Head 

No. of/oca/ No. o[ local No. ofhead 
Zone Y-estimares Y-predicrions measurements 

1 1 4 5 
2 1 1 o 
3 4 o 8 
4 o 1 2 
5 3 JO 2 
6 3 21 13 
7 11 JO 8 
8 o o o 
9 o 8 8 

JO 2 5 4 
11 6 20 9 
12 6 8 8 
13 o 2 1 
14 4 2 6 
15 2 3 3 
16 2 2 4 
17 18 25 19 

Outside model arca 27 17 

Total 90 139 100 

the extreme! y heterogeneous Slagelse area with local sand layers 
(zone 9) surrounded by till (zone 8). The following paragraphs 
consider how well each of the methods listed in Table 1 can be 
used to estimate the log10-transmissivity of these zones. The data 
used for estimation are summarized in Table 2 as well as in 
Figures 1 and 2. 

Estimation from Local-Scale Pumping Tests 
Constant-rate pumping tests were carried out in 63 wells 

within the study are a and in 27 wcl!sjust outside the area(Figure 
1). The test durations rang~-ºJrom half an hour to several d~. 
Jacob'sSiraight:iine method was applied toes ti mate transmissiv- __ 

-:·ities from the test results. The lines were fitted to the first linear 
part ofthe dra .. downcurves (iyplcally after 10 minutes) thaÍ are 
riot áfrCCiCd- by well' bore storage, panial PeñCir3tio.n .. Or distant 
boundary condiiions (Kruscman a~d deXiddcr, 1990). Foral! 
the iesÚd wells, thc esti~~tcd transmissivity represen~~~-~ local .--------- .----

Table 3. Estimated Variances of Measured Heads (m1
] 

(Standard Devialion in Parenthesis) 

Ser ofhead 
1easurements 

{BI) 
{82) 

We/1 symbol in Figure 2 
o • 

1.0 ( 1.0) 
5.0 (2.2) 

4.3 (2.1) 
7.7 (2.8) 

aquifer transmissivity within (at least) a few hundrcd meters 
frOmllíe well. . --·--

Specific capacity and lithology data werc available for 229 
wells within andjust outside the studied arca (Figure!). Ninety 
of these wells were pump-tested. 

Christenscn (1995a; 1995b) comparcd specific capacities, 
lithology and pump-test derived transmissivities us~ regres
sion, and showed that using specific capacjty givesfaiy;predic- \ 
tions of log10-transmissivity in the heterogeneous parts of ihe 
aq'!ííei';-w!lereas speCifié~capacityan(rlitlioÍogy-shoÚÍd tre used- v 
JOtntly to predict log"'-transmissivity in the homogeneous part of 
the aquifer (Christensen, 1995b). The prediction modcls only 
explained abo uf~% (heterogeneous) and 40% (homogeneous) 
of the observed variance, and the latter transmissivity predictions 
were obviously biascd. Therefore, the prcsent study docs not use 
predicted_Iºg 10-transmj~sivities in_~ he hqmOg~~Cous pafl_ º(~he 
áQiilf~In-the heterogcneous areas specific capacity was used to 

-predicfthe local-scale logurtransmissivity at wells without pump 
tests. J ·.:/ . · · 

In case(A), kri~g(Journel and Huijbregts, 1978) was used 
to esti~ªte the i~nal.log,o-transmissivity from the local-scale 
values. For this purpose two semivariograms of log,o
transmissivity were estimated: one for the homogeneous part of 
the aquifer and one for the heterogeneous parts (Figure 1 ). Each 
variogram was estimated from local log10-transmissivities, 
determined exclusivcly from pumping test analyscs (i.e., at the 
si tes marked with sol id circles in Figure 1 ), using the method of 
Sampcr and Neuman ( 1989). The estimated scmivariograms are 
shown with their experimental counterparts in Figure 3. The 
readcr is referred to Christensen (1994b) for further information 
on the actual cstimation of the semivariograms. 

The zo~al estimators were formed by combining local krig
ing eslíñúi!es (iourncl. a~d- Hui}bregts: 1978, pp: 310~324: scc 
Christensén, ·1995c, for specific details)._E.ach local-es:i••Iate
réprcsints a 500 X 500 m2 subarea of the ~"qUif~i:: Wtiich ·é~m
parcs roughly lo thc arca influenced by -ihc pump:tests. zrynal 
estimation was only carried out forsix zones (6, 7, 12, 14, 16, and 
17) within which thcre was (subjcctively and optimistically 
judgcd) an adcquatc number of local transmissivity estimates or 
predictions. The six zona~_!l_!_e_s"ªl!<!J.~~ir_;¡pp_r~ximate 95% 
confidencc intcrYaiS(CStímate ± two standard crrors) are shown 
in Figure .f-Tht Csiirriate-(i vatues·are within th·e expected ranges. 

-· Thc unCertainty of the ·zo.nal estimates arC mainly dueto c·OVa'i-1~, 
ance .bctween the local kriging.estiíriates that form thezonal 
es ti mates (cf. Journel and Huijbregts, 1978, eq. V.l9). The covari
-ance teim has ·the greatest iniÍÜence on Íhé uncertainty of the 
estimates of the heterogenous zones 6 and 7, which therefore 
have the widest intcrvals. This indicates that the number and 
location of data within these zones may be inadequate for mak
ing proper kriging estimates. 
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Hydrologic Inversion by Nonlinear Regression 
Suppose that sorne ofthe hydrogeological parameters in a 

ground-water modelare considered to be model parameters that 
have to be estimated from measurements ofhydraulic head. The 
model parameters then can be estimated by minimizing the 
least-squares criterion (e.g., Neuman and Yakowitz, 1979; 
Cooley and Naff, 1990; or Hill, 1992) 

S(b) = [h• -li(b)JT v;'¡h• -li(b)J + 
¡b•- bJT v;'¡b• -bJ (1) 

where b is the vector of model parameters to be estimated; h* is 
the vector of measured hydraulic heads; h(b) is the correspond-

\ ing vector of predicted (modeled) hea<l_~_at the me.,;ured welis 
uSmg the paraiñé-iers-b;"""Vh is th~ covariance matrix of the 
assumed Gaussian distributed uncorrelated true errors in head 
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Fig. 4. Estimated parameters and 95% confidcnce intervals. 

residuals, h*-h(b); b* is the vector of prior estimates of the changes in head. Such inaccurate or wrong assumptions are 
parameters; and V b is the covariance matrix of the true errors of common. 
b•. In this study a modified version of the USGS program í Errors in lhe modeled heads,h(b), anse: (1) from the factJ 
MODFLOWP (Hill, 1992) was used for the minimization of '' that the solved fiow equation provides at best only an approxi-

f equation ( 1). The modified version allows fora _full weight( :mate description oftrue aquifer behavior; (2) from the numerical t 

::. j matrix _qn t~e prior inf_o~fl.la~jpn, as is needed béca_use th~ p_Ij_<;>! 
1 

¡'discretization of the flow equation; and (3) from thc discretiza· \ l are correlated (see previous section). · ....---' tion of the hydrogeology (Neuman and Yakowitz, 1979; and 
--- The weighling of head data and the choice of model lPecketai.,I988).Atype(l)errorwillariseiffiowisassumedto 
parameters must always be considered when using nonlinear be horizontal, whereas the true flow is three-dimensional. The 
rcgression lo estímate ground-water model parameters. Thc thrce--di'mensionality will be reflcctcd by the measurcmcnts if the 
consideralions made in the present study are briefly discussed in ra"asured wells screen different parts of the aquifer. Type (2) 
the following. errors can be reduced by choosing a suitable numerical discreti

zalion. Type(3) errors arise from the scarcity oflield data so that ... 
Weighling Hydraulic-Head Data ~-importan! hydrogeological properties may not even be recog-

The head residuals, h0 -h(b), are funclions ofthe errors of nized or, ifsuch properties are recognized, field o.b.seMiionsare 
tpeasured heads, h0 • and of lhe errors of the modeled heads, o ni y sufficienúo estimate a limited number of model par-ame,~ 
h(b): túS>áne therefore has to-concentrate on the estimation of a . 

Errors in h* are normally caused by inaccuracics in thc '·ret3Úvely small numbcr of kcy parameters, for instancc by usi~g_/ 
measurement equipment or by rcadingerrors. In practice thcre is ·· parametcr zonation': Thc first and third kinds ofmodel crrors are 
a further source of errors, namely errors dueto macCcufái~r- ·common in practice and the consequcncc is that the model can 

Í
wrm;g;¡¡¡erprelatlons of whatlias· actuallii}een measured: A only predict the large-scale varialions ("the drift') ofthe ground-
liírong)nterpietatíori .. wffi;forlnstancC,arise ifa measured head water head/fiow. field, but not the small-scale variabilities. --, 

·"X- is áSsumed to be in the invesligated aquifer but actu~epre- : · We thus have to accept t~_l\t the ground-water mode_l_ i~~tJ _ 
sents the head in another hydrogeological unit. An(¡nacc\lrate, ·, 1 b'-st_ a model of lhe drift of _!he true head _field, and that th' 

Linterpretalion will, for instancc, arise if the heads meas u red in a : '¡' variance ofh0 from the drift (from now on lermed the measur< 
number of wells are assumed lo represen! a quasi-stationary j head variance) is the su m ofthe variance of h 0 menlioned above ) 
situation but were actually taken during a period with systematic 1 and the small-scale variance of the true head field. ..__: 
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·:" Objcctive wcighting of thc hcad rc!\iduals, h* - .l;(b), in- ~. thc~c logw-tran.,ntt!\ . ..,tvtltL.:!-..tn thc minimt~:atton ..:ritcrion cqua
cquation (1) rcqllires'that· Vh contains thc. mcasurcd·head vari- : :. tion ( l):..,for. zonc,·2· thc -prio1 estímate is -4.0, with -.,_ standard 

, · ... __ .,: anccs. ·For. thc·following cás·eS.~5-Úc6N.trianccs wcrc.cstimatcd by ·_ .. error ofq.~J~rzoncs 4. 5. and IJ thc prior estima te is -'J.O with 
·Chnstcnscn-{1995d).~through müllySis· of-lt~duais'.hc\wocA an ··· ,: .. a.Matl~~~rfor of 0.5: Thc:priur information.fr.o-m JLthology 

-~-estimate<.H:irift :and:..thc.-.measur.cd -kca~s:. :Thc·..a rlálysis ... ~¡ho~d: ·: .. ,;.;-was ~cd .tO·.·bc.:uncorrclatcd;_ ·F.urther .... cstimation . .showcd 
-,,_ :that. the.measurcd:;hcad :Variancc diffcrs:bctwccn.-two·types of ..... ·,.thal the log¡o:O.transritissivitics ofzonc~r4.and·5 could be combined 

subareas: it is relatively' small in the homogeneous part of·the· jnto one paramcter. Thcse priors, based on lithology, was uscd in 
aquifer and in the coastal arcas; butlargerin the heterogcileous the three cases 81, 82, and C. 
parts of the aquifer (Figure 2). The distribution of vertical hydraulic conductivities of the 

Two sets of hydraulic-head data from the 100 wells within confiniiig !ayer was divided into three regions: (1) a region 
the model arca (Figure 2) are used in the following: containing the transmissivity zones lto 5 (Figure 2); (2) a region 

(Bl) Accurate measurements, where the depth to the water containing the transmissivity zones 6 to 9; and (3) a region 
table of wells was measured by electric sounding during containing the transmissivity zones 10 to 17. Using altcrnative 
November 1988 and the wells were Jevelled. The typical mea· conductivity regions in thc rcgression showcd that fewcr regions 
surement error of head is therefore within a few centimeters. led toa poorer model fit to data, whcreas more than three did not 

(B2) Rough measurements from the well databasc of the improve the fit. Using as many as six conductivity rcgions led to 
Geological Survey of Denmark and Greenland (GEUS). significan! parameter correlations. 

For the !alter set of measurements the depth to the water We thus end up with 19 model parameters to be estimated 
table was meas u red by the drilling contractor at the time the well by regression, namely 16 zonallogJO-transmissivities (Y 1, Y 2, Y 3, 

was drilled. As the wells within the model arca were constructed Y,,, Y, .... Y.,) and 3 regionallogw-conductivities (Z, .. 5, z. .. ,, 
over a period of decades the heads have varied considerably and Z,o-.,). 
during the measurement period (see hydrograph in Christensen, 
1994a). The ground leve! reference of (82) was estimated from 
1:25000 maps with a 2.5 m topographical contour intcrval. Thc 
prccision of the contours is within 0.5 m. With the additional 
unccrtainty from unprecise positioning of thc well on the map, 
the typical error of the ground level-re-fereñce·wm b~· onC tO-tWo 
meters. llle-Íypical errorof1h"e"ineasurei:Cheads of(82) ¡;-¡·¡;;;s 
expected to be severa! meters. ~ 

The estimated meas u red head varianccs are listed in Table 3. 
The variancc increases with the heterogeneity of the aquifer as 
well as with the measurement uncertainty. The estimatcd vari
ances ofthe accurately meas u red (8 1) heads is one to two orders 
of magnitude larger than the expected measurcment variance 
from above. This is mainly dueto small-scale variance of the truc 
heads (horizontally as well as vertically). 

M o del Parameters 
A number of hyd rogeological parameters must be bown 

or estimated in arder to model the steady ground-water Oow in 
the studied leaky aquifer. In the present study the aquifer trans
missivity and the vertical conductivity of the confining !ayer were 
estimated by nonlinear regression, whereas the thickness of thc 
confining !ayer, the head ofthe ove!l~iÍlg aquifer, and the };V~th

. drawal rates from the aquifer were assumcd to be known. The 
latter parameters were taken from thc previous work of 
Christensen ( 1994a), who estimated the confining layerthickness 
from lithological data, modeled the hydraulic heads of the over
lying aquifer, and estimated the withdrawal rates from data on 
the annual withdrawals. The model boundary (Figure 1) and thc 
model grid are identicalto those in Christensen ( 1994a). 

The zonation of transmissivities and thc availablc head 
rneasurements are shown in Figure 2 and dcscribed abovc. Fig
ure 2 and Table 2 show that data are scarce in zoncs 2, 4, and 13 
and rather scarce in zone 5. Further, thc seaward ground-water 
flow through zones 4 and 5 is small (Christensen, 1994a) and the 
hydraulic gradients within these zones are also small. Thcse 
circumstances are consistent with the discovery that the estima
tion of log.o-transmissivity by nonlinear regrcssion is very unccr
tain in these four zones. To stabilize thc estimation, prior infor
rnation frorn the lithology observed when drilling was used for 

Results 
For case (81), only measurements in head data set 81 are 

used. The estimated parameters and their approximate 95% 
confidencc intervals (estímate± two standard errors) are shown 
in Figure 4 (e.g., Cooley and Naff, 1990, equations 5.4-13 for the 
calculation of standard error). The weighted residuals are nor
mally distributed with a variance of 1.09 (-), and they do not 
indicate any bias. 

The estimated log•o-transmissivities are general! y within the 
expected ranges even though the estimate of y, lies slightly 
outside the confidcnce interval for the corrcsponding estimate 
found by kriging (Figure 4). The width of the confidence inter
vals for Y 6, Y1, Y s, Y9, and Y 11 is between half and one, whereas it 
is between one and two for the remaining logw-transmissivities. 
The largest confidence intervals occur in zones within which the 
head observations are scarce ( e.g. zones 2 and 13) and ( or) the 
head gradients are small (e.g. zones 1, 3, 4/5, and 15). In the 
homogeneous part of the aquifcr, the confidence intervals are 
large for the estimates in zones with small head gradients. Con
trary to this, the intervals are small for estimates in the eastern 
heterogeÍleous párt of the aquifer wherc head gradients are 

.. significant. 
Comparing the confidence intervals of the regression esti

mates lo !hose of the kriging estimates (Figure 4) shows thatthey 
are similar for Y, and for Y,, i.e. in the heterogeneous part of the 
aquifer, whcreas the rcgression intervals are thrce to four times 
wider than the kriging ones for Y,, Y,., Y,., and y., in the 
homogeneous par! of thc aquifer. 

The estimated log"-conductivities of the confining tilllayer 
(Figure 4) correspond quite well to Christensen (1994a), who 
found an average value of -8.10 for the model area as a whole. 
However, according to thc prescnt study thc value is somewhat 
lower ( -8.46) for Z, .. ,. The confidence intervals of the estimated 
logw-eonductivitics are all quite narrow ca m pared to those ofthe 
logw-transmissivities. 

The predicted heads and the corresponding approximate 
standard errors (calculated as given by Cooley and Naff, 1990, 
equations 5.7-8) are contoured in Figure 5. This figure shows 
that the standard error of predicted hcads is less than 1 m in the 
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' ' Fig. 5. (a) Predicted heads [m], and (b) standard error of predicted heads [m] in case (81). 

homogeneous part of the aquifer, and gene rally less than 2m in 
the heterogeneous part. It is notable, however, that the error is up 
to 5 m within zone 2 dueto the great sensitivity ofthe head to the 
local parameters, which have large varianccs. Further, the stan
dard error is 2 to 5 m around well fields in the heterogeneous 
zones at Slagelse, where the stress of fiow is large. A result of this 
is that the predicted head is very sensitive to the estimated local 
parameters, especially the conductivity of the confining !ayer. A 
similar observation was made and explained by Cooley ( 1993). 

In case(Bl), the inaccurate head dataset (82) is used. If case 
(82) is compared tocase (81), then one can see from Figure 6 
that the cstimated log-transmissivitics changc Significantly (i.c., 
by more than two standard errors of the case Bl estimates) in 
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Fig. 6. Estimated parameters and 95% confidence intervals. 
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three arcas: around Slagelse (zones 8 and 9), in the northeasten 
area (zone 11), and in the arca of zones 3, 16, and 17: 

In case (82), there is practically no difference between the 
estimated Y s and Y 9 log-transmissivitics, which is inconsistent 
with thc gcological information in this arca. The unrealistic 
estimates result from the fact thatthe inaccurate head observa
tions in the Slagelse arca do not show the actual dramatic local 
variations in head. 

Both the estimated mean of Y 11 and its standard error are 
large, which is because the heads observed in case (82) within 
and adjacent to zone 12 vary randomly and show no distinct flow 
direction. The cstimatcd mean of Y 11 is vcry small beca use the 
observed heads within this zone (by coincidence) stmw a ~!cep 
gradient. Dueto the low estimated transmissivity of zone 11, the 
estímate ofthe adjacent Y u is larger. The standard error ofY ll is 
smaller than in the prcvious cases because sorne of the h~ads 
observed within zóncs 6, 11, and 12 are more sensitive to this 
parameter than in the previous cases. 

The estimated mean of, Y 1 is vcry srnall, and Y 16 is also 
reduced, because the obscrved head gradients in these zones are 
larger in case (82) than in case (81). To compensate for the 
reduced estímate of Y 16, the cstimated.mcan of Y11 increases in 
case (82). 

Figure 6 shows that z,.,_., has increased significantly from 
case (8 1) to case (82). This is probably beca use the observed 
heads within these zones on average are0.3 m larger in the latter 
case than in the former, which tends to reduce the predicted 
leakage. An increase of z,.,_., will balance this tendency. 

Due to the large data uncertainty it is not surprising that 
case (82) has wide confidence intervals (Figure 6). Most of the 

---<: 1 
/ 



· .c~timatcd iog-transmissivities have vcry widc intcrv.1ls, whcrca.s 
·.·. the intervals for ·the.log-conductiviiies are. still quite. narrow .. 

· · -::•· Thcrefore; in "'utline, theieStífna_t~d .transmissivitics :are very 
· '·" .. uncertain-while•thervertical conductíVities·of the confining·laycr 

:.':..seem.t-o be:.well:-determined. ·:· " .. :· . ·· ... - ... - · .. 
· .... ·Figure 7.shows.a map.ofthe predictcd-hcads.in.casc{.B2). A 

·•cornpanson .with-the head ·predictions in-case"(BI), Figure 5, .. 
·. shows that the heads differ significantly within thrce arcas:. 

firstly, the predicted heads in case (B2) have increased by up to 10 
m in zones 2 and 3; secondly, the heads around Slagelsc have 
changed by up to 5 m and the local variations are lcss drarnatic 
than in case (B 1 ); and thirdly, !he predicted heads in zone 11 ha ve 
increased as well as decreased locally by up to 3m. This is duelo 
the mcntioned changes in the estimated transmissivities of these 
arcas. 

Figure 7 also shows that !he standard error of predicted 
head in case (B2) in general has increased by 0.3 lo 1.0 m 
compared to case (Bl), Figure 5. This increase is due to !he 
general increase of the model parameter variances. The error is, 
however, reduced by up to 1 m within zone 2, and by up to 2m 
within the Slagelse arca. 

Christensen (1995d) also used a set of head measurements 
of moderate accuracy to estímate the studied model parameters. 
These heads were measured almost simultaneously in wells 
whose ground leve! was estimated from 1:25000 maps. In this 
case sorne of the estimated parameters change by up to two 
standard errors compared lo case (Bl ), and !he confidence inter
val increases for all the parameters. The consequence is that the 
standard error of the predicted heads generally incrcase by O. 1 to 

(a) 

., 

N 

' 

0.5 m comparcd tocase (B 1 ), but thc local mercase m ay be up ll.' 
.. J.m. 

.JnveiSionoWitlr..Prior-Information:from P.umping Tests 
. : .... ·.-::U :.prior,• informatWn .. oo~Jog..o-Uañsmissivit y . ._is .• availablc .. 

· .~from pumping tests;-·this information-can bc·used in the·mininu
zation criterion, equation ( 1 ). In this study such info.rmation was 
available (see above) for Y,, Y,, Y,, Y ... Y", and Y,. These 
parameters were estimated by kriging oflocal-scale transmissivi--
ties evaluated from pumping test data. Thc kriging covariance 
between these cstimates was calculated from Christensen ( 1995c) 
equation (12), which is similar to the zonal variance equation 
(V. 19) in Journel and Huijbregts (1978). In the regression, these 
covariances were contained in V b of cquation ( 1 ). 

N 

The regression in case (C) was thus based on thc prior 
information from pumping tests and on the set of accurately 
measured heads from above (case Bl). Residual analysis indi
cates that the weighted residuals are normally distributcd with a 
variance of 1.11 (-), which is similar to thc previous case (Bl). 
The predicted heads ofthe two cases generally differ by lcss than 
0.1 meters. However, in a par! ofzone 6, at the model boundary, 
the head of case (C) is up to 1.5 m higher than the head of case 
(B 1). No doubt this is due lo the decreased estima te of Y •· Head 
measurements are sparse in this arca, yet it might indica te a weak 
bias either in the llow model or in the kriging estimate of Y,. 

Figure 4 shows that no parameter estirnates deviate signifi
cantly from those that were estimated without prior information 
from kriging. The confidence intervals are narrower. in the zones 

(b) 

' Fig. 7. (a) Predicted heads [m], and (b) standard error of predicted heads [m] in case (82). 
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. ·. whcrc· kriging estimatcs .werc uscd, cspccmlly for Y 1 ~, Y 14, Y 1", (2) ·Forming zonal cstirnatcs by combining local -~Sllmatc)\ 
·: ··' and Yi7: For thcsc cstimates th~ interval width is about thcsamc · ··. :requires.closcly spaccdJocal data from thc cntirc zonC. This facl 

~; ·· · -.~:.ts ·for .:thc · kriging.:estima-n:&~on:.(~c:wholc:> thc. width of:·thc · · ;makcs;·i!,.~ttractive··to·supplemcnvaccuratcly. !Cstimi-ucd ~oca! 
·· ~ -.. _¿·::confidence·inter.vals is.unchanged foi'.parametcrs:whcrc.no prior, .·, ~·.lognr·1.r.añsJiiiSslvities..with predictions·madecfr-om sp~fic.capac

.:..;";¡afo.rmaiíanjs-lJSed. .. :.; :- · ·-~-·~- , ~- . . .-.• ·. \ .· ity .;afkiiii'ihol~gy,: both ..of.:which·.arc- obt.ai':lable· at .:low 'COSI 

·. ·. · · ·· · --',figureo 8 .cshowsctheo.reduction • of•thc.>sta:ncl ard· .-error of..·."··':Ho.¡yéVer ;íor:Jtllo:prc<liclitilA<modol-16 f>r.odwce-unbiasocl-prccl ic-
. : ·· prediCted heads from 'case (Bl) tocase (C) duc to the·introduc-· ·-aions ·requires·.quitc ·a lot· oLaccurate transmissivity .data· .for --~ ~--. · 

tion of prior zonal estima tes based on pumping tests. l'he stan- · estimating the parameters ofthe p'rcdiction modcl. That is, goo<l · 
dard error is reduced by less than 0.1 meter within most of the predictions can only be made in arcas whcre one álre~dy i,"as 
area, and the reduction only excceds 0.2 m in a few small areas. considerable knowledge of the transmissivity ficld. Furthc~ the · ·* 
The largest reductions occur in zoncs whcre the logw stÜÍlies ofChristensen (1995a; 1995b) indicatc that in sorne situa-
transmissivity estimation variancc is significan ti y rcclucccl through tions it is difficult ( or practically impossiblc?ftous~ata as'¡ 
the use of prior estimates. The generally small standard error predictors when the transmissivity only varíes within one to two., 
reductions may seem surprising when compared to the reduction orders of magmtude. :.J 

of sorne of the estimation variances. However, the significant In the present paper the zonal estimates wcre formed by 
reductions of estimation variance occur in the high-transmissive combining local kriging estima tes. lt is important to note that if 
zones, and the predicted heads are relatively insensitive to thesc kriging is used, log10-transmissivity data, prcfcrably from pump-
transmissivities. ing test analyses, are required to estímate the semivariogram. In 

Discussion and Conclusions 
The zonallog,.-transmissivity can be estimated ( 1) by anal

ysis of long-cluration pumping tests with multiwell observations; 
(2) by combining (averaging) locallog,.-transmissivity estimates; 
(3) by hydrologic inversion based on head data; or (4) by hydro
logic inversion based on head data and on prior information 
from pumping tests. 

( 1) The zonallog,.,-transmissivity can only be estimated by 
analysis of long-cluration pumping tests within confined and 
semiconfined aquifers. It is laborious and expensive and the 
testing causes inconveniente to other ground-water developers. 
In practice such tests are thcrefore only carricd out at a fcw 
selected sites. 

the present case this is f ulfilled for the homogcneous parts of the 
aquifer, whereas it is qucstionablc whcthcr there are adequate 
data for the heterogeneous parts (compare for instance the 
theoretical and the experimental semivariograms of Figure 3b). 

In a hcterogeneous zone, within .. Y!'_hj~h the logiO
transmissivity is characteriiCCroy~a l3rgc variance and a small 
correlaii0ñ.SC3Je: a lcii-ge·amoünt Or d-a:ia is needcd i~-eStimate thc 
Semivariogram anatO:-::-Pr0d-üCC_3_ z·onai unbiascd eStlffiaterrom 
kriging.-Üruortúíiáteiy'; it is'Oftéií oifficult to gcCSticn data in 
ñeterogeneous areas, because wells are scarce·(see for instance, 
Figure 1). Further, if the logw-transmissivity variance is large 
then the zonal variance m ay still be comparable to, ore ven larger 
than, the corrcsponding variancc of an est¡mate madc by hydrr 
logic inversion from head data. In the prescnt study, the Íi].~( 

sion estima~_QI!__~~~--IULof.log¡o:-~~an~_~i-~~lvity w~hin such ,-¡
. · )letcrogeñeou~.zone~.':"~~tte~ tha'!_thc zonal kriging cstimate, \ 
r~. \ano the. Wiéilh of the confidence intcrv.liCliheTnversion estímate -

J.::_, j was only reduccd mot.lerately by using thc kriging estimates as 
> ¡ prior information. E ven though the ~":I_t_~_!?? scarce_l.? ~raw 

Fig. 8. Reduction in standard error orpredicted hydraulic heads [m], 
rrom using prior inrormation in the nonlinear rcgression. 
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:--·'firm concluSionS,-the~pfesCñt stUd}r.leads onc tOOoubt the practi- , 

cal_:.'~form~g~l!ª"l kri~g-~s_!i_m_atcs from local elata' in 7·' 
h~t:,~?.~~l_!~<?.~~ -~_q\}._ifers_i_(!~~ e~~L~é!~<:~~T~ to ~ used asan input ) 
for ground-water models. . . . .- -

·--=--=--¡n horñogcncolls z~~es.-;h~~-~ the logw-lransmis~i~ity ~ri
ance is small and the correlation scale is large, ítiS-pOSsiblé ·t¿; 

--- ·- • ------ ... ·--· _,1 

s:implc the data to estímate the semivariogram and to form 
unbiased zonal estimates. In the prescnt case study the confi
dcnce intervals of thc zonal kriging estimates of the hÜinúge
nc;~~ones wcrc three or four Úmes narr~;;efthan the intervals 
of the corresponding estimates madc by hydrologic invcrsion. 

(3) The zonal hydrogeological paramctcrs can be estimatccl 
dircctly from 'observations of hydraulic head by nonlinear 
regression. If the purpose of zonal logw-transmissivity estima
tion is tq_pr_oduce inplJJ.fQ_~_a_ Qydrologic.mo<Jel_then in~e_r§i.Q_n is 
al'!-ª-~~~~~ estiff}a,ti(_)_J! -~~l!_Qd_.Jhc prescnt case study of a 
lcaky aquifer- deffionstrates, however, that inaccuraci_e_sj~--~he 
hcad ~ata_ m~ y _s_~riou~ly __ damage the_rel~ab~ity_ofthc estimated 
paiameterS-and, as a consequence, of the ground-water model: 

Using accurate head data (case 81), thc estimated zonal 
parameters (16 log .. -transmissivities and 3 log .. -conductivitie: 
of the confining layer) were within the expccted ranges, whereas 
the corresponding confidence intervals were both smaller and 
larger than the intervals of the zonal estimates produccd by 
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Simulation of Regional Flow and Salinity n rusion 
.in anJntegrated Stream-1\quifer System 

in CoastalRegion: Southwest Region of.Bangladesh 

by N. Nobi andA. Das Gupta• 

Abstract 
A numerical model for simulation of the regional flow and salt-water intrustion in an integrated stream-aquifer system in· 

coastal regions is developed, considering the dynamic interaction between the streams and the aquifer. The stream-aquifer model 
comprised of a two-dimensional depth-average.finite-element model of the aquifer .system and a quasi-steady node and reach 
model of the river network. The applicability of the model was demonstrated, through simulation of the spatial and temporal 
distributions of flow and salinity in the estuaries and in the underlying aquifer of the So!Jihwest Region of Bangladesh. The 
important management aspects of water transfer and additional purnping and their effects on the system were evaluated. The 
interactions between the streams and the aquifer significantly influenced the now and salt·water intrusion in the aquifer and the 
river network. An increased abstraction of ground water in the area caused a significant increase in the estuarine salinity. The 
salinity intrusion in the estuaries of the area, except in the southwest corner, could be reduced significantly by diverting the 
available water from the Ganges through the boundary river Gorai. 

lntroduction 
The goal of water resources planning and management is to 

meet the water demand of different uses in a most effective 
manner. One of the pressing environmental problems in the 
management of water resources is to ensurc adequate water 
supply of acceptable quality. As the development of all the 
possible sources progress with time, it becomes importan! lo 
utilize allthe sourccs in an integrated manner. The simulation 
models alone or in conjunction with the optimization techniques 
(by embedding or externa!! y producing the system responses) are 
widely used to analyze the optimal development and manage
ment problems of the water resources systems. 

A typical coastal stream-aquifer system consists of a com
plex river network hydraulically connected with the underlying 
composite aquifer system (mixed confined and unconfined con
ditions) (Figure 1). Both surface and ground water play an 
important role in meeting the domestic, industrial, and agri
cultura! water demand. Depending on the hydrological condi
tions, the stream-aquifcr interaction plays a significant role in 
planning and management of water ~0\J.!·::es ;;;. these systems. The 
aquifer and the river network are heierogeneous in character, 
and the system inputs like rainfall, runoff, recharge, and the 

· water demands also vary spatially and tempG:ally. Both systems 
are bounded by the sea along thc coast causing salt-water intru
sion. Water resources management in such a systcm rcquircs 
prcdiction of thc combincd cffects of flow from thc upstream and 
lides generatcd along the coast on the surface- and ground-water 
systems. 

Sim~lation models for indcpendent processes such as flow 
and salute transpoit in aquifer systems and in river networks, 
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salt-water intrusion, and 'stream-aquifer interaction have been 
deve!oped. However, the simulation of the regional flow and 
solute transport in a hydraulically connected stream-aquifer 
system has received very little attention. Reilly and Goodman 
(1985) reviewed the historical advancement in the quantitative 
analysis of sea-water intrusion in aquifers. Numerical models are 
based on the approximation of the transition zone between fresh 
water and salt water as a sharp interface (Volker and Rushton. 
1982; Lcdoux et al., 1990; Essaid. 1990), as well as on the concept 
of adispcrscd transition zone (Segol el al., 1975; Huyakorn el al., 
1987; Voss and Souza, 1987). The arca! distribution of water 

Rainfall 
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W1thdrawn 

Groundwater 
Withdrawn r ,.'f'f:'f~,. 

... , 
Boundary /J 
Outtlow/lnflow 
or lntrusion from 

Da tu m 
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Fig. l. A typical integrated stream·aquirer system in coastal region. 
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w1thdrawal and rcchargc and th¡;ir inllucnccs on thc arca! salt rcgion is from nonh to south. following topogrJ.phy. the lhm in 
distribution are the kcy issucs for managcmcnt of coastal aqui- the aquifcr and thc rivcrs i~ towards thc Bay of Bcngril in thc 
fcrs (Anderscn et al., 1988). From thc practica! point of view a south. 
regional analysis dealing .w.~th an an;~tl two-d¡mensional dispcr- Alon_gjJl.,~ coast. salt water from thC Ba: of Bengal intrud6 

.... _.sivc model-would be adcquatc for.tnaií3gcinent purposc(Lcdoux .. .into the:~quifcr.- and thc :rivcr..systcm and .degrades thc water 
".et al.,l990)." Numcrical·modcls .bavc.also bccn.dcvclo.pcd Jor". , ."'Juality .. The.t<>~al<iisso!Yed•olid (TDS) con_ccntration in ground 

. :~Sinmlation_.of instantancous fluctuating flow.-and.solute .trans- watervaries from 0.1 ppt (parts per thousand or gj 1) in the north 
port in a river network (Shen, 1979; Suppataratarn, 1990; Choi of the area to 1.7 ppt in the south (along the coast) of the area" 
and Molians, 1993). However, due to the inherent computa- About 60%ofthe area has the TDS concentration more than 0.5 
tional complexity of the available hydrodynamic models, espe- ppt. The TDS concentration in the river fluctuates seasonally 
cially when associated with the management modeling, it is depending on the amount of fresh-water flow" During the dry 
necessary lo develop a simplified river network model to couple season the extent of 1 ppt concentration is about 120 km from 
with the optimization algorithm. the coast. 

This paper, therefore, deals with the development of a 
simulation modcl for the regional flow and solutc transport in a 
coastal stream-aquifer system. This model can be used for the 
analysis of managemcnt problcms with thc conjunctive use of 
surface and ground Water as wcll as for thc control of salt-water 
intrusion. The model comprised of a two-dimensional depth
average finitc-elcmcnt model ofthe aquifcr system anda quasi
steady node and reach model for thc mean flow and salt trans
port in the rivcr nctwork. The models of the aquifcr system and 
the river network are coupled, through thc dynamic cxchange of 
flow and salt between the aquifcr and thc rivcrs, and are solved 
iteratively. The developed model is applied to simulate the areal 
distributions of flow and salinity in the river network and the 
underlying aquifer system of the Southwest Region of Bangla
desh. Important management aspects of the water resources 
development ofthe region are analyzcd. The simplified forms of 
the model, particular! y for the river network (f or mean flow and 
salute concentrations rathér than thc instantancous fluctuations) 
are used with thé objective that the model can be coupled with a 
nonlinear optimization techniquc to obtain the optimal water 
resources development policies for the system (Nobi, 1994). 

The Study Area 
The study area covers 16,195 km2 in the Southwest Region 

of Bangladesh as shown in Figure 2. The arca is bounded by the 
river Ganges in the north, rivcr Gorai-Modumati-Baleswar in 
the east, the Bay of Bengal in the south, and by the international 
border between Bangladesh and India in the west. The water 
resources in the arca consist of a complex rivcr nctwork which is 
hydraulically connected to the underlying alluvial aquifer sys
tem. In the wct season when the rivers are in high stage, the river 
systcm rccharges the aquifer and in the dry season as the river 
stage declines, water flows from the aquifer to the rivers as 
seepage flow. The available data for analysis corrcspond to 41 
ground-water leve! observation wells, 13 ground-water quality 
monitoring stations, 6 river gauging stations, 5 rivcr flow mcasur
ing stations, and 15 river water quality monitoring stations 
(Figure 2). 

The study arca is in a hum id climate with an annual rainfall 
rangingfrom 1500 to 2100 mm; about 90% ofthe annual rainfall 
occurring in the wet season (May-Sept.). Input to the aquifer 
system occurs mainly as natural recharge from rainfall and 
irrigation. Except for the boundary river Gorai-Modumati
Baleswar along the east boundary of the area, all other rivers of 
the system originate within the region. lnputs to the river system 
are the interna! runoff, seepage flow, and inllow from outside 
through the off-take of the river Gorai, Madaripur Beel route 
(MB route), and Sarupkathi (Figure 2). The land slope of the 

Hydrogeology 
.. """"' "The hydrogeological-system of the southwest region has 
bcen investigated by the Ground Water Hydrology Circle 
(GWHC) of Bangladesh Water Development Board (BWDB), 
through shallow and deep holes and pump tests at different 
locations. Altogether 41 hydrogeological sections (bore logs) 
and 33 pump test records were availablc from GWHC. The 
subsurface formation consists of a top silt !ayer (2-40 m thick) 
followed by a mixed fine and medium sand !ayer (20-100 m 
thick) lying on a relatively coarser !ayer of medium and coarse 
sand (30-140 m thick). This coarser !ayer is underlain by a fine 
sand and clay layer. lnformation for deeper strata below the bed 
of the Iower coarser !ayer are very limited. Within these depth 
ránges, layers of clay, silt, and very fine sands are also observed 
in sorne bore logs. Most of the shallow wells pump from the 
upper fine and medium sand !ayer, while the deep wells are in the 
lower coarser !ayer. Both the upper (mixed fine and medium 
sand) and the lower (medium to coarsc sand) water-bearing 
layers are hydraulically connected. 

In this study the system has been conceptualized as a com
posite aquifer lying on an impervious !ayer. The representative 
thickness of the conceptualized composite aquifer at a location 
depends on the thickness of the finer and coarser layers. The 
hydraulic conductivity and specific yield values for the aquifer 
were available from pump test reports. The aquifer thickness 
varies from 180m in the north to 60 m in thc south ofthe area. 
Thc maximum thickness ofthe top silt !ayer is about 40 m in the 
middle, and the minimum thickness is about 1 m in the north of 
the area. The hydraulic conductivity and specilic yield values 
vary from 70.10 180 m/d and from 0.00! to C.2, respectively. The 
regional distributions of the thickncss of th': aquifer Iayers and 
aquifer parameters are estimated through block kriging of the 
available data. 

Methodology 
Combined Stream-Aquijer Model 

The hydraulic connection and exchange of flow between 
streams and aquifer significantly influenced the distribution of 
flow and salute concentration in thc river and the aquifer sys
tcms. The river and the aquifer systems were therefore analyzed 
interactively. The rate of flow exchange bctween the stream and 
the aquifer was considered dependen! linearly on the head differ
ence between the aquifer and the stream (Herbert, 1970; Morel
Seytoux, 1975; Morei-Seytoux and Daly, 1975; Besbes el al., 
1978). 

Q., = Cr~h' ( 1) 

.. 
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Fig. 2. Study area, conceptual river network, and Jocation of observation stations. 

where Q,. is the exchange flow from stream to aquifer; Ah'= 
(h - H) is the head difference between the stream head (h) and 
the aquifer head ( H) in the vicinity of the stream; and Cr is 
designated as the stream reach transmissivity which depends on 
the stream bed characteristics and the shapc of the stream cross 

section. Cr was expressed in a simplified form as Cr = K, L,~ 
where K, is delined as the conductivity or leakage factor of the 
reach, and L, is the length of the stream reach. Only the advective 
transport of salute by the exchange llow (i.e., Q,.é,.) was con
sidered as the solute exchange between the stream and the 
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ized with a simplified network of totallength 1528 km (Figures 2 
·· .. ~:.and 5).:1n this conceptualization rivcr courscs in el ose proximity 
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Fig. 3. Staggcrcd time scherne for solution of thc cornbincd stream
aquifer rnodel. 

Fig. 4. Definition sketch of discretization of the integrated stream
aquifer system. 

aquifer. Q~ stands for the exehange flow between the river and 
the aquifer while e~ represents the eoneentration of stream
aquifer flow exehange deseribed as the eoneentration in the 
system (river or aquifer) from whieh water is flowing to the other. 

The flow and sol u te transport in the aquifer system (mixed 
eonfined and uneonfined eondition) was deseribed by a depth
average two-dímensíonal finite~lement model. For the river 
network, a quasi-steady nade and reaeh model was used to 
si m u late the flow and salute transport. The exehange of flow and 
sol u te between the two systems was ineorporated through nodal 
inflows or withdrawals in the aquifer model and the river net
work modeL The governing equations for these modeis are 
provided in the Appendix. Sinee the interaetion between the 
aquifer and the river system was dynamic depending on the state 
(head) of both systems, the aquifer model and the river network 
model were interdependent. 

The flow and salute transport model for the two systems 
along with tl-te intcraction between the systems constituted the 
combined slream-aquifer model. To avoid the computational 
effort for simultaneous solution (iterative) ofthe nonlinear aqui
fer model and the .--}ver network model, a staggered scheme was 
employed to salve the models altematively with a lag of half time 
step (Figure 3). The river network and the aquifer system were 
diseretized integratedly with an aquifer nade (a) eorresponding 
to eaeh of the river nades (r) (Figure 4).-At n" time step the 
exchange flow was approximatcd in the aquifer modelas Q~ = 
K,L,[h;-'12 - (H;-' + H:)/2]; where the subseript a denotes 
aquifer node corresponding to the river node r. The exchange 
flows (Q,. at different nades) eomputed at n" time step were used 
as known values in the river network simulation at (n + 1/2) time 
step. 

Conceptual System and Associated Data 
The aquifer system was diseretized into 586 elements with 

653 nades (Figure 5). A variable element size (4.5-7.5 km) was 
used with finer discretization near the coast. For the regional 
simulation, the complex river system ofthe area was conceptual-

·.·:_:.:channels .wcrc:ignorcd. The·river:network wa.."' discrctizcd i1: 
-1.73 ·reaches (reaeh-length ·var-ies.frem 5 -to"20 km as shown "' 
Figure 5) with 170 river nades, eaeh of whieh corresponded toan 
aquifer node for the computation of river-aquifer interaclion. 

The cross-sectlonal data of most of the reaches (water area, 
hydraulie radius, ehannel width at different elevations) were 
available from the South-West Arca Water Resouree Manage
ment Projeet (SWAWRMP) of Bangladesh Govemment. Cross 
sections of the intcrmediate reaches, for which no data we~ 
available, were estimated by linear interpolation of upstream and 
downstream scctional properties (Traver and Miller, 1993). For 
efficient computation, the cross-sectional arca and hydraulic 
radius of the river sections were approximated by parabolic 
relation of the form p = a(H - e)'; where p stands for the 
cross-sectional area or hydraulic radius; H is the water elevation; 
e is the lowest bed elevation at that seetion; and a and b are 
constants(different fordifferent reachcs). The parabolic relation 
for all cross scctions had a correlation eoefficient (R2 value) 
ranging between 0.84 and 0.99. The water surface area and the 
volume for individual river node werc also computed from the 
cross sections of thc connecting reaches and were approximatcd 
with the parabolic exprcssion. 
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Fig. S. Discretization of aquifer flow domain, river network, and 
boundary of the conceptual stream-aquifer system. 



Boundary System and Conditions 
Thc aquifcr system and thc riv_cr nctwork wcrc hvdrauli

l.":Jlly cnnncctcJ to thc Ray of Bc!1g~i-J_in thc s,)llth. Th~ mndcl 
houndary was extended m-tllc south to cst<.~hlish a :-.ca boundary _ 

(Figure 5). A time dcpendcnt hcad and solutc·conccntration 
(TDS) wcrc dcfincd along the southcrn boundary for both the 
aquifer and the river system. Boundary valucs werc specificd as 
thc monthly water level and TDS concentration al Pathargata 
and monthly TDS concentration at Hironpoint (stations indi
cated in Figure 2). The monthly inflows through the offtake of 
the Gorai, MB route, and Sarupkathi were uscd as time depen
dent flux boundary for the river systcm. 

The aquifer was bounded by the river Ganges to the north. 
A time dependen! head boundary condition, specified by the 
water levels of the river Ganges, was defined for the aquifer along 
the Ganges. Along the eastern boundary of the system the 
observed water levels of the Gorai-Modumati-Baleswar and the 
ground-water levels in the vicinity of the rivcr indicatcd that thc 
rivers and aquifer were hydraulically connccted. No lateral flux 
across the aquifer boundary was assumed along the Gorai
Modumati-Baleswar rivers. The western boundaryofthe model 
was along the international boundary of Bangladesh and India. 
The information ofthe aquifer system beyond the western bound
ary was not available. The observed ground-water levels along 
the western boundary varied from 1.0 to 14.0 m with an average 
annual fluctuation of ± 0.75 to 2.0 m. A significan! flowvarying 
spatially and temporally was expected across this boundary (as 
reflected by the simulation results, with a total average inflow of 
-11.2 m3/s andan average annual fluctuation of ± 18.9m 1/s). As 
such, a time dependent flux condition would be appropriate for 
the wcstern boundary. However, the boundary fluxes were not 
known. The system was, thercforc, calibrated with the estimatcd 
water Jevcls (obtained by kriging on obscrvations) as time 
dependent head boundary values along the western edge. The 
average monthly boundary flows (1985-1990), for each western 
boundary node, obtained from simulation with known bound
ary levels were considered as known time dependcnt flux condi
tions along the western boundary for prediction of system 
behavior in response to future development scenarios. 

Jnpuls and Stresses 
Thc moPthly runoff and natural recharge of individual 

drainag' suobasins (Figure 2) for the period 1985-1990 were 
available from the water balance study of SWAWRMP (1992) 
and were assu•·1ed uniformly distributed over the subbasins. The 
monthly withdrawals of surface water for individual subbasin 
arca were estimated based on irrigation-water requirements. The 
monthly ground-water abstraction (total of agricultural, indus
trial, and domestic) of individual subbasins for the pcriod 1985-
1990 were available (SWAWRMP, 1992). Depending on the 
thickness of the top silt !ayer, 10 to 20 percent of thc irrigation 
water was considered as irrigation rechargc to thc aquifcr. Thc 
TOS concentration in the surface runoff was considercd zero, 
and a TDS concentration of 0.1 ppt was considered for the 
boundary inflows to the river system (as measured at Kamarkhali, 
nade 92). The salinity of the soil of the southern part was 
relatively high which might be attributable to the capillary rise of 
the saline ground water(SWAWRMP, 1993). The recharge water 
leached the top soil and the sol u te concentration of the recharge 
water was considered ranging from 0.1 to 0.5 ppt varying uni
formly from the north to the south of the arca. 

Results 
Calibration 

-- The irrcfdel calibration consistcd of ;~d_¡ustmcnt-ofthc modcl 
·:,parametcrs until the modcl acccptably rcproduccd thc obscr.:ed 

· - seq4tnces of ground--watcr lcvcls and .conccntrations. and ri\'cr 
levcls, flows, and conccntrations. Thc adjustablc paramctcrs of 
the strcam-aquifer model wcre hydraulic conductivity, specific 
yicld, and dispcrsion para meter of thc aquifer system; roughness 
coefficient (Manning's n), longitudinal dispersion parameter, 
and tidal velocity of the river nctwork; and leakage factor of the 
stream-aquifer interaction. 

Continuous sequenccs of inputs, stresscs (e.g. surface 
runoff, rechargc, and surface- and ground-water abstractions), 
boundary values for a given period along with the observed 
sequences of water level, flow, and salinity were needed for the 
calibration ofthe model. A long sequence ( 1965-1990) of runoff, 
recharge, and boundary valucs were available (SWAWRMP, 
1992). However, the water abstraction data and observation 
records were available for a short period (1985-1990). A simula
tion period from October 1985 to September 1990 (with 60 time 
steps of one month each) was therefore considered for calibra
tion of models. The observed water lcvcls and sol u te concentra
tions of September 1985 (kriged over the whole domain) were 
used as the intial conditions. 

The ground-water levels showed a uniform scasonal fluctua
tion (range 2 to 5 m), reaching a minimum level in the dry 
months (March-April) and recovcring with recharge, to a maxi
mum level at the end of the wet season (Figure 6). The spatial 
distribution of simulated ground-water lcvels in thc ar"ea during 
Aprill988 matched satisfactorily with the observcd distributions 
(Figure 7). The overall root mean square error (RMSE) of the 
ground-water level calibration was 0.64 m with a 90% confidence 

Groundwater Level (m) 

10r-----------------------------· 

-- Simulated ..... Observed 
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Fig. 6. Comparison of the simulated and the historical ground-water 
hydrographs for selected locations. 
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Fig. 7. Simulated ground-water levels compared with observed levels 
in Aprill988 (lenls in m above mean sea level). 

interval of ± 1.05 m. The calibration error was relatively high 
with RMSE of 1.46 manda 90% confidence interval of2.46 m at 
node 46 (KT-38); however, the error was localized. In the 
absence of observed time series ofTDS concentration, the simu
lated distributions of TOS concentration in aquifer were com
pared with observed valucs during Aprill990 anda good agree
ment was found (Figure 8). No observation station was available 
within 20 km of the coast to properly calibrate the model for 
salt-water intrusion. 

There was a very good agreement between the observed and -
the simulated river levels and flow hydrographs (Figures 9 and 
lO). The RMSE and 90% confidence interval of the overall river 
leve[ calibration were 0.35 m and ± 0.58 m, respectively. The 
overall RMSE of river flow calibration was 137.63 m3fs; how
ever, higher errors were associated with high flows, and relative 
error was quite less. Thc model simulated thc distribution of flow 
in the river network adequately. Discrepancies between the 
observcd and the simulated results of the monthly average TDS 
concentrations in river water were not significant (Figure 11). 
The overall RMSE ofTDS calibration was O. 95 ppt. The calibra
tion errors were slightly high for sorne locations. However, the 
estimation of monthly average values from the observed monthly 
maximum records (available) might involve uncertainties. 

The calibrated hydraulic conductivity of the aquifer ranged 
from 70 m/d in the south of the area to 180 mfd in the north. The 
specific yield varied from 0.001 to 0.18. The calibrated channel 
roughness coefficient (Manning's n) was in the range 0.02 to 
0.039. Since there was no field measurement for stream-aquifer 
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Fig. 8. Simulated and observcd solute concentration (in p 
ground water during April, 1990. 
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Fig. 10. Comparison of the simulated and the historical river flow 
hydrographs at selected stations. 

leakage factor, initially the leakage factor was estimated as 10% 
of the hydraulic cond uctivity of the underneath aquifer. The 
calibrated leakage factor ranged from 0.5 to 10 mfd; rather a 
high value because of accountingfor leakage from the numerous 
small creeb and rivers which were ignorcd in the conceptual 
river nctwork of the regional model. The tidal velocity of differ
ent reaches were estimated from the tidal volume (volume of 
water flow through a river section over a half tidal cycle dueto 
tide only) of different reaches (SWAWRMP, 1992). The tidal 
velocities were tuncd with othcr parameters to adjust the modcl 
results (river TOS concentration) with the observed records. The 
tidal velocity of the river highly influenced the salute concentra
tion of rivers. Field measurements of effective porosity, and 
dispersion parameters of aquifer and rivers wcre not available. 
For the aquifer system, an effective porosity of 0.2 with longi
tudinal and lateral dispersivity as 350m and 100m respectively, 
were adopted for a satisfactory model response. Thc longitudinal 
dispersivity of rivers was taken as 8 m. 

Sensitivily Analysis 
The effects of changes in model parameter values and 

boundary values on simulated results were evaluated through a 
sensitivity analysis. For selected observation stations, these 
results with respect to defined base conditions are provided in 
Table l. A 0.5 m change in water leve! along the western bound
ary resulted in a change of0.05 m in water leve! at adistance of5 
to 15 km from the boundary. The observation well JE-48 (nade 
118) (Figure 6) was clase to the eastern boundary and the well 
KG-19 (node 283) was 6 nades (35 km) away from the western 
boundary. Water levels at these wells were not significantly 
inlluenced by the western boundary condition and represented 
the system 's performance. 
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Fig. 11. Simulated monthly average solute concentrations (in ppt) in 
river water compared with observed values at different locations. 

The changes in K value, stream-aquifer leakage factor, and 
Manning's n affected the exchange flow between aquifer and 
streams. Also, changes in tidal velocity affcctcd the rivcr salinity. 
However, the extcnt ofvariability with rcspcct lo base conditions 
was not significant. Thc ground-watcr vclocities in thc regional 
model were comparatively low, and the model was found to be 
less sensitive to the dispcrsion parametcr of thc aquifer. For thc 
ranges of para meter values considered, the model response was 
found to be stable. 

Discussion 
Stream-Aquifer lnteraction 

Thc stream-aquifer exchange flow and the flow across the 
.toundaries of the aquifer of the system were simulated for thc 
period 1985 to 1990 (Figures 12 and 13). The stream-aquifer 
it teraction in the system was quite significan t. In fact in thc dry 
:,:;ason thcrc was no surface runoff, and the dry season flow of 
the interna! rivers was mainly thc seepage flow from the aquder. 
The stream-aquifer exchange flow of the system fluctuated sea-· 
sonally. In the wet season, whcn the river stage was high, water 
flow was from the river to the aquifer. In the dry season as the 
river leve! dropped below the ground-water levels, the flow 
condition was reversed (from aquifer to river). Thc rate of flow 
exchange was highest immediately after thc wet season as the 
river leve! dropped quickly and after that the rate of exchange 
llow reduced gradually as the river and the ground-water levels 
became clo5er. 

Evaluation of Management Aspects 
The water resources management in the arca mainly 

involved optimal allocation of surface water and ground water 
(to maximize the benelits) as well as controlling the salt-water 
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intrusion in the estuaries and aquifer (SWAWRMP, 1993). The 
leve! of salinity in the estuaries was quite high and it was de· 
sirable to reduce ihe salinity intrusion. At the same time the 
irrigation abstractions in the area were much less than that 
required for full agricultura! development (Nobi, 1994). lt was 
therefore, preferable to abstrae! more water for irrigation, ifthe 
resource was available. Also there was a seo pe of divcrting water 
from the Ganges through the river Gorai (Figure 2) to control the 
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Fig.12. Mean monthly exchange offlow between river and aquifer at 
node 81-99. 

salinity intrusion in the estuaries (SWAWRMP, 1993; Nobi, •• 
1994). To find the effect of additional flow in the river network 
andan increased abstraction of ground water from the aquifer, 
the calibrated model was further applied to simulate (for the 
period 1985-1990) two conditions (a) with an additional flow of 
250 mJ/s (during dry months Jan.-May) through the Gorai, and 
(b) with a 30% increased ground-water abstraction. With the 
increased ground-water abstraction, as the ground-water leve) 
declined, the stream-aquifer exchange flow (from aquifer 
river) reduced significantly(Figure 13). Consequently, the sal. 
ity in the river estuaries increased (Figure 14). The existing 
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o 

::_ 

• Normal Condition 

D 30% lncreased GW Abs. 

( Month Apri 1) 
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Fig. 13. Changes in Oow exchange for different conditions. 
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Fig. 14. Changes in river salinity for different c~nditions. 

abstraction of ground water in the southern part (near the coast) 
of the region was very low, and a 30% increase in the abstraction 
of ground water, theref ore, did not change the regional distribu
tion of TDS concentration in ground water significantly. How
cver, an increased abstraction near the coast induced salinity 
intrusion. 

An additional flow of 250 m'fs through the Gorai signifi
cantly reduced the salinity in estuaries (Figure 14), as additional 
flow flushed salinity towards the sea. In the dry season, 90% of 
the flow of Gorai passed through the rivers Pussur and Sibsa, 
and the additional flow therefore significantly reduced lhe salin
ity in the Pussur and Sibsa estuaries (in the middle of the 

. southern boundary, Figure 2). The effect of additional flow was 
comparatively much less on the Kobadhak estuary (node 60 in 
the southwest cerner, Figure 14) and Goshikhali (node34, in the 
southeast corncr). lt was not fcasible lo control thc salinity 
intrusion in the Kobadhak estuary by an additional flow through 
Gorai. However, the effect of increased abstraction was rela
tively higher on the Kobadhak estuaries. Thus, the salinity in the 
estuaries could be controlled up to a ccrtain extent in certain 
sections by diverting additional flow from the Ganges through 
thc river Gorai. The effects of additional flow through Gorai, 
and the increased ground-water withdrawal on thc regional 
distribution of salinity in the estuaries are shown in Figure 15. 

Conclusions 
Conjunctive use of suñace and ground water in coastal 

stream-aquifer systems is one of the most significant strategies 
for optimal development of water resources maintaining the 
salinity intrusion level within the desirable limit. This rcquires an 
assessment of flow and saline-water intrusion in the river net-

Simulation of the areal distribution of flow and salinity in 
the river nctwork and in the underlying aquifer system of the 
Southwest Rcgion of Bangladesh during the period 1985-1990, 
through proper calibration of model parameters, demonstratcd 
the practica! applicability of the modeling approach. The · 
dynamic interaction between the rivers and the aquifcr system 

-· significantly influenced the flow and the salinity intrusion in both 
systems. An increase in ground-water abstraction resulted in a 
reduction of stream-aquifer exchange flow (from aquifcr to 
river) anda consequent increase in salinity lcvel in rivcrs. How
ever, with thc divcrsion of additional now through the Gorai, the 

· salinity intrusion in the arca could be controllcd to a significant 
extent. The extent of ground-water use in the southern part of 
the region was very low, anda marginal increase in ground-water 
abstraction or river flow did not change appreciably the regional 
distribution ofTDS conccntration in ground water. The simula
tion models, thus developed, provide a useful tool for assessmcnt 
of any water management scheme prior to implementation. 
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Appendix: Mathernatical Model 
Aquifer Syslem . 

By combining the momentum equation with the mass bal
ance of the fluid per unit horizontal arca of the aquifer, the 
equation for the depth-average flow is described as 

aH 
S,-- V(BKVH) = Q, at (A.I) 

where H (x, y, t) is the totalenergy head above datum(L); Bis the 
saturated thickness offlow (L): constan! for confined condition 
and approximated as (H-Z) for unconfined condition, Z(x, y) 
being the elevation of the aquifer bottom above the datum (L); 
K(x, y) is the hydraulicconductivity(L/T); Q,(x, y, t) is !he fluid 
injected (-ve for withdrawal) per unit arca of the aquifer 
(L3/L2 T); S,(x, y) is the specific yield for unconfined condition 
and storativity for confined condition; and t is the time (T). The 
fluid velocity, v(x, y, t) is defined as- K'VH/< (L/T), in which 
<(x, y) is the porosity. 

The salute mass balance pcr unit arca of the aquifer in 
conjunction with the fluid mass balance is given by (Voss and 
Souza, 1987; Nobi, 1994) 

ac, 
<B- + <BvVC,- V[<BDVC,] = Q,(C:- C,) (A.2) at 

where C,(x, y, t) is the solute concentration (\i,j ~.1); Ct(x, y, t) 
is the concentration of the solute in source or sink (M,f M); D(x, 
y, t) is the dispersion coefficient tensor, defined for isotropic 
porous media in two dimensions as (Scheidegger, 1961) 

D = 1 D., D., 1 
Dr~ Dyy 

(A.3) 

with 
1 

D.,= R (aL v.' + <>Tv,') + Dm; 

1 2 2 
Dyy = R (<>TV• + <>LV y ) + Dm; 

1 R (<>L - <>T) v, v,; and 1 v 1 = (v.' + v/) 112 

where Dm is the molecular diffusion coefficient of the solute 
(L2/T); a L(x, y) is the longitudinal dispersivity (L); <>T(X, y) is the 

transvcrse dispcrsivity (L); v.(x. y. t) is thc .\. compont:nt nf thl· 
· velocity v (LfT); and v, (x. y. l)-is thc y compo nl'nt of t lw '~-.·llll'll: 

v (L/T) .. -~,-
-:Thc-Galcrkin weightcd residual finitc-dcnwnt t~.-·chni4ul· i~ 

.-:.uscd.-toogenerate appr-oximating·equations for thc ground-watcl 
flow and salute transport cquations. ·For dctail formulation. 
reference can be made to Voss and Souza (1987) and Nobi 
(1994). 

River Network 
For the regional-water management in an intcgratcd 

stream-aquifersystem, the mean flow, mean water levels, and the 
average salinity (daily. weekly, or monthly) in thc rivcr networks 
are important ratherthan the instantaneous fluctuations offlow, 
water levels, and salinity. This implies that thc physical behavior 
of the surface-water system in thc hydraulically connected 
stream-aquifer system is represented by a simplified network 
model for mean flow and sal! transport. 

The hydrodynamiccharacteristics of a river nctwork can be 
described by the fo!lowing equations 

aA aQ . . 
- +-- Q, =O (contmu¡ty) 
at ax (A.4) 

aQ +~(a~)+ gA ah= 
at ax A ax 

gn
2Q IQI 

-
413 

(momentum) 
AR 

- (A.5) 

where A is the water area(L2
); Q is the river discharge (L3/T); Q, 

is the lateral inflow (L3/T); n is the Manning roughncss coeffi
cient; R is the hydraulic radius (L); and h is thc hydraulic head in 
the river (L). 

Considering a quasi-steady-state condition, thc average 
salinity over a tidal period ora multiple of it, can be described by 
a time average one-dimensional dispusion cquation (lppen, 
1966) 

ac, +u, ac. = ~ (o. ac,) 
at ax ax ax 

(A.6) 

where Uc(x, t) is the fresh-water velocity {LfT); C,(x, t) is the 
average s~linity (or~_solute concentration) in the river water 
(M,fM); and D, is the dispersion coefficient (L

2
/T). 

In the modeling process, the river network is conceptualized 
as a number of river reaches by nodes. All lateral inflows or 
outflows (runoff, withdrawal, flowexchangc with aquifer, diver
sion from externa! sources) from the network are considered 
only at the nodes, and the flow in an individual reach is assumed 
to be quasi-steady and density independent. The fluid mass 
balance (A.4) for an individual node is expressed as 

t.h, 
AN,-= ¡ Q,.-Q,,-Q,,,+Q~o 

At nNR, 
(A.7) 

where h. is the watersurface elevaüon above datum at node i (L); 
AN, is the nodal arca ofnode i (L2

); Qn is the inflowto the node i 
from node r (L3fT); NR; is the set containing nodes that are 
connected to nade i; Q .. is the water withdrawal from node i 
(L3fT); Q,. is theexchange flow between the river and the aquifer 
at node i (L3/T); Q¡, is the inflow (boundary llow, runoff, diver
sion from externa) sources, etc.) to node i (L3/T). 



• 
With thc assumption of aquasi-stcady Oow, thc momentum 

cquation for an individual reach is reduced to Manning's equa
tion a<> 

Q., = .w,(h,- b,)¡ jh,-J>,J 112 (A.8) 

whcrc subscript ri stands for thc average val u e of thc associated 
'paramctcrs of the reach between nade r and i; Wn = An Rn 113 ¡ 
n .. Ln °"3 

is the reach factor; and Ln is the length of the reach ri. By 
incorporating the boundary conditions and exprcssing the 
temporal derivatives by an implicit finite-difference approxima
tion, the rcsulting nonlinear system of equations is sol ved ltera
tively, employing the Newton-Raphsonmethod with theempiri
cal rclaxation scheme as in the aquifer model. Parametcrs ofthe 
river cross sections (such as arca, hydraulic radius, top width, 
etc.) are approximated in terms of water depths with parabolic 
expressions for efficient computation (Nobi, 1994). 

In the conceptual river network, salt concentration is 
assurned to be uniform throughout an individual node (i.e., 
well-mixed condition). The solute mass balance (A.6) for an 
individual node is described as 

.ó.C,¡ 
V,--= 

ll.t 
l: 

rt:NR 

(A.9) 

where V; is the volume ofwater in node i (L3
); A,; is the average 

water area of reach ri (L2
); Dn is the dispersion coefficient of 

reach ri (L2/T); <':~ is the concentration_of advective flux de
scribed as the concentration of the upstream node of the reach 
(i.e., the node from which water is flowing) (M,/ M); C,., is the 
concentration of stream-aquifer fiow exchange described as the 
concentration in the system (river· or aquifer) from which water is 
flowing to the other (M,/ M); ande, is the conccntration of the 
lateral inflowing water (M,/ M). 

The dispersion process associated in a coaslal rivcr network 
is conceptualized as the combined effect of thrce different pro
cesses; viz., (1) molecular diffusion, (2) longitudinal dispersion 
dueto fresh-water flow, and (3) tidal dispersion or mixingdue to 
tidal fluctuations. Thus the overall dispersion coefficient for the 
time-average dispersion model is defined as 

(A. lO) 

where Dm is the moleculardiffusion coeff;:ient (L2/T); DL, is the 
longitudinal dispersion coefficient íorreach ri =al U rri 1 (L2/T), 
in which U rn is thc fresh-water velocity in rcach ri, and a is thc 
longitudinal dispersivity; and DTn is the ,id al dispersion coeffi
'cient for reach ri (L2/T). Within the tidal zone, tidal mixing is the 
main dispersion process. The tidal mixing is accounted in thc 
time-average dispersion equation (A.9) by incorporating the net 
advectivetransportoftidalfluctuationsas[An(C,- C.)(vr,
U~r.)/2] in the dispersion coefficient, where VTn is the average 
tidal velocity over half tidal cycle in reach ri (L/T). The tidal 
advcctive transport rcsults from thc difference of transport dur
ing one-half of the tidal cycle from the downstream node of a 
reach to the upstream and the transport from t~e upstrcam nodc 
to the downstream during another half of the tidal cycle. Thus 
thc tidal dispersion coefficient is described as DTn = Ln(VTri

Urn)/2 ~O. 
By approximating the temporal derivative with an implicit 

finite-difference scheme and incorporating the specified conccn-

tration boundary condition in (A.9). thc 1 csuhmg linear systcm 
of equations are solved by the Gaussian elimination mcthod, at 

, evcry time.step aftcr-the solution of-thc now modcl. 

• 
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. Efficient and Responsible Use of Prior Information 
:', :in~Inverse .. Metho~ds 

by Richard Weiss" and Leslie Smilh• 

Abstract 
Prior infonnation on p3rame:.rs such as hydraulic conductivity or ground water recharge rates is often used lo stabilize the 

in ve~ prnbiem in parameter estimation. A cautious use of prior information is advisablc, however, beca use it may be biascd or 
unrepresentath·e of the modcl parameters and/or it may not significan U~· stahilize the para meter estima tes. Procedurcs a~ givcn: 
(1 l to idenlif\' the model parameters for which prior information may best stabilize thc paramctcr set; and (2) to idcntify the modcl 
parameters for which errors in the prior in!"orrnation lcad to the smallest possible errors in thc final set of paramctcr estima tes. The 
first case is rcferred to as the efficient use of prior information; the second case is referred toas the responsiblc use of prior infor~ 
mation. The procedures are based on an analysis ofthe model parameter space using response suñaces, multiparametcr confidcncc 
regions, and eigenspace analysis. The guidelines lead to the selection of prior infonnation on those p~r.:~meters whose axes are most 
closely aligncd "ith the longest axis ofthe paramcter confidcnce region. Simple synthctic examples are used to explain thc conccpl<. 
The advantages gained in screcning the model parameters to idcntify those paramcters for which prior information will be most 
efficient and responsible in detennining the final values of the parameter estimates are demonstrated in the calibration of a 
ground water flow and solute transport model for the San Juan Basin, New Mexico. 

lntroduction 
The in verse problem in ground water hydrology is the basis for 

formalized parameter estimation, but it is generally i!l-posed 
(Yakowitz and Duckstein 1980). Three majar issues result from the 
ill-posed nature of the in verse problem: uniqueness, identifiability, 
and stability (e.g., Carrera and Ncuman 1986a; McLaughlin and 
Townley 1996). A solution ro thc inverse problem is unique if the 
set of estimated parameters is the only set which satisfies lhc con
ditions to be a solution (Tarantola and Valeue !982). A rnodel 
parametcr is non-idcntifiable if the model outpm is not sensiti~ to 
that parameter (Chavent 1979). For instance, in a one-dimensional 

- model with rrestiiiJed head boundaries, the hydraulic conductiv
ity is non-identifiable using only hydraulic head data. When all 
model parameters, .'ru:luding those describing the boundary con
ditions, are esúmated using only hydraulic head data, the set of 
model parameters is non-identifiable (e.g., Cooley and Naff 1990). 
As a consequencc. it is common practice to estimate only a subsct 
of the modcl paramcterS, usual! y the interna! model par.uneters such 
as hydraulic conductivity or recharge. Paramcter instability occurs 
when small errors in the data lead to large errors in the esúrnated 
parameters. BeCa use errors in the data are unavoidable. large errors 
in esúmated parameters are common in unstable problcms. Unstable 
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parameter sets also lead to large uncertainlles in the values of the 
esúmated parameters. 

Independent infonnation on the esúmated parameters (called 
prior infonnaúon) has bcen recognized as valuable in stabilizing the 
in verse problem (e.g .• Cooley 1982). A cautious use of prior infor
mation is advisable, however, for two reasons. First. prior information 
may not significantly stabilize the parameter estimates. There is lit· 
tle ad\'antage to be gaincd in obtaining prior infonnation about a para
meter that will not be effecúve in stabilillng the modeJ. parameter set. 
We define the cfficient use of prior infonnation as the identification 
of !hose paranietcrs for which prior iffiormation will stabilize the para
meter set to the greatest possible extent Second, the prior information 
may be unrepresentaúve or biased with respect to the model para
meter values. Prior infonnation influences not only the final estimates 
of those parameters with prior infonnaúon, but also the estimates for 
the other model parC~metcrs. Small errors in prior infonnation may 
lead to grcatly magnificd errors in the final cstimates for other 
model parametcrs. The responsible use of pnor infonnation is 
dcfincd in tenns of the identification of how errors in tht prior 
information will influence the final parameter cstimatcs. The most 
rcsponsible parameters for prior infonnation are those pararnetcrs for 
which errors in the prior infonnation havc the lea'it influence on the 
final parameter esúmates. Note that no moral connotaúon is attached 
to thc use of the tenn responsible, rather it simply reflects a prudent 
decision based on prior infonnation. 

Severa! factors may cause the prior infonnation to be biased 
or in error with respect to the model parametcr values. First, prior 
inforrnation is often obtaincd ata scaJc that is differcnt from the scale 
that applies toa zone in thc simulation modcl, which can create a 

.. 



consisten! bias in the prior information relative to the values that By the likelihood ratio method, contours of the response sur-
apply at the model scale (e.g., Beckie 1996). Second, prior infor- face represent boundaries of the confidence region for the pararneter 

· -· .. · mation is sometimos extrapolated from measurements laken outside --'·' estimates (Ral!mwsky 1984 ). For large n, and under the assumptions 
·, .the modeled region, and may not repfesent parameter values·.within -·-·· that the ~nties in the data are normal! y distributed, known and 

-- • ·.co •• -·the--modeLdomain: Third;:prior.:information.may.be.:obtained .in , included in :V0 and VP;cand that.model error is negligible,-an appro; 
.. -.. ~:regions-that-are not•representative.oLlbe.entire:miiL ln.low.per- ·.imate (1-a)ólOO% confidence region for the parameter set Í• 

meability· units, hydraulic conductivity measurements are often gi;en by: . ' 
obtained in higher perme-ability lenses within those units. If the prior 
infonnation is obtained from tests 11ear the outcrop of a hydroge
ological unit, it may not represent the parameter values for the same 
unit at depth 

Procedures are given in this paper to identify those parameters 
for which prior information will most efficiently stabilize the para
meter set, and to identifY those pararneters for which errors in the 
prior information lead to the smallest possible errors in the final para
meter estimates. Simple two-parameter examples are used to 
demonstrate the concepts, which are then applied to a multipararneter 
problem. Finally, these concrpts are used in the calibration of a 
ground water flow model of the San Juan Basin in New Mexico. 

Concepts of Parameter Space Analysis 
In this work the inverse problem is sol ved using a nonlinear 

regression approach and a modified Gauss-Newton method, fol
lowing Cooley and Naff (1990) and Hill (1992). Th< nonlinear 
regression approach minimizcs an objective function S(b) to esti
mate the P!lrameters b, with the resulting parameter estimates 
defined as b. For a pararneter estimation problem using hydraulic 
head and prior infonnation on model parameters. lhe objective 
function is: 

S(b)=(Y- f (b))T v.-' (Y- f(b))+(bp- b)TVp-1 (bP -b) (1) 

where the model is represented by the relationship f(b) and Y is the 
set ofhydraulic head measurements (i =l,n). Matrix V0 defines the 
covariances arnong the hydraulic head data Vector bP represents the 
prior information on model pararneters, and matrix VP defines the 
covariances arnong the prior infonnation. 

The parameter space for a model is the p-dimensional space that 
contains aH possible combinations of parameter values. where pis 
the number of modcl ¡¡ararneters. Each model parameter is repre
sented by an axis in parameter space. Values of the objective func
tion S(b) can be mapped into the pararneter space, and 1hese values 
define a p-dimensional surface called the response surface (or the 
objective function surface). The global ntinimum in this re-sponse 
surface define-s the set of the parameter estimate-s b. When only two 
model parameters are e-stimated, a map of the response surface can 
be constructed and visualized using a contour plot ( e.g., Poeter and 
Hill1997). 

Pararneter space analysis is a valuable tool in understanding and 
calibrating simulation models. This tech1~que has been used to 
understand parameter estimation issues in rainfall-runoff models 
(Sorooshian and Dracup 1980; Sorooshian and Arfi 1982; Kuczera 
1983; Sorooshian and Gupta 1983; Sorooshian and Gupta 1985 ; 
Gupta and Sorooshian 1985), to show that log-transformation of 
hydraulic conductivity generally results in bener-<:onditioned para
meter estimates for ground water models (Carrera and Neuman 
1986a), and to evaluate the inlluence of two data types on pararneter 
estimares in unsaturated flow experiments (foorman et al.l992). In 
this paper we demonstrate how an analysis of the pararneter space 
can be used to guide the efficient and responsible use of prior 
infonnation. 

S(b) - S(b) E ( ) 
2 spap,n-p_ 

S 

(2) 

where F(p,n-p) denotes an F distribution with p and (n-p) degree-s 
S(b) 

offreedom (Dunn and Clark 1974), and s2 = --. 
n- p 

If the response surface is ploned using values of (S(b}-S(b))ls2, 
contours of the response surface represent confidence regions. 
Figure 1 illustrates a response surface and confidence regions for 
a two-pararneter system. The para meter axes b 1 and b2 are scaled 
by their estimated values, so that the pararneter space represents the 
relative uncertainties in the parameter "!stimateo;;, a'ld r:.o! jus: dif. 
feren¡;es in parameter values. Scaling parameter space is equivalent 
to comparing coefficients of variation rather tr.J.n cornj)aring para
meter variances. Because of the scaling, the point in pararncter space 

b, 

~ Unlvcri:tta conlk:JencalntetvOI tOf b, 

Figure 1. Response suñace, univariate confidence interval and joiot 
confidence reglon for parameters b1 and b.z. 

at b1=1.0, b,=I.O represents the parameter estimares. For large n, 
a univari?~'! confidence interval on either b1 or b2 at one st.Afldard 
deviation (68.6% confidence leve!) is éalculated from the 1.0 con
tour. The joint confidence region for both pararneters at a 68.6% con
fidence le\ e: is given by the 2.3 con tour. 

The confidence region defined by the resoonse surface reflects 
the true nonline-arity of model parameters. 1t is often convenient to 
work with a linearized approximation to this nonlinear confidence 
region. The linearized confidence region can be defined as: 

(3) 

where X is the sensitivity matrix evaluated at the parameter esti-
• a(f(G)}; • 

mates. The elements of X are a6, , where f (b)¡ is the model esti-

mare of the ith data value and bi is the jth parameter estimate. The 



ltrix y-lis !he inver>e oflhe total covariance matrix. The bound
f of.lhe linearized confidence region given by Equation 3 forms E 

----- 6000m ----+ 

· ellipsoid in·parameter.space centered on b. 
The.ellipsoid -in .p-dimensional·space is ·difficult ·to. visualize . 

. more convenienuo calculate its majar a.xes:Theleflgth..arui on::· ···_--u 
tation of these axes can be cakulated from the approximatc m 
:ssian malrix ()(TV-1X) using singular vabe decompositJOn :::I: 
VD) to obtain the eigenvalues and eigcnvectors. The square root -¡ 
the ihverse of the eigenvalues are the lengths (L) of the axes of ~,¡::: ·o 
! cllipsoid. The associated eigenvectors are unit vectors (U) 8_ 
fining the oricntation of the axes of the cllipsoid with respect to (/J 

: parameter axes. The boundary of this cllipsoid is calculated to 
incide with the 1.0 contour of the response surface. The total crer-
ient of variation for cach parameter, CV¡, can be calculated 
1m the axcs of the confidcnce ellipsoid as: 

i=l,p (4) 

Conceptually, !he projections of each axis of the confidence 
~on j in the direction of the parameter i are squared and summed. 
e total CV is !he square root of this sum. The infonnation needed 
calculate the major axes of !he ellipsoid can be detennind from 
ta routinely available from the common nonlinear regression 
jes used in inverse modeling. 

Specified Head =100m 

Transmissivity Zone 1 

T1 = 20 m2/d 

Transmissivity Zone 2 

T2 = 200 m2/d 

The rauo of !he length of the longest axis to !he shortest axis 
!he confidence region is termed !he condition number (CN) for 
: parameter estimates (Sorooshian and Gupta 1985). The CN is 
oeasure of !he stability of the parameter estimatcs: As the param
r dimension increases, CN wili increase, So no absolute scale can 

;igned to !he magnitude of CN. 
Figure 2. Synthctic now system uscd for simple cxamplcs. The num· 
bers identify measurement locations. 

Ticient and Responsible Use of Prior Infonnation 
Parameter space analysis can be used to develop guidelines for 

iciently and responsibly stabilizing !he inverse problem using prior 
Ormation. A simple two-dimensiona1, steady-state flow model is 
:d to illustrate !he concepts. The synthetic flow system is 6 km 
6 km, and contains two transmissiviry zones, oue zone of 

1anced recharge, and two constan! head boundary zones (Figure 
The remaining model boundaries are no-!low boundaries. 

ieen observation points are used. Observed values of hydraulic 
1d are simulated by running a forward simulation using !he true 
:ameter values añd calculating !he data values at !he sampling~ 
ations. Raridom Gaussian errors with ú. standard deviation of 1 m 
'added to lhese values to generate !he observed data values. Five 
·ameters describe the flow system: two transmissivity zones (T1 

l T 2); one recharge zone (R); and two specified head zones (H 1 
l H2). For ease in presenting response surfaces, only two para
ter.; will be estimated at one time. T!>e othu tk:e parameter.; are 
ed at lheir true values. 

Figure 3 shows !he response surface for estim~ting parameters 
and R. The response surface is plotted as (S(b)-S(b))ls2, so the con
trS represen! !he height of !he response surface above !he mini
tm. Because the parameter space is scaled by the parameter 
imates, the parameter estimares are at thc point T 1 = 1.0, R = 1.0 

rameter space. The response surface contains a long, narrow 
f. The axis of this valley is oriented such that it makes a 

tch smaller angle with rcspect to the R parametcr axis than the 
parametcr axis. 

The confidence ellipse is a linearized picture of the response 
face, and can be characterizcd by its major axes, calculated 

OIS LIS 
115 ·1 IS 

110 1.10 

1 O> LOS 

R 1.00 100 

o;l 095 

090 l- 0.90 

OIS O.IS 
o.as 0.90 0.95 1.00 1.05 1.10 I.IS 

T, 
Figure 3. Response suñacc for T1 - R parameter set using hydraulic 
head data. 

Table 1 
Axes of Confidencc Ellipse for T 1-R l'aramctcr Sct 

Unil Vectors. u, v, 
T1 ax1s -0.94 -032 
R axJs 0.32 0.94 
Lcnglhs of Axes L1 =0.0077 L, =0.129 

J. 
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Figure 4. Response suñace for T 1 .- R parameter set for (a) prior inforrnation on T 1 only; (b) hydraulic head and prior inConnaUon ou T1;_ 

(e) prior information on R only; (d) hydfaulic head and prior infonnation on R. '" 

from SVD decomposition of Úle scaled Hessian matrix at Úle para· 
meter estimates. Table 1 gives Úle axes of Úle confidence ellipse for 
Úlis parameter set. L1 and L, are Ú!e lengÚ!S of Úle two axes, and U 1 
and U2 are Úle unit vectors deftning Úle orientaúon of Úle axes. The 
CN for iliis parameter set is 16.8, indicating Úlat axis 2 is about 17 
times longer Úlan axis l. BoÚl Úle response surface and Úle axes of 
Úle confidence ellipse indicate Úlat along Úle direction of axis 2 Úle 
response surface is relatively flat. Axis 2 is the major contributor 
to the uncertainty in both parameters. lf Úle lengÚl of axis 2 can be 
reduced. then the uncertainty in both parameter estimates would be 
decreased, and the stability of the parameter set can be increased. 

Efficient Use of Prior Information 
In order to stabilize this parameter set, prior infonnation is used 

to alter the topology of the response surface. Figure 4a illustrates 

Úle response surface for prior information on parameter T 1 only,. 
where Úle scaled prior value equals 1.0 wiÚl an uncertainty of 2%. 
The total response surface for hydraulic head and prior information 
on T 1 is shown in Figure 4b. The size of Úle confidence region is 
similar to Úlat using hydraulic head data only. Prior information on 
T 1 does not reduce Úle size of Úle confidence region or increase Úle 
stability of Úle parameter estimates significanúy. Figure 4c illusirates 
Úle response surface for prior information on parameter R only, 
where Úle scaled prior value equals 1.0 wiili an uncertainty of 2%. 
The total response surface for hydraulic head and prior information 
on R is shown in Figure 4d. The size of the confidence region is sig~ 
nificantly reduced, and the parameter set is more stable than usin 
hydraulic head data only. Prior information on R is more efficient 
because it reduces the size of the confidence region the most for a 
given quality of prior infonnation. Prior information on the para· 



~ ... : 
meter whose axis is most closely aligned wilh !he valley in the . 5% error in !he prior parameter value are ploned in !he scaled T 1- R 
response swface is !he mOSI efficient parameter lo slabilize !he solu- · :. : parameter space, along wilh !he response surface. The true para
tion. · .. :·meter va~"JliOI at.T1 = 1.0, R=-I.O.·A 5%.error in:the·prior 
· :.·'fhiscgraphical approach can:be formalized:using.lhe axes of .·:·-value of.J:1leads.!o parameter estimales lhat.plot.much furlher.from 

.ne confidence.region;.Prior.infannation on.lhe parameter wilh !he .•.. lhe.-true'Parameter .value&-lhan .. lhe.parameter . .estimales.resulting 
largest elemenl of !he longest axis of !he confidence region reduces :from a 5% error in R. Figure 5 illustrates lhat !he parameter esti-
lhe uncenaint:• of !he remaining parameter estimares ffiost efficiently. mates resulting from errors in !he prior info¡mation plot a long the 
The parame1er wilh !he largest elemenl of !he longest axis of !he con- holtom of !he valley in !he response surface. This valley in !he 
fidence region is !he parameter whose axis is most closely aligned response swface is also !he trace of the longest axis of !he confi-
with the longest axis of the confidence region. From Table 1, axis dence region. Thc orientation of thc val ley in the response surface 
2 is the longest axis, and parameter R has the largest element of that defines how errors in the prior infonnation , .. a ... •date into errors in 
axis (0.94). the estimated pammeters. Prior information on parameters whose . 

Consequences of Errors in Prior Infonnation 
If errors exist in the prior infonnation, these errors influence 

the estimates of the remaining parameters. The consequences of 
errors in prior information can be illustrated using !he two parameter 
set T 1-R introduced ahove. When prior inforrnation is used only on 
parameterT1, and !he priorestimate 0fT1 is 5% greater !han its true 
value, !he resuiting parameter estimare for R is 13% greater !han its 
true value. A small error in the prior estimate ofT1 results in a sig
nificantly larger error in the estimatl.! of R. Convel.:iel), when priúr 
information is used only on parameter R, and the prior estimate of 
R is 5% greater than its true value, the resulting parameter estimatc 
for T 1 is only 2% greater !han its true value. Errors in !he prior esti
mare ofT1 result in poorer parameter estimales than similar errors 
in !he prior estimare of R. 

To charactcrize this behavior, an error ratio is defined as thc 
ratio of !he scaled error in !he estimated parameter value lo !he scaled 

-ur in !he prior parameter value. Errors in !he prior value ofT1 lead 
, error ratios of 2.5 for R, meaning lhatlhe errors in !he estimares 

of R are nearly 2.5 times larger !han !he original error in the prior 
value ofT1• Errors in !he prior value ofR lead to error ratios of0.4 
for T 1, meaning lhat !he errors in !he estimates ofT1 are only 0.4 
times as large as the original error in lhe prior value ofT1• 

The effect of errors in the prior parameter values is shown 
graphically in Figure 5. The parameter estimares resulting from a 
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L05 1.05 

R J.OU 1.00 

0.95 0,9, 

0,90 0.90 

0.85 '" 0.15 0.90 0,9, 100 '" 110 U' 

T, 
Figure 5. Location ofparameter estimates ror T1 and R in para meter 
space, showing consequenccs of 5% errors in prior parameter esti
ma tes. 

axes are closely aligneé wilh the longest axis of !he confidence 
region resuJt in relatively small error ratios. Prior information on 
parameters whose axes are oriented nearly perpendicular to the 
longest axis of the confidcnce region result in. relatively large 
error :-atios. Incorporating prior information on parameters which -
lead lo small error ratios is a responsible method of using prior 
information. 

The error ratio is direclly related lo the shape and orientation 
of thc parameter confidence region. For a nonlinear parameter 
confidence region, the error,ratio changcs with the magnitude of 
error in the prior parameter value. For relatively small crrors. or 
nearly linear confidence regions, a linearized approximation can be 
used. The error ratio can be constructed graphically from !he con
lidence region, or it can be calculated from !he axes of !he lincarized 
parameter confidence ellip;e (Weiss 1994 ). The error ratio is 

ER .. = L,.,..[u;.,Uj.,r_,;] 
I,J CVJ 

(5) 

where ER,J is !he linearized error ratio for an error in !he ilh estimated 
parameter, givcn an error in the jth parametcr with prior informa
tion. CV

1 
is the total coefficient of variation for lhe parameter with 

prior inforrnation, defined in Equation 4. 

Error Ratios for Prior Infonnation "ith Uncertainty 
--The linearized error ratio defmed in Equation 5 is based on prior 
infonnation without uncertainty. In tenns of the enur ratio,lhe main 
diffcrence between using prior information with unce.tainty and 
prior inforrnation wilhout uncertainty lies in how clase !he fmal para
meter estimate is to the prior estimate. Two factors determi¡;.~ ht.:J"..; 

clase !he final estimate will be to !he prior estimate: (1) !he assigned 
uncertainty in the prior information; and (2) !he shape of lh~ 
response surface befare prior inforrnalion is included. lf !he uncer
tainty assigned to !he prior estimare is small, lhere is a large penalty 
in moving away from Ibis prior eslimate, and !he final estimare will 
be clase to !he prior estimare. If !he response surface using only 
hydraulic head data reflecls a poorly-conditioned problem, !he 
final estimare will be clase to !he prior estimare. A poorly-condi
tioned parameter set is characterized by a valley wilh a flat hollom. 
The prior infonnation, even if it has a large uncertainty, will pro
duce a definite minimum in the valley at the value of prior estimate. 
The final estimare will be very clase to the prior estimare. If !he 
response surface using only hydraulic head data is well condi
tioned, the minimum delined by !he hydraulic head data will have 
a large influence on the final paramctcr estimates, regardless of lhe 
uncenainty in the prior inforrnation. 

When prior information is a!.Signed for more than one para
meter, thc relationship between lhe prior and final estímate is more 



in the prior estimates. The error ratio method will be valid for 
detennining the effects of error.; in the prior information; For a weU

··-· . oonditioned próblem, the final estimates may not be close to the prior 

T 7 

.T .. 
. . . · · ' ': estimaleS;.mld the·error ratios may be less than those calculated by 
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Fq:ure 6. Multiparameter synthetic Dow system ad<.pted from Carrera 
anit Neuman ( 1986b ). The upper plot shows the h-ansmissivity zones 
(m1/day), the lower plot the recharge zones. 

complicated. In addition to the factor.; descri'Jed above, the fmal esti
mates also depend on the relationship between the orientation of the 
data response surface and the location of the minimum and shape 

of the response surface using prior infonnation. These relationships 
are too complicated to fonn any specific conclusions. In general, 
we find that for an inverse problem that is ill-conditioned before 
adding prior inforrnation, one or more of the final pararneter esti
mates will be strongly constrained by its prior estimate. If the final 
estímate is in enur, it will introduce errors in the final parnmeter esti
mates of the other pararneters. Thus, for an ill-conditioned or non
identifiable in verse problem, the final parameter estimates will be 
clase to the prior estima tes, regardless of the assigned uncertainty · 

: .. the linearlzed:error ratios. · 
... ":Throughout·.fhe·above analysis;·ünear·approximations"ro 

·: confidence regions are used to calculate the linearizcd error ratios. 
In severa! examples not presented in this paper, indications of 
non-linearity are apparent. Lines in pararneter space reflecting the 
trace of the Iongest axis of the confidence region are curved, and 

. error ratios are not always constan!, as they would be in a ünear sys
tem. Because the analysis is based on the orientation of the para
meter confidence region, the linear approximations are generally 
robust. The true error ratios may differ from the lincarized ertor 
ratios, but the conclusions based on the linearized error ratios are 
still valid. The pararneters that result in the smallest error ratios wiU 
generally be the same even if the non-linearity were tak.en into 
account. 

Use of Prior lnformation for a Multiparameter 
Meter System 

To demonstrate the application of these guidelines for the 
use of prior infonnation in a more complex problem, a synthetic '' 
example taken from Carrera and Neuman (1986b) is considered 
(Figure 6 ). The data consist of 18 hydraulic head measurements with 
uncertainties of 1 m (see Carrera and Neuman 1986b for the loca
lions of the measurement points). The paramcters to be estimated 
include nine transmissivity zones. two recharge zones, one speci
fied flux boundary and one specified ~ead boundary. Without prior 
information, this inverse problem is non-identifiable if all 
model parameter.; are estimated. 

ldentification of Efficient and Responsible Parameters 
for Prior Infonnation . 

Before including prior inforrnation to stabilize this problem, the 
shape and orientation of the pararneter confidcnce region should be 
under.;tood. The axes of the pararneter confidence region are given 
in Table 2, which are then used to ealculate the linearized error ratio 
matrix (Table 3). The longest axis of the confidence region is axis 
13, which is 75 times longer than any other axis. The valley in the 
multidimensional response surface is oriente<! in the direction of this 
axis, and is very long and flat, Ieading to high correlations between 
any parameter.; that contribute to this axis. Examining the unit 
vector that corresponds to axis 13, aU parameters except H (the spec
ified head boundary) have a contribution in the direction of axis 13. 
The axes of parameter.; F, R 1 and R2 are most closely alignt:d with 
axis 13. The axis of pa:ameter T • has the largest componen! in the 
direction of axis 13 of al! the transmissivity par.unoters. Axis 13 con
tributes nearly all the uncertainty to every parameter except H. If 
axis 13 could be shortened, the uncertainty in all parameter.; except 
H would be reduced. 

The linearized error ratio matrix (Table 3) shows that errors in 
parameter.; R1, R2, and F lead to small error ratios for the other para
meters. Errors in the transmissivity zones lead to larger error ratios 
for the other paramcters, with T9 leading to the smallest error 
ratios among the transmissivity parameters. Errors in the hydra 
head boundary valuc lead to the largcst error ratios. 

lltree groups of parameters are apparent from the parameter 
space inforrnation. The hydraulic head boundary value can be 



Table2 
.. . . .. .. ·:.:A>es o(Parameter.ConfJdence Region (or MulllJ!!I;ameler Problem . 

.• -Axls.Lengths .. :0.002 ' 0.008 ..• ·.1).010 .. -·0.622 ..• o.Ol5 .. .. 0.027 ... .0.038 . ·-·6..056- C..0.083 . ~o.20 ..8.22 . .0.3 .22.3 . 
Unit Vectors u, u, u, u, u, u, u, u, ·u, u,. u" u, u, 

T, -1l.30 0.08 -1l.24 0.18 -1).08 0.68 -1l.44 0.22 -1l.06 0.28 0.09 -1l.OI 0.10 

T, -1l.12 0.03 0.00 0.01 -1).02 0.15 -1l.02 0.15 0.83 -1).49 -1l.05 0.02 0.11 

T, -1l.06 -1l.OI 0.08 -1l.IO 0.06 -1l.13 0.09 -1l.l8 0.50 0.79 -1l.04 0.19 0.10 

T, -1l.20 -1l.07 -1l.54 -1l.02 0.10 0.10 0.10 -1l.77 0.00 -1l.15 0.03 -1l.04 0.10 

T, -1l.13 -1l.14 -1l.09 -1l.32 -1).07 0.39 0.77 0.26 -1l.12 0.03 -1l.06 0.10 0.14 . 

T, -1l.11 -1l.24 0.17 -1l.70 0.45 0.05 -1l.37 0.00 -1l.09 -1l.09 -1).08 0.06 0.22 

T, -1l.15 -1).06 -1l.66 0.04 0.25 -1).48 -1l.02 0.48 0.00 0.05 0.05 0.05 0.13 

T, -1l.l1 -1l.35 -1l.08 -1l.24 -1).81 -1l.21 -1l.21 -1).02 -0.04 -1l.03 -1).02 0.19 0.22 

T, -1l.IO -1l.66 0.24 0.54 0.23 0.02 0.04 -1l.03 -1l.06 -1l.05 0.00 0.28 0.30 

R, 0.20 0.50 0.02 0.02 0.02 0.00 -1l.02 -1l.05 -1).13 -1l.l3 0.11 0.64 0.50 

R, 0.07 0.12 0.00 0.11 -1).04 -1l.04 -1l.02 0.00 -1l.06 0.05 -1).76 -1).38 0.49 

H 0.86 -1).29 -1l.31 -1l.06 0.01 0.24 -1l.09 0.03 0.12 0.05 O. :JO 0.01 0.00 

F 0.07 -1l.01 0.13 . . -1l.04 -1).04 -1).06 0.07 0.00 0.03 0.04 0.63 -1).53 0.53 

.. 

' 
Table3 

Error Ratio Matrix for Syntbetic Multiparameter System 

Estimated. 
Specified Parameters 

Parameters T, T, T, T, T, T, T, T, T, R, R., H F 

T, 1.00 0.95 0.88 .1.04 0.72 0.47 0.78 0.47 0.33 0.21 0.22 40.2 0.22 

T, 1.05 !.OC 0.92 1.09 0.76 0.49 0.82 0.50 0.33 0.22 0.23 39.8 0.23 

T, 1.14 1.08 1 .. 00 1.18 0.82 0.53 0.89 0.54 0.32 0.24 0.25 39.8 0.25 

T, 0.96 0.92 0.85 !.OC 0.70 0.45 0.75 0.46 0.32 0.20 0.21 40.0 0.21 

T, 1.39 1.32 1.22 1.44 1.00 0.65 1.08 0.66 0.41 0.30 0.30 49.2 0.30 

T, 2.13 2.03 1.87 2.21 1.54 1.00 1.66 1.01 0.59 0.46 0.46 70.1 0.46 

T, 1.28 1.22 1.13 1.33 0.93 0.60 1.00 0.61 0.41 0.27 0.28 49.2 0.28 

T, 2.11 2.01 1.86 2.19 1.52 0.99 1.65 1.00 0.59 0.45 0.46 70.2 0.46 

T, 3.03 3.04 3.11 3.12 2.43 1.69 2.44 1.68 1.00 0.62 0.64 101. 0.57 

R, 4.61 4.39 4.06 4.79 3.33 2.16 3.60 2.19 1.63 1.00 . 1.00 124 . 1.00 

R, 4.61 4.39 4.06 4.79 3.33 2.16 3.60 2.19 1.62 1.00 1.00 124. 1.00 

H 0.00 0.00 o.c-J 0.00 0.00 0.00 0.00 0.()() . .• 0.00 . _o.oo_ 0.00 1,00 0.00 

F 4.61 4.39 4.06 4.79 3.33 2.16 3.60 2.19 1.74 1.00 1.00 125. 1.00 

··-·· 
Table4 

Parameter Estimation Results Usin~ Pri~r lnfoi"C1Pition on Selected Parameters 
(Parameters wHh large components of L-rnu are more dosel y aJigned with the longest axis of th= confidence region. The condition number 

represents the stability of the confidence region, and the average CV represents the uncertainty of the parameter estimates.) 

Full 
Parameter Set PriorT1 PriorT5 PriorT, Prior R1 Prior F Prior H 

Componen! of!..,.. N/ A 0.10 0.14 0.30 0.50 ·0.53 0.00 

Condition Number 9900.0 1181.9 973.6 413.2 274.0 295.0 8944.0 

AverageCV 5.51 0.63 0.51 0.24 0.17 0.19 5.49 



identified quite well using hydraulic head data only. Prior infor- same as the linearized error ratios from Table 3. However, the Cal~ 
· mation on parameter H will oot reduce the ill-<:<>nditiooiog of the culated enur ratios do follow the trend of the linearized error rati.,S 

' ' · parameter set significamly. · However, errors in the prior informa- .. • .· estimated from the parameter space. For instance, when T 1 is spec: 
· ·:.,:-tion for H would cause.very.large eri'órs in the other.parameter esti- '• · ified,c.thC'.eH91'T3lÍOS for T 1 through T, are near one, T6 through.Ts 

· • ... :,tmates;'l?riDPinforrnation for.parameter H would.be·a:poor choice, ..• are beiWcen:O..e and two, T9·is-above two; and therecharge and flu ' 
.·<>because itis notnecessary;,provick-s.oo advantage.ioldeotifying the . paramC'lers are much lúgher.':The:calculated·error ratios for·priL. 

other parameter es ti mates, and leads to large error ratios. The flux .. inforrnation on recharge and flux parameters are much lower thruÍ 
houndary value and the recharge parameters all bave large com- the error ratios for prior inforrnation on transntissivities. No error 
ponents of the unit vector associated with the long axis of the con- ratios for H are calculated, because the parameter sel is so ill-<:<>n' 
fidence region. These three parameters also have the smallest error ditioned when using only prior information on H that parameter esti-
ratios. Any of these three parameters are good choices for prior infor- mates could nol be reliably estimated. 
mation because they efficiently reduce the ill-<:onditioning of the Because the parameter set is ill-conditioned without prior 
parameter set wlúle reducing the influence of any errors in the prior inforrnation, the final estimates do not depend on the uncertainty 
information. The transntissivity parameters have smaller but still sig- assigned to the prior inforrnalion. E ven if the prior inforrnation is 
nificant components of the unit vector associated with the longesl assigned an uncertainty of 100%, the final estimates are identical 
axis of the confidence region. Prior information for any ofthese para- lo those using prior inforrnation without uncertainty. Table 5 is 
meters will reduce the ill-<:onditioning of the parameter set signif- unchanged for any reasonable unce11ainry in the prior infonnation. 
icantly, but al the expense of potentially magnifying ar.y errors in If prior iuformalion is provided for more than one pararneter, 
the prior values of the parameters. These results need lo t.. checked the situation becomes more complicated. The relationship between 
•gainst the actual modeled rcsults. the location of the prior estimates in pararneter space, the relative 

Comparison with Modeled I:.esults 
We first examine the issue of which parameters most effi

ciently stabilize the inverse problem. Table 4 gives the CN and 
average CV of the pararneter estimates when using prior informa
tion on the given parameters, where prior information is included for 
one parameter at a time with an uncertainty in the prior information 
of ±25% of the prior value. The componen! of the longest axis for 
each parameter is also listed. Prior inforrnation on R1 and F results 
in the most stable parameter estimates with the lowest Wlcertainties 
of any parameters. Of the transntissivity parameters, prior information 
on T9 results in the best parameter estimates. Prior inforrnation on 
those parameters with the largest elements of the unit vector asso
ciated with tlie longest axis of the confidence region are most effec
tive in stabilizing the parameter sel and reducing •he average CV. 

To determine the responsible parameters for use of prior infor
mation, error ratios can be calculated. Prior infonnation is included 
for one parameter at a time, where the prior value is 25% greater 
than the true value. Table 5 gives the calculated error ratios. Because 
the data conlain errors, the calculated error ratios are not exactly the 

uncertainties of the prior estimates, and the location of the val ley 
in parameter space determine the final parameter estimates. For 
instance, when prior infonnation on F, R1 and R2 is provided, and 
all three prior estimates are 25% greater than L'leir true value, the 
final parameter estímate for R1 and R2 are approximately 15% 
greater than their true values, and the final estímate for F is approx
imately 35% greater than its true value. In another exarnple, when 
the prior estímate of F is 25% less than its true value, and the 
prior estimates of R1 and R2 are 25% greater than their true values, 
then all three final estimates are within 5% of the true parameter val
ues. The errors in the prior estimates are averaged, and the final esti 
mates do not reflect the errors in the prior estimates. 

Effident!Responsible Prior lnformation vs. Uncertain Prior 
Infonnation 

In order to stabilize this problém, the pararneters F, R 1 and R2 
were found to be the most efficient and responsible parameters to 
sclect for prior inforrnation. Practically, these three pararneters 
may be the mosl difficult to measure in order to oblain the prior 
information. lt is difficult to estímate the value of a flux houndary 

ThbleS 
Calculaled Error Ralios Duelo 2.5% Error in the Prior Parameter Estímate 

.. Error Ratio Due to Error in Prior Parameter Esümate --· 

Parameters PriorT1 Prior T5 PriorT1 PriorT, Prior R1 PriorF 

TI 1.00 0.89 0.56 0.34 0.19 -0.02 
T, 0.37 0.66 0.33 0.11 -().04 -0.24 
T, 0.63 0.49 0.16 -0.07 -0.21 -0.42 
T, 0.92 -0.10 0.68 0.46 0.31 0.10 
T, 0.93 2.42 0.57 0.28 0.10 -().17 
T, 1.46 1.59 0.97 0.57 0.27 -().10 
T, 1.23 1.26 0.84 0.55 0.37 0.10 
T, 1.49 1.61 1.00 0.57 0.27 -0.07 
T, 2.52 2.71 1.67 0.97 0.53 -0.11 
R, 7.11 8.00 3.93 2.01 1.00 -0.16 
R, 6.54 7.50 3.56 1.72 0.76 -0.35 
H -0.05 -1J.Q7 -0.07 -0.07 -1J.07 -().07 
F 11.70 11.61 6.30 3.81 2.50 1.00 
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ndependent of the model. Recharge is also a difficult pararneter to 
nate without the use of the model unless a detailed field mea-

. ~ment program is implemented. However, error.; in the prior esti
nates of these pararneters translate into relatively small errors in the 
stimates of transntissivity pararneters. Prior estimates on these three 
':Ira!T1eters, even if tt.ey are in error or have large uncertainties, may 
e bener for parameter estimation than prior infonnation on the 
<lJlsmissivity parameters. A systematic underestimation of prior 
stimates on transmissivity parameters may lead to large errors in 
1e estimation of the recharge and flux parameters. 

Should prior information on parameters be used if it is highly 
ncertain or has the potential for sigrtificant errors? lbree factors 
eed to be considered: the conditioning of the parameter set with
ut prior information; the error ratio of the parameters with prior 
úorrnation; and the distribution of the prior inforrnation. lf the para
leter set is ill-conditioned without the prior information, then the 
rior information will constrain the model parameter estimates. 
lowever, if the error ratio is large for the parameters with prior infor
lation, then errors in the prior values may lead to iarge errors in 
1e estimated values of the other pararneters. Should the prior 
1formation ha ve the potential to systematically over or underesti
late the true parameter values, then the prior infonnation may lead 
1 errors in parameter estimates. If the prior infonnation is randomly 
stributed about the true value of the pararneter estimate, then the 
ior inforrnation ntight not lead to significant errors in the fmal para
teter estimares. Unfortunately, the assumption that prior infonnation 
randomly distributed about the true parameter value is rarely ful-

xi in practice. In this synthctic system, thc full paramcter set is 
-condilioned without prior infonnation. Parameters R1, R2 and F 
ad to small error ratios, but these are difficult parameters to mea
"e independent of the model. The transntissivity parameters lead 
larger error ratios, but are easier to measure in the field. However, 

it is common for prior infonnation on transmissivity to be signif
icantly biased, because of scaling differences between the mea
suu:ment of transmissivity in the Tteld and the modcl transmissiv- _ 
ity. One solution to this dilemma is to provide prior infonnation on 
penuneterT9• 1his pararneter leads to the smallest error ratios of any 
of the transntissivity parameters. Errors in this pararneter value will 
not be magnified as muchas errors in any of the other transmissivity 
paramcters. 

Application to Calibrating a Model for the San 
Juan Basin 

This section describes the application of parameter space 
methods for cáJibrating a regional1rr0und water flow model for the 
San Juan Basin, New Mexico. TI.¿ data available include hydraulic 
head data, 14C data, and prior information on pararneter values. A 
cross-sectional ground water flow ~.,d solute transpon model in the 
west-central portian of the bas,in ls constructed. A joint inversion 
scheme is used to include information from the 14C measurements 
in the estimation of the parameters for the ground water flow 
modei (Weiss and Sntith 1997). Only selected results are P• e>ented 
in this paper; a complete description of the model and application 
are contained in Weiss (1994). Phillips et al. (1989) constructed a 
quasi-3D model of ground water flow in the upper permeable units 
within the San Juan Basin, using a manual calibration procedure to 
infer transntissivity values and vertical conductance using hydraulic 
head measurements and estimates of ground water residencc time 

based on 14C data. 

Model Construction 
The San Juan Basin is a large asymmetric structural depression 

(77000 km2) in northwestern New Mexico and southwestern 
Colorado. Figure 7 is a schematic cross section of thc uppcr 



Cretaceous and Teniary units along the section that we model. 
Six hydrogeological units are included in the model; the Cliff 
House Sandstone, the Lewis Shale, the Pictured Cliffs Sandstone, 

·:· the-Kirtland/Fruitland-Shale,.the_ Ojo Alarno.Sandstone, and the 
: ....... Nacimiento. Fonnation. The.·locatlon. and .thickness ·of all units ... 

:were·obtained from we11 data.'-The·model .. extends from Chaco 
- Canyun in the-south to the San-Juan·River.in the north, approxi

mately 75 km along the center of Rl OW. 

Table6 
Parameter Estimates and Uncertainties for 10 Paranieter 
· · ~ and 6 Parameter lnversions for San Juan Basin 

- - · . Cross Section Modcl 
-~-= 

-

-.:-:r:.'JD-.Panunt'ter lnvenion ·· 6·Parameter.lnvenion 
ohrarneter··.- --·Estímate · ·Standard Error ·-F..stimatc ~..s&andard.Error 

K,. Ll 4.5 Ll N/ A 

K, 1.39e-03 4.7 L39e-03 NIA 

K,. 7.00e-Ol 5.2 7.00e-Ol N/ A 

K, l.57c-03 0.26 L57e-03 NIA 

K, 5.67 O. IR 5.36 0.073 

K, 1.78e-OI 0.14 0.234 0.066 

H, 1804.0 29.0 1812.0 2LO 

H, 1972.0 15.0 1975.0 9.4 

H, 1956.0 7.9 1969.0 6.0 

H, 1678.0 !LO 1677.0 !LO 

The flow system is assumcd to be at steady state_ A finite ele
ment mesh is aligned with the regional slope of the hydrogeolog
ical units. The upper boundary of the model coincides with the ele
vation of the water table, and is represented as a specified hydraulic 
head boundary using four specified head nodes. The value of the 
hydraulic head at each of these r.odes is estimated, and the hydraulic 
head along the rest of the boundary is interpolated linearly between 
these nades. During model calibration, the upper boundary eleva
tions change, and the finite elcmem grid can a.Gjustto reflect these 
changes. The lower büunda~y i:; represented by a no-flow bound
::.r; JI the Menefee Formation. The northem and southem bound
aries are both no-flow boundaries, representing ground water 
divides. 

Hydraulic head data, taken from Phillips et al. (1989), indicates 
recharge along the outcrops and discharge w the San Juan Rivcr .. 
Fifty-six wells with hydraulic hcad data located in the area between 
R9W and R 11 W from Chaco Canyon to the San Juan River are uscd 
in the cross-sectional rnodel. Figure 7 shows the midpoint of the 
screened interval for all wells in the hydraulic head data set. The 
head data are assigned uncertainties which depend in part on the 
length of screened interval and the distance from the well to the line 
of section. 

· subsequently the effect of errors in the specificd value of anisotropy 
on the parameter estimates'is detennined. 

The 14C data are obtained from Phillips et al. (1989) and Stute 
( 1995). Carbon-14 samples ha ve been collectcd in 18 wells in the 
Ojo Alamo and Nacimiento Formations. The uncertainty assigned 
to the '"C data is based on the rr.agnitude of the 14C concentration 
and the distance of the well from the line of cross-section. The 14C 
concentrations are assumed to be at steady state. An initial con
centration of 85 pmc (Vogel 1967) is used at the water table in thc 
region whcre downward flow from the water ta!Jle occurs. A hor
izontal dispersivity of 300 m (Phillips et aLJ989) is assumed. 
These parameter values are uncenain, and the consequences of incor
rectly specifying the parameters controlling the concentration dis
tribution are examincd below. 

Direct information on hydraulic conductiviúes is taken from 
Stone et al. {198~) .md the model of Phillips and Tansey (1984). This 
direct infonnation can be used as either prior information on para
meter values or init:-u paran1eter estimates for model calibration pur
poses. The efficient and responsible use of this prior infonnation i:; 
investigated. 

Model Calibration Strategy 
The flow model described above contains 10 pararneters that 

need to be estimated: four hydraulic head boundary pararneters (thc 
hydraulic head at each of the four nodes that define the upper sur
face of the model): and six hydraulic conductivity parameters, one 
for each layer in the model. The hydraulic conductivities are 
denoted: Cliff House Sandstone (K,h), Lewis Shale (K1), Pictured 
Cliffs Sandstone (K"'). Kirkland/Fruitland S hale (K,), Ojo A lamo 

· Sandstone (!<,). and thc Nacimiento Formation (!<,). The anisotropy 
for cach hydraulic conductivity zonc is assigncd a value of 100, and 

Two stages of model caiibration rcsults are presented. In the 
first stage. all 1 O modcl pa¡ameters are estimatcd. The parameter 
space for the joint data set is'examined lo determine how to use prior 
informarion to efficiently and rcsponsibly stabilizc the pararneter set 
lt is shown that prior infomlation on the hydraulic conductivity of 
the _lower layers of the model stabilizes the parameter space. and 
leads to small error ratios for the remaining parameters. -In the 
second stage, prior infonnation ~s used to specify the parameter val
ues for the lower modellaycrs, and the remaining parameters are 
estimated. The eff(:cts of possible errors in the anisotropy ratio, 14 

source strength, and dispersivity are analyzed using the pararnetc. 
space during the second stage of parametcr estimation. 

ldentification of Efficient and Responsible Parameters 
for Prior lnformation 

Table 6 summarizes the para meter estimates and uncertainties 
for model inversions based on the joint hydraulic head and 1"C data 
sets, without incorporating prior infonnation on hydraulic con
ductivity. The hydraulic conductivity pararneters are presented in 
units of m/yr. Since the inversion was performed using log-trans
formcd hydraulic conductivities, the standard errors reponed are for 
log-transformed hydraulic conductivities. A standard error of on'e 
implics an uncertainty in the pararneter estimate of one onder of mag
nitudc. The hydraulic hcad boundary pararncters and their standard 
crrors are both in units of meters, and are not transformed. The para
mcters K,h• K1 and Kvc all have standard errors near five orders of 
magnitude. The parametcrs K,, K, and K, all have standard errors 
of between O. 1 and 0.3. The hydra111ic head parameters ha ve stan
dard errors between 7 and 30 m. 

T able 7 lists the axes of the confidenoe region for the final para
meter estimates using the joint data set. The CN of the parameter 
space is approximately 43,000, meaning the longest axis is 43,000 
times as long as the shortest axis. Axes 9 and 10 are the longest axes 
of the confidence region. Both ha ve significant components from 
the parameter axes K,h and Kvc. but small components from the other 
parameter axes. The third longcst axis, axis 8, is nearly parallel 1< 
parameter axes K1• The fourth and fifth longest axes, axes 7 and 6, 
ha ve their largest components from paramcter axes K, and K,. The 



Table7 

.. '---
· :. Axes oC.Confidence Region for.P~_rameter Estimates Based on·Joint Data Set ~~~~n Ju_an Basin Cross Section Model 

.Lengths 2.6e-03 .. 4.3e-03 . ... 6.2e-03 .l.le-02 . 4.4e-02 .. L6e-01 . .2.1e-OI 2.9e-OI .1.1<+02 l.Jffill . 
t-arameters u, u, u, u, u, . u, u, u, u, u,. 
K,, 0.00 0.00 0.00 0.00 0.00 0.00 0.00 . 0.00 -0.97 0.25 

K, 0.00 -0.01 0.00 -0.04 0.!4 -0.01 0.08 -0.99 0.01 0.06 

K,. 0.00 0.00 0.00 0.00 0.01 0.00 0.01 -0.06 -0.25 -0.97 

K, -0.01 -0.10 0.0' -0.11 0.~7 0.10 0.05 0.14 0.00 0.00 

K. -0.01 0.00 0.00 0.00 -0.10 0.47 0.87 0.05 0.00 0.00 

K. 0.01 -0.01 -0.01 0.00 -0.05 0.88 -0.48 -0.05 0.00 0.00 

H, 0.01 0.02 -0.03 -0.99 -0.12 -0.01 -0.01 0.02 0.00 0.00 

H, 0.18 0.97 -0.13 0.01 0.10 0.01 0.01 0.00 0.00 0.00 

H, 0.95 -0.14 0.27 0.00 -0.01 -0.01 0.01 0.00 0.00 0.00 

H. 0.25 -0.18 -0.95 0.02 0.00 -0.01 0.01 0.00 0.00 0.00 
. 

Table 8 
Error Ratio Matrix for Parameter Estimates Based on Joint Data Set for San Juan Basin Cróss Section Model 

Parameters "ith Prior lnfonnation 
Estimatcd 
Parameters K,, K, K"' K, 

K,, LO -58.0 . 3.3 . -700 . 

K, -0.01 LO .:.{),04 9.4 

0.26 -15.0 'LO -180. 

k., 0.00 0.03 0.00 LO 

K. 0.00 0.00 0.00 -0.01 

K. 0.00 0.00 0.00 0.00 

H, 0.00 0.00 0.00 -0.04 

H, 0.00 0.00 0.00 0.00 

H, 0.00 0.00 0.00 0.00 

H, 0.00 0.00 0.00 0.00 

:rror ratio matrix (Table 8) shows the smallesl enur ratios resull from 
Jrior informatioa1 0~1 -~. while the second smallest error ratios result 
Tom prior infonnation on ~-Prior information on any of the para
nelers K.,h, ~· K1, or Kk resull in very small error ratios for the 
·emaining parametcrs. Errors in any othcr parameters lead to very 
arge error ra1ios for the paramelers K.,h• K,.,. and K1. Since these 
1arametcrs have large uncertainties, the errors due to thc error 
<Itio may be within the paramcter uncertainties. However, prior 
nforrnation on the pararnelers K.,h. ~· and K1 are the mosl respon
;ible because lhey lead 10 the smallesl error ralios. 

Three groups of paramelers can be defined based on the para
neler space. The firsl group conlains pararnelers Kch• ~· K1 and 
< •. Prior informalion on K.,h is the mosl efficienl in reducing lhe 
Jverall paramctcr uncertainty, and lcads to the smallest linearized 
:r- 1tios. Prior information on any of the parameters in this 
~. l'ill reduce lhe uncenainly for all lhc paramelers in lhe 
~roup. Thc sccond group contains thc parameters Ko and Kn. Prior 
nfonnation on these parameters wiii·not reduce the unccrtainty of 

[ "~~""" ;" '"" '~' '~' O= ;ruooM;oo oo ~ • 

K. K. H, H, "·· H, 

6.4 10. 2600. -280. -680. 1400. 

-0.04 0.00 -35.0 3.8 9.1 -19. 

6.0 3.80 670. -72. -174. 367. 

0.00 0.00 -1.3 0.14 0.35 -0.73 

LO 0.00 0.03 0.00 -0.01 0.01 

0.00 LO 0.00 0.00 0.00 0.00 

0.00 0.00 LO -0.02 -0.04 0.09 

0.00 0.00 0.00 LO 0.00 0.00 

0.00 0.00 0.00 0.00 LO 0.00 

0.00 0.00 0.01 0.00 0.00 LO 

K. will mainly redu·ce the uncenainly in these lwo par\\ffielers. The 
third group contains the hydraulic he.~d parameters. Prior, jnfonhation 
on the hydraulic head pararneters will not reduce the uncertainty in 
any of the hydraulic conductivily paramelers significantly. The 
linearized error ratios show that the hydraulic head parameters are 
not the more responsible parameters for prior infonnation. 

Based on the above analysis, it is cfficient and responsiblc to 
use prior information to define the paramcter vale:!~ for lhe ~ower 
four hydra":ic conductivily pararnelers, K,h• K1. ~ and K,. In lhe 
second stage of model calibration, these four parametcrs are spec
ified using the estimates developed from the 10-parameter inver
sion (which are very clase lo lheir prior values), and only six 
model paramelers are estimaled. The model paramelers eslimaled 
are the lwo hydraulic conductivily paramelers, K o and Kn, and lhe 
four hydraulic head paramelers. Thc resulting parameler estimales 
and uncenainties are given in Table 6. For lhe 1wo hydraulic con
ducti\'ily pararnelers, K. and K.. lhe parameler uncenainlies ha ve 
decreased significantly from the 1 0-paramcter inversion, with astan
da;-d error of the log-transforrned hydraulic conductivlly of less than 
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Table 9 
Error Ratio Matrix for Transport Parameters Using Parameter Spa<e Based on Joint Data Set for San Juan Basin Cross Sectlon Model 

.. Estimated -
.Specified-'I'rampoa Parameters 

' -Parmneters -P, P, Gao 

K. 0.55 0.52 -3.6 

K. -0.79 -0.71 3.3 

H, 0.00 0.00 -0.01 

H, 0.00 0.1)0 0.01 

H, 0.00 0.00 0.00 

H. 0.00 0.00 -0.02 

O. 1. The uncertainties in the hydraulic head parameters ha ve 
decreased only slightly. This slight decrease is expected, since !he 
hydraulic head pararneters are nearly uncorrelated with the hydraulic 
conductivity parameters. The CN for !he parameter space is approx
imately 93, a reduction of nearly three orders •>f magnirudc from !he 
10-parameter inversion. 

Effect of Errors in Other Parameters 
In calibrating !he above model, many parameters were not esti

mated. These parameters include the effective porosity in each 
unit, !he anisotropy for each unit, !he initial concentration for •<e 
at the water table, and the longitud!nal and transverso dispersi vi ti es 
(ato aT). These parameters were assigned a specified value. lt is 
importan! to detennine whether errors in !he specified values of these 
parameters influence the estimated parameters significantly. The lin
earized error ratio matrix can be used to determine how potential 
errors in !bese specified values influence !he estimated parameters. 

The error ratio matrix is shown in Table 9. The parameters P0 

and P
0 

are the effective porosity of !he Ojo Alama and Nacimiento 
respectively, and An. and An. describe the anisotropy of the Ojo 
Alamo and Nacimiento. The parameters with significan! error 
ratios are the hydraulic conductivity parameters as a result of errors 
in e;.;,. "L• and An.,. Errors in specifying !he boundary 14C con
centration may be magnified over three times when estimating 
!he hydraulic conductivity parameters. Errors in "L lead to largest 
error ratios for K, and K,. while errors in aT lead to small error ratios 
for K, and K,. The estimates of !he hydraulic conductivity para
meters are sensitive to errors in the estimate of aL. This sensitivity 
can cause difficulty, since prior information on aL is difficult to 
obtain. The parameter estimates are insensitive to errors in the 
anisotropy- of K,. but more sensitive to !he anisotropy or K,. The:,e 
error ratios are consistent, because in the Ojo Alama. the flow 
direction is dominantly alo~g !he dip ofthe unit, and therefore not 
very sensitive to !he anisotropy of K,. In the Nacimionto, there is 
a small componen! of vertical flow, and !he anisotropy of !he unit 
does affect !he flow field. Based on !bese linearized error ratios, esti
mating both e;.;, and aL along with the flow parameters for this 
model would be more responsible than simply using prior infor
mation on !bese transport parameters. Using prior information for 
the other transport parameters is responsible, since the linearized 
error ratios are small. 

Based on the above error ratio analysis, parameter estimation 
for the flow system was performed for eight parameters: the six flow 
parameters and cimt and aL. For cmit• the final parameter estimate is 
79.5 pmc. For "L· !he final parameter estímate is 350 m. Both of 

- -"L -"T An. -AD. 

-9.0 -0.30 -0.01 0.61 

11.5 0.86 0.01 -1.4 

0.02 0.00 0.00 0.00 

-0.01 0.00 0.00 0.00 

0.00 0.00 0.00 0.01 

0.00 0.01 0.00 0.01 

· these parameter estimates are close to their prior values, so the esti
mates for the flow parameters are similar to the parameter estímate& 
using prior infonnation on cinit and aL. The linearized error ratios ., 
show the potential for large errors when using prior infomtalion on 
e and aL but Lht>.sc páv:- estimates ~ closc to thc estimates using lnlt • 

the calibration data, so it is probahlc that no largc crrors occur. 

Concluding Comments 
Parameter estimation problems are often not identifiable or 

unstable using only hy"draulic head data. Prior information on 
sorne of the parameters may be used to stabilize the paramcter set 
for !he purpose of pararneter estimation. Guidelines have been 
developed and demonstrated for efficient and responsible use of prior 
infonnalion in parameter estimation. The most efficient parameters 
for prior information are !hose with !he largest element of !he 
vector (eigenvector) associated \\lth the longest axis ofthe paran. 
confidence region. The most responsible parameters for prior infor
mation are !hose that lead to !he smallest error ratios. The !m· 
earized error ratios can be calcula!ed from !he axes of !he pararne
ter confidence region. Those parameters that are the most efficient 
are often the most responsible. Both guidelines lead to selecting para
meters whose axes are closely aligned with the longest axis of the 
parameter confidence region. 

Parameter space analysi' was applied to synthetic and field 
examples with good results. The parameters for which prior infor
mation most efficiently and responsibly stabilized the parameter set 
'NCr1; ..:orrectly identified using the parameter space analysis. The 
linearized error ratios followed the pattem observed in the true error 
ratios Parameter space analysis may lead to selecting pararneters 
abm•i .vhich reliable prior information is difficult to obtain. The m\)<1· 
eler must make a judgment regarding the reliability or the prior infor
mation against the potential effects of errors in the prior estímate. 
Parameter space analysis gives the modeler a too! to judge !he 
poteniiaJ effects of crrors and unccrtainties in the prior estimates. 
The error ratio analysis is also valuable for judging !he potential 
effects of errors in specified model parameters. 
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organismos gubunamtntalts involucrados tll mauria ambitnral. 3. Et ~~ 
dt las univusidadu. 4. Educaci6n ambitnral para la socitdad. XI. 14¡g,¡ : 

compromisos dt PEMEX. XII. Conclusionts. XIII. Bibltograjfa . . ·;' 1·,.~' 1:.·· 

l. INTRODUCCIÓN 

El suelo y el subsuelo son ténninos que diffcilmente pueden em!'iearse por 
separado. En un lenguaje coloquial, suelo es la superficie y subsuelo hacia 
la profundidad, sin existir una referencia para saber que tan profundo es 
el suelo y desde donde empieza el subsuelo. 

Suelo y subsuelo constituyen un recurso natural que desempei\a diversas 
funciones entre las que destacan su papel como medio filtrante durante la 
recarga de acuíferos y de protección de los mismos, también están integrados 
al escenario donde ocurren los ciclos biogeoquúnicos, hidrológicos y de la 
cadena alimentaria, además de ser el espacio donde se realizan actividades 
agrícolas y ganaderas y áreas verdes de generación de oxígéno. 

15t 
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Aunque se ha venido haciendo mucho énfasis en el establecimiento de 
medidas preverlliva.o; con el fin de reducir o eliminar la descarga de ma
teriales extraños al medio amhiente, no se puede ignorar la contaminación 
que ocurrió en el pasndo. 

Ante la inmensa superficie de zonas afectadas por la actividad humana, 
surge la necesidad de tomar acciones para controlar la dispersión de 
contaminantes y buscar su eliminación. En los países más avanzados se 
han desarrollado tecnologías para remediación y restallración de sitios, sin 
embargo, dado que cada sitio dañado constituye una problemática especí
fica, se requiere el estahlecimiento de criterios y gran cantidad de 
información para decidir cómo controlar y eliminar Jos contaminantes. 

Exislen varios términos que comúnmente se usan como sinónimos: 
remediación (remetliation). limpieza (c/ean-up), restauración (restaura
tion), recuperación (rec/amation), sin embargo, es necesario entender el 
contexto en el que esios se emplean, ya que puede hacerse alguna 
diferenciación entre ellos. 

Se emiende por remediación o limpieza a las acciones que se toman 
para la reducción o eliminación de los niveles de contaminantes en suelo 
y subsuelo. Restauración o recuperación es la acción de devolver a un 
sitio, sus características originales. Es decir. rescatar o mejorar la función 
y la imagen que el suelo tenía ames de hahcr sido afectado por los 
contaminames. 

El concepto del suelo 

a) Desde el punto de vista científico-tecnológico 

El suelo se define como un material no consolidado sobre la superficie 
de la tierra. que ha sido formado mediante una dinámica natural a panir de 
la corteza terrestre con la influencia de factores genéticos y ambientales, 
proceso que ha tomado miles de años para tenerlo en su estado comun
rneme conocido Es un medio complejo y dinámico en consta me evolución. 

El suelo y el subsuelo en su conjunto, porque no pueden ser entidades 
separada~. tienen diversas funciones corno: filtrO amoniguaJor y trans
fonnador, productor de alimentos, háhitat biológico y reserva genética, 
medio físico para la construcción, fuente de materias primas y herencia 
cultural. 
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Suelo y subsuelo son el filtro que limpia el agua de lluvia que recarga 
los acufferos y que los protege contra la contaminación. El agua de lluvia 
arrastra un si número de compuestos, durante su recorrido ~stoS ·son 
retenidos en el subsuelo, de aquí que se hable de una capacidad·;ainoni-. . ,. ,,\ ... 
guadora. Algunos compuestos son lransformados por la mlcroblot~.n~•va, 
antes de llegar a los acuíferos. Para resaltar esta importante fun~ión·:'del 
suelo conviene recordar que los acuíferos constiluyen la fuente 4f::~Umi-
nistro de agua de las poblaciones. ..": ·';·· 

Como productor de alimentos, el suelo es la base para la vida del h'ombré 
y los animales, permite la implantación de las rafees de las plantas y les 
proporciona agua y elementos nutritivos. La producción de alimentos 
depende, entre otrós factores, de la disponibilidad y fertilidad de terrenos 
agrícolas. 

El suelo desempeña también una imponante función corno hábitat 
biológico y reserva genética. Se pueden desarrollar gran cantidad de 
vegetales y animales que forman pane de la cadena alimentaria y consti
tuyen la riqueza de la biodiversidad, por lo que deben ser protegidos de 
su posible extinción. 

Para la construcción, el suelo es la base física de las edificaciones, sean 
viviendas, industrias, JUgares de recreación, sistemas de transpo.ne o sitios 
para disposición de residuos. También, es fuente de materias p~¡,i,~! como 

'1 . a;, l. arc1 las, arena, grava y mmerales. ·.:.!\\~ ¡ 
Finalmente, el suelo alberga una importante herencia cultura~): repre

sentada por tesoros arqueológicos y paleontológicos, que son unii fuente 
única de información que debe ser mantenida como un testimonio de la 
historia de la tierra y de la humanidad. 

Todo lo anterior lleva a pensar en la necesidad de prevenir daño al suelo 
y recuperarlo cuando éste es afectado, pero nunca destruirlo,.debido a que 
es un recurso natural difícilmente renovable. · 

b) Desde el punto de vista jurídico-administrativo 

El suelo es pane del patrimonio nacional, independientemente de su 
valor y de su uso, razón por la que su cuidado es correspons3bilidad de 
todos los mcx.icanus. El urtfcuh• 27 tic: la Cun ... litud~'m Polhh:n tic lt•s 
Estados Unidos Mexicanos establece que 
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la propiedad de las tierras y aguas comprendidas dentro del territorio nacional 
corresp~:mden originalmente a la Nación (por lo que) se dictarán medidas 
necesan~ para preservar y restaurar el equilibrio ecológico ... y para evitar la 
desttucc1~n de los elementos narurales y los d:ulos que pueda sufrir en perjuicio· 
de la soc1edad. 

Po.r olro lado .. la Ley General del Equilihrio Ecológico y Protección 
Ambiental es el mstrumento fundamental Je referencia que sirve como 
base. para todas aquellas acciones relativas a nuestros recursos nalurales. 
El lltulo IV, capíiulo 111 lleva por nombre Prevención y Control de 
Colllanunanón del Suelo, consta de 11 artículos, del134 al144 inclusive, 
P~~o en su reda~ci?n existe poca precisión. Menciona que los residuos 
solidos son la prmc1~al fuente de contaminación del suelo, siendo que son 
uno de los tanios eJemplos de contaminación. La LGEEPA parece no 
~ons1d~rar otros contaminantes que se derraman como parte de actividades 
mdustna.les, como los re.si~uos del proce~amiento del petróleo, incluy~ndo 
comhusttbles y petroqlllmtcos, aceites gastados y metales, los cuales se 
con!-.idcran residuos peligrosos. 
. Gran. parte c.Jc los contaminantes del suelo y el subsuelo se generan en 
tnstalactones que cuentan con tanques de almacenamiento de combustibles 
los cuales son utilizados como materias primas, Tambi~n en cementerio~ 
industriale~ que son zonas restringidas o de dificil acceso. Otros ejemplos 
de contammantes son las aguas residuales que son venidas sobre el suelo 
sm pr:vw trata.miento .. los lodos residuales provenientes de plantas de 
tratamiento, la Infiltración en canales de aguas residuales a cielo abierto 
las fugas de alcantarillados y los agroquímicos. ' 

La LGE~PA es ~1 instrumento fundamental de referencia para realizar 
las ~udnonas ambientales, si partimos de la base que la legislación 
am~tental en maten~ de suelo es deficiente, las auditorías ambientales que 
ofic1a~mente se realizan deben ser también deficientes. De ahí surge la 
necesidad de contar con una ley precisa en los aspectos considerados y 
clara en su redacc1ón para evitar interpretaciones erróneas. 

?Iros instrument?s de referencia necesarios para que la ley pueda 
aplacarse y que no ex1sten son: un Reglamento para la Protección del Medio 
Ambiente en Maleria de Prevención y Control de la Con1aminación del 
Suelo Y del Subsuelo y las normas oficiales mexicanas correspondientes. 

.. 
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Como producto de estos vacíos en la legislación, no se le ha dado al 
suelo su valor como un recurso natural y por lo que no se ha enfatizado 
la necesidad de limpiar las zonas dañadas. 

"}:· ·.; . 

e) Desde el punJo de vista político y social . ; '.'· .• .,;.,. .. 
. : '" ' .: ... ;:,·.: 

En la vida diaria de nuestro México, el suelo es visto con solai\iente 
dos óplicas, como el escenario de acJividades agdcolas y foresiaÍ~s'.'o bien 
como una superficie donde se asientan edificaciones. . ' ·· 

Prácticamente todos los problemas de contaminación de suelos son 
ocasionados por actividades antropogénicas, ya sea por derrames acciden
tales o irresponsables, durante la descarga de subproductos o bien durante 
el transporte dentro y fuera de instalaciones industriales o de manteliimien
to. 

Somos una sociedad sin una cultura ambiental, no hemos sido educados 
para respetar a nuestrO ambienie y esto ha sido la consecuencia de una 
actitud pasiva, que ha llegado incluso a nuestros gobernantes. En ei pasado 
no se exigió a las industrias corregir los daños ocasionados por el_derrame 
de contaminantes y ahora, la carencia de instrumentos legales y regulato
rios en materia de suelo envuelve a todos los aspectos involucrados, en 
un cfrculo vicioso del que cada vez es más dificil salir. 

1 

·/:1 <~1 1 .~ · 
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ara mvo ucrar a a socie ad, necesita haber pruebas de.: ~p~ hay 
voluntad polftica y ética detrás de todas las acciones encaminadas ~:~ejorar 
el ambiente y la calidad de vida. La sociedad pierde cada vez más 
credibilidad en los fincionarios públicos, los problemas ambientales se han 
convertido en un tema de discursos políticos y el ambiente está cada vez 
más deteriorado. Esto ha venido a causar mayor desinterés de la sociedad, 
la cual asume un papel pasivo y ya no expresa sus ideas. 

d) Desde el punto de vista internacional 

Aparentemente, hasta la fecha no se ha reponado la migración de 
contaminantes a los países vecinos. que hayan sido vertidos en nuestro 
territorio. Debenos estar concientes de que los contaminantes Oo distin
guen fronteras y si las condiciones de un sitio favorecen su migración, 
estarfamos en graves problemas, de ahf la necesidad de tomar acciones 
antes de que pase más tiempo. Algo que nos ha evitado más problemas es 
el hecho de que el petróleo, por sus caracterfsticas, penetra muy lentainenie 
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las capas del suelo, más bien se encuemra en la parte superficial. Cuando 
los derrames han ocurrido en las costas se ha facilitado relativamente su 
recuperación, dado que el aceite crudo flota en la superficie. 

El compromiso que adquirimos recientemente ante la tinna del Tratado 
de Libre Comercio con Estados Unidos y Canadá, es un reto de competi
tividad ante estas dos grandes potencias en el terreno comercml, pero 
también ambiental a través de los Acuerdos de Cooperación Ambiental y 
Laboral. Entre los objetivos prioritarios de los Acuerdos de Cooperación 
Ambiental, quedó establecido: fortalecer la consen·ación, la protección y 
el mejoramiento del ambiente a partir de la cooperación y el apoyo mutuo 
en políticas ambientales con un alto nh•e/ de protección; esto incluye el 
establecimiento de las leyes y reglamentos, as{ como su observancia y 
cumplimiento. 

El hecho de no contar con una legislación clara en materia de suelo y 
subsuelo. nos pone en desventaja. por lo que se hace prioritaria una 
modificación ra1.onahk. 

Estados Unidos cuenta con una legislación bien establecida en materia 
prevenci0n y control de la contaminación de suelo y subsuelo. La ley 
federal directamente exige la limpieza del sitio contaminado con petróleo, 
a través del Acta de Conservación y Recuperación ~e Recursos (Resource 
Coqservation and Recovery Act, RCRA). Otras leyes rigen durante la 
remediación del sitio, como el Acta Global de Respuesta. Compensación 
y Responsahilidad (Comprehensive Environmenral Response, Compensa
tion and Liability, CERCLA) de 1980, mejor conocida como Superfund 
y el Acta de Reautorización a las Mejoras del Superfund (Superfund 
Amendments Reauthorization Act, SARA) de 1986, así como el Acta de 
Seguridad de Agua Potable (Safe"Orin\<ing Water Act. SDW A) y el Acta 
de Agua Limpia (Clean Water Act, CW A). El organismo encargado de 
que estas leyes se cumplan es la Agencia de Protección Ambiental 
(Environmental Protection Agency. EPA). 

La EPA tiene varias estrategias para obligar a la limpieza de sitios, una 
de ellas se refiere a la obligación de reportar derrames o "liberaciones al 
ambiente", hay enonnes multas y hasta encarcelamiento para aquellos que 
no lo hagan. Cuando un derrame 'ocurre, a través de la RCRA se obtiene 
la licencia para aislar el sitio por considerar que en el lugar hay materiales 
peligrosos. su limpieza se obliga por una resolución que se toma en la 
corte y los estándares impuestos para la limpieza son sustancialmente más 

¡'. 
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estrictos y caros. Esto hace más atractivo el limpiar un derrame por 
voluntad propia en lugar de llevar el asunto a juicio. 

Por lo que respecta a Canadá, el gobierno federal ha promulgado varias 
leyes ambientales de aplicación general. además de que cada.. ~rovincia 
tiene sus propios esquemas que regulan la descarga o emisión de Si.J~Úancias 
en el ambiente y establecen medidas de protección ambiental 'y .. pr~eedi
mie.ntos de evaluación ambiental. En Canadá ha sido muy fácil l.á.' ~~\¡;·~a de 
acc10nes a emergencias amhientales. Uehido a que como parle ~~·S~iCuhura 
todos los recursos naturales realmente se protegen de la contaminación. 
Por ejemplo, la declaración inicial del Acta Canadiense de ProÍécción 
Ambiental (Canadian Environmental Protection Act, CEPA) de i 988 dice 
que: la protección del ambieme es esencial para el bienestar de Canadá, 
la presencia de sustancias tóxicas en el ambiente es de interés nacional, 
en parte por mperto.'i de .wlud y además porque é.'itm no pueden Jer 
contenidas demro de barreras geogrtifica.< y es necesario cumplir mnlas 
obligaciones imunacionales en materia amhiental. 

Por otro lado, los propósitos del Acta Canadiense .de EvaluaciÓn 
Ambiental (Canadian Environmental Assessment Act, CEAA, que susti
tuye a Environmental Review Process Guidelines Order, EARP) de 1992, 
son asegurar que los efectos ambientales de proyectos se ·re}r~eti cuida
dosameme antes de que las autoridades responsables inicien sir\1,/~sprro//o, 
esto asegura también que los proyectos que se realicen en cdlif!¡tp o en 
sus territorios federales no rau:'ien rfrctoJ amhirfllnles ad~·ersos'¡~l delllrn 
ni jUera de la jurisdicción en la cual los proyectos son 1/e~•ados' a cabo. 
Además de la claridad de esta legislación, la participación púbiica ha sido 
un factor fundamental para que se tengr~ un amhiente verdaderamente 

. limpio que incluye: agua, aire y suelo. El Plan Verde para un Ambiente 
Saludable (Green Plan for a Healthy Environment) ha establecido obj~tivos 
muy precisos para trabajar por un ambiente limpio. 

Una situación que vale la pena señalar. es el hecho de que en México 
la limpieza de sitios contaminados se ha venido dando como uóa condición 
de inversionistas extranjeros imeresados en la compra de empresas 
mexicanas. Es decir, para que el inversionista extranjero decida comprar 
o invertir capital en una empresa mexicana, es necesario demostrar que 
no hay contaminantes en el subsuelo del terreno donde la empresa ha 
venido realizando sus actividades desde años atrás, si los hay, se debe 
limpiar el sitio en un tiempo que legalmente se determina al momento ~e 
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la transacción. Esta situación ha abierto mercado a todo tipo de tecnologfas 
y con.•ullora.• ambientales extranjeras, de las cuales se hablará más adelante. 

11. EL CONCEPTO DE CONTAMINACIÓN 

El término contaminación puede definirse como la introducción al 
ambiente de un compuesto, en cantidad tal que incrementa su concentra
ción natural y que excede la capacidad de la naturaleza para degradarlo y 
reincorporarlo a los ciclos de transformación de la materia y energfa. 

El petróleo es una mezcla muy compleja de cientos de compuestos 
químicos. sus características y la proporción de sus constituyentes varfan 
en función de su origen geológico y geográfico. El petróleo es un producto 
natural, por lo que la propia naturaleza es capaz de reincorporar una muy 
pequeña fracción de éste a los ciclos biogeoqufmicos, ya que la comple
jidad química de algunos de sus constituyentes hace que el proceso requiera 
de varios años. 

Cuando la cantidad de petróleo en el ambiente es mayor de la que puede 
ser reciclada, el petróleo se convierte en un contaminante presentando un 
impacto negativo, ya que entre sus componentes existen allas concentra
ciones de sustancias que son consideradas como residuos peligrosos por 
su efecto dañino a la salud. Ejemplos de éstos son: benceno, tolueno, 
etilbenceno, x.ilenos, naftaleno, antraceno, fenantreno, cresoles, fenal, 
'ciclopentano, ciclohexano y etileno. Algunos de ellos son cancerigenos 
como es el caso de benceno, naftaleno, antraceno y fenantreno. Por lo 
anterior, los derrames de petróleo son t~n:;iderados residuos peligrosos. 

Otros productos, como los bifenilos policlorados son completamente 
sintéticos y altamente tóxicos, es ~~cir, o~y ajenos a la naturaleza, por 
lo que no pueden ser degradados de manera natural, ni reincorporados a 
ésta. 

Cada sitio tiene sus características particulares y por lo tanto su propia 
dinámica, esa es la razón por la que cada región puede tener diferente 
nnnnativhlatl rclacion;ula cnn los límitc:"i máximos pcrmisihles para los 
contaminantes. 
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111. FUENTES DE CONTAMINACIÓN EN INSTALACIONEs 
PETROLERAS 

' ,~:. _;,; ' 

Como producto de las actividades petroleras los suelos s~·n>. alterados 
por la construc.ción de. rutas de acceso, remoción de la cubiertá :v~~etal 

0 
edáfica pa:a la mstalacoón de campamentos y actitudes depredatQ'rih·sobre 
recursos boótocos por parte de los que realizan dichas actividac(ciS /Gs v[as 
de acceso se ~onvierten en. v~ctores de colonización espo.ntáhé:l y de 
asentamoentos orregul~res, son omportar los riesgos de fuga y_ explosión. 
Esto causa perturbacoón de los ecosistemas, desaparición de'. especies 
vegetales Y d~spla.zamoento de especies animales del lugar. . _ .. 

La contammacoón de suelos y acuíferos ocasionada poi la industria 
pe~rolera se presenta d~ra~te a~tividades de extracción, refinación, petro
quomoca, transporte, dostnbucoón, almacenamiento y comercialización, 
por lo qu~ todas las empresas de PEMEX están involucradas, Refinación, 
Exploracoón.y Produccoón, Gas y Petroquímica Básica, Petroquímica. 

. En las actividades de t'I:Cracción se observan derrames y explosiones de 
h1drocarbu~os, acumulación de residuos de perforación y lodos aceiwsos. 
En refinac!ón y petroquímica se requieren grandes extensi0.nes para la 
construccoon de tanques de almacenamiento, así como de ¡,t~~~~s in~us
troales de transformacoón, sostemas para la generación y distflti~~ión de 
nuodos: vapores y de enfriamiento de agua. Se observa un'·~~sumo 
~nd1scr~mmado de agua, derrames, explosiones y descargas de ·residuos 
mdustroales d~ alta toxicidad y no biodegradables. Durante el transporte 
se presentan nesgas por derrame de residuos peligrosos. · . 

La~ r;des d~_duct~s de distribución están siempre sujetas a.riesgos de 
accodentes de do versa mdole como derrames, explosiones, incendios y fuga 
de gases. El almacenamoento en tanques es una situación similar 

Las tuberías, duetos y tanques de almacenamiento de comb~stibles 
generalmente ~o se revisan con la frecuencia requerida, por io que no 5~ 
toman las medrdas preventivas necesarias y Jos casos se atienden Una vez 
~u~ ~curre la .ruptura de éstos. Además. las instalaciones petroleras están 
•
1 la llllt."mpcrJc Y una gr;m parte M!' cn~.:ucJUran en :tunas ~.:ostc:ras Uu111.h: 
la corrosión ac.aba con todos los elemenros metálicos presentes'. Otros 
derr~mes de hidrocarburos que ocurren accidentalmente y son menos 
co~soderados se refieren a las volcaduras de pipas y son parte de las 
actovodades de transporte. · 
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Los sitios de comercialización manejan menores volúmenes de hidro
carburos y derivados (gas doméslico, peiróleo diáFano, diésel, gasolinas, 
grasas, aceites, solventes, resinas), pero generalmente estos lugares no 
cueman con dispositivos adecuados para el control de emisiones Y derra
mes al suelo, así como sistemas de recolección. 

Algunos problemas de contarnin~fi6n qtt~. han sido producto de de~c~r
gas de residuos se encuentran en zOnas palltanosas, donde el nivel freauco 
suhe de m:tncra sorprendente en la tcmpt~r!'.da de lluvias En estas z~nas 
se hace muy dilicil el acceso aún para realizar aclividades de prospecciÓn. 

Olro foco de conlaminación de subsuelo en las induslrias de refinación 
y petroquírnil:a son las instalaciones amiguas que no fueron completamente 
desmanteladas y se han convenido en cementerios indu~triales. En estos 
sitios la con1aminación con hidrocarburos es mínima, los principales 
conta~inantes son compuestos inorgánicos, muchos de ellos tóxicos. que 
se lavan fácilmente por efecto de las lluv¡a,:. Y así penetran al subsuelo. 

IV. DISPERSIÓN DE CONTAMINANTES EN SUELOS Y ACUIFEROS 

Una vez que ha ocurrido un derrame ,de. contamin~n.te~ en el s.uelo, 
ocurren diversos fenómenos naturales que uenden a dlflgtrlos hac&a las 
aguas suhlerráneas. Es10 hace necesario el entender la forma en que los 
contaminantes penetran, migran y se dispersan en el suhsu~lo. · . 

En ténninos generales, el comportamiento de los contammante~ esta en 
función de sus características fisicoquímicas en las que se mcluyen 
principalmcllle densidad, solubilidad, viscosidad, además de las caracl~
rísticas del medio que los rodea como son elupo de suelo, su permeabi
lidad, el tamaño de las parlículas, su contenido de humedad y de malena 
orgánica, así como la profundidad del nivel freálico. ÜIT~S faclores 
climatológicos como la 1empera1Ura y las precipilaciones pluviales, tam
bién tienen una gran influencia. Todas las variables en su conjunto, definen 
el tamaño y la distribución lridimensional del bulbo o mancha de conta-
minación en una zona específica. . 

De acuerdo a su densidad, los compuestos.orgánicos se clas&fican en 
dos grupos: aquellos cuya densidad es menor que la del agua se denominan 
ligeros mientras que a tos que poseen una densidad mayor a la del agua 
se tes conoce como densos. Esta clasificación es importante ya que es lo 
que determina el cornponamiento de los contaminantes en el acuffero. Los 

,. 
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ligeros tienden a fonnar una capa en fonna de "nata., en el nivei fr~ático 
y se mueven horizomalmenle en dirección al nujo del agua subte~ránea, 
como las gasolinas, los aceiles y el peiróleo crudo. Los den~os·•por el 
contrario, migran hacia la base del acuífero creando una colunln~.'a_·:~,artir 
de la cual pueden migrar en dirección al nujo del agua sub.terd'nt:a 
contaminando así el acuífero en toda su profundidad, ejemplo Je é~~o~:·~on 
los bifenilos policlorados. , . .' .,•.','' 

La comhinación de l:t'i car:u:tcdsric:t'i del !oiuh~uclo, de los cont'~¡·~ni.r'wntcs 
y las condiciones clima10lógicas del si1io pueden dar lugar a-los diferenles 
procesos de lranspone y dislribución de comaminanles. Para enlender i:l 
transporte y destino eJe comaminantcs en el suhsuclo es necesario realizar 
una buena caraclerización del silio con la cual se conocerán la carga 
hidráulica y la estratigrafía, así como los coeficientes de adsorción y la 
permeabilidad del suelo. Con esla información es posible calibrar modelos 
matemáticos que sean represemarivos de la distribución tridimensionaÍ de 
los contaminantes en el sitio. 

V. LA AUDITORIA AMBIENTAL COMO PARTE 

DE LA CARACTERIZACIÓN DE UN SITIO :;1 :;: ¡ . 
. 1'11'• 

! l•¡ 

P?r de~nici?n, una audit?ría amhicntal en materia de suelos sé·~~ere 
a la ldenllfiCaCIÓn y evaluaCIÓn del eSiado de la COnlaminación en SUelo y 
subsuelo, incluyendo las aguas subterráneas. · 

Por olro lado, la caraclerización de un silio del que ya se sahe que ha 
sido afectado, se refiere a los estudios que permitirán conocer las 
caracle~ís¡icas de Juncionarpienlo del suhsuelo como filiro amoniguador 
y el comporlamiemo de los comaminanles en él. Los esludios preliminares 
de dicha carac1erización corresponden a los de una audilorla ambiemal. 

En los países avanzados, no se practican las auditorías ambieritales de 
esta forma, bas1a con de1ec1ar la presencia de un conlaminame en suelo o 
aguas subterráneas para proceder directa e inmediatamente a la caracteri
zación geohidrológica y química del silio y de los alrededores. La mela 
final de estas activi~ades es proponer alternativas para la limpieza deÍ sitio. 

Las etapas básicas de la caracterización de un sitio, que ianlbién 
corresponden a la de una auditoría ambiental en materia de suCio y 
subsuelo, se describen a cominuación: 
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Recopilm ián lle la información En principio se requiere un plano del 
terreno l.lonJe se encuemran las inslalaciones donde se puedan identificar 
las inslalac1ones suhlerráneas (tanque~ y duelos). los talleres de manteni
llliClllo, Ja.., zona-; de tli-;po:-.kiún de desechos e ins1:1laciones antiguas 
EMoo; dalo~ !\t:rvir:ín para detectar la fuenlc de la conlaminaciún. por lo 
que e~ lk gran utilidad uhicar las inslal;u.:ioncs en un plano que incluya 
la!\ zona~ circundanle~ para definir ~ilios que scrvir;ln como conln~l. 
Tamh1én !\e lkherán recopilar datos hidrogcol{lgicos. relacionados con la 
profundidad del nivel freático. la dirección del llujo de la corriente 
suhterránea y la conJucrividad hidráulica. información que servirá para 
pronnstic;1r la migración de los contammantcs hacia el acuifero. Un plano 
1.11! uhH:aciún di! los pozos existentes y su c;¡udal de extracción permitirán 
prl.!decir el efec10 sohre la pohlaciún alcJ:uia. 

R('conocimit•ntn del silio. En la visita;¡ campo se podrá contrastar toda 
la infnrmacitln recabada. En el c:l\n de ill!\l:llacitme~ petruleras o pctro
químicas. se podrán regisrrar las {¡rc:~s visihlemente contaminadas asi 
ctlllHI instalacltmes o ZtJnas potencialnteiUt: c1mtaminantes. 

{tll'l'.Higm hin mi< ial dl' la contctlllllllldún. l.a infor111aciún nhtcnida 
servirá como hase para definir los punh.ls donde ~e dehcrán perforar los 
pozos de monitoreo y donde se hahrán de hnnar muestras de suelo a las 
diferentes profundidades. Las muestras deherán ser llevadas a un Jahora
wrio quínm:o para la identificación y cu:uuificación de los conraminantes 
presenle!-0. En la actualidad ya existen equipos analítico.~ p:ua realizar 
pruehas en campo. lo que evita la pérdida de contaminantes de caracrerís
ucas volátiles Con la información ohtenida será posihlc realizar un 
diagn6~til.:o del sitio, en el que se podrán iJcntificar las manchas de 
contaminaciún y los gradierues que se forman en hmcit'm de las caracre
rbti~.:as dd suelo Cuando !'ie determinan las car;u.:tcrísticas de permeabi
lidad y porosidad en las muestras de suelo. se pueden correr modelos de 
migración de los contaminantes que son una herramienta de gran utilidad 
para el pronóstico y de seguimiento en las actividades de remediación. 

Como resultado de la carencia de una legislación clara en materia de 
sudo y suhsuelo en México, el CJt!rcicin Llc la auditoría ambiental en esta 
materia se confunde. En los formatos nficiales'Jo referente a "Control de 
la Contami11ación del Suelo" únicameme cuestiona sohre la generación y 
Uispo!'liclón de residuos sólidos y pcligroMJS, mit:ntras t¡uc las instalaciones 
subterráneas que merecen mayor investigación dentro de esta materia, se 
dejan dentro de una sección titulada lllstalaciollrs. a la cual se le da menor 
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importancia. Tampoco se considera que en Jos tanques subterrárieos o 
sobre tierra pueden albergar combustibles o solventes que sori empicados 
como materias primas. por lo que no corresponden a residu~s. aunque 
pueden tener el mismo grado de peligrosidad. ·-r, .,; · 

En instalaciones petroleras en operación se han practicadO. a~dirorías 
ambientales. con el propósito de identificar áreas afectadas. ESro,h3.'~a.do 
como resultado un. inventario de los residuos generados, la Jet.é,i;c~.~O de 
fuentes de contammación y zonas de aiio riesgo aciual y pote¡lt:r.jl. No 
obsiante, hace falla complemeniar la información sobre e('Iip.o y la 
concentración de cont'lminantes presemes y las caracterísricas de los suelos 
afectados, es decir, se requiere una caracterización completa par3; estimar 
la eXIensión de las manchas de contaminación y su posible llegada ~ las 
aguas subierráneas. 

Durante la realización de las auditorías ambientales es indispensable 
considerar los terrenos aledaños a las instalaciones petroleraS, mismos que 
en ocasiones han servido como cementerios o como zonas de vertido de 
desechos petroleros y que por la cercanía de poblaciones représentan un 
aho riesgo para la salud. 

VI. EL CONCEPTO DE REMEDIACIÓN 
¡ 1·, ;·:·, . 

:, ,·~ ~··, . 
' 1' 

Una vez que se ha diagnosricado el estado de contaminación ~d.~Ó ~itio, 
suelo y subsuelo, se deben plantear alternativas para su lim'¡tieza y 
esrahlecer Jos niveles de limpieza. Es decir, el límite máximo de coma mi
nantes que se aceptará en un suelo después de haber sido sometido a un 
tratamiento de remediación. · , 

Dado que en México no exisien norma oficiales (NOM) que esJablezcan 
esios niveles de limpieza, se puede seguir uno de los siguientes caminos: 
1) tomando como referencia normas extranjeras, 2) por evaluación de 
riesgo o 3) en función del uso que se dará al suelo. 

La concentración de contaminantes se expresa a Iravés de un parámetro 
indicador, que corresponde al contaminante que esiá en mayor proporción 
o que es el más peligroso. Debido a que Iampoco contamos con método' 
analíticos oficiales para determinar la concentración de contamirlantes en 
México, se acostumbra recurrir a lol\ establecidos por otras instÚudnncs 
oficiales extranjeras. Los más comunes son los métodos EPA á:nvirnn
mental Protection Agency) y los ASTM (American Society for Te,ting 

: 
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Malerials), los cuales son identificados por una clave formada por dos 
números. el primero es progresivo y el segundo indica el año de publica
ción que en cienos casos corresponde a una modificación del procedimiento. 

La conc~ntración de los contaminantes se puede evaluar de mant::ra 
global como hidrocarburos totales del petróleo (IITP), o bien se elige el 
más tóxico de sus componentes. En el caso de las gasolinas se cuantifican 
los hidrocarburos monoaromáricos totales como BTEX (benceno, wluenº, 
elilbe.nceno y xilenos) o cada uno de ellos por separado, algunos eligen 
solamente el benceno por ser el más tóxico. Para gasolinas y diésel también 
se cuantifican los HTP, para el caso del diésel se puede cuantificar alguno 
de sus hidrocarburos pormucleoaromáticos (HPNA) como naftaieno, 
antraceno o fenantreno que· son también muy tóxicos. Existen varios 
métodos para cuantificar un mismo parámetro, pero algunos son especí
ficos para muestras de agua y otros para mueslr.ts de suelo. 

l. Tomando como referencia normas extranjeras 

El ejemplo clásico es tomar como referencia los estándares establecidos 
por la EPA en los Estados Unidos. En ese país, no existe un listado de 
normas único, los gobiernos estatales han establecido sus propios límites 
permisibles, los cuales fueron definidos de acuerdo a una evaluación de 
riesgo. En la Tabla 1 se presentan valores que rigen en algunos de los 
estados. Podrá observarse que para un mismo parámetro indicador, hay 
una amplia variación de nivel permisible, tamhién se observa que las 
concentraciones en suelo (mg/kg o ppm. partes por millón) son mayores 
a las que se piden en agua (ug/1 o ppb, partes por billón) debido a que se 
emplean los estándares para agua potable. Los niveles de limpieza para el 
benceno va de 0.005 a 50 mg/kg en suelo y de 0.2 a 71 ug/1 en agua 
subterránea, en el caso deltolueno va de 0.3 a 200 mg/kg en suelo y hasta 
200,000 ug/1 para agua. La concentración permisible de gasolina en suelo 
medida como HTP es de 50 a 1000 mg/kg y solameme en dos estados, 
Georgia y New Jersey, se registra el uso de hidrocarburos polinucleoaro
máticos como parámetros indicadores de la presencia de diésel o gasolina. 

·, 
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Tahla l. Lfmites permisibles de contaminantes en suelos y aguu subterráneas 
en algunos estados de los Estados Unidos de Norleamérica · 

EJtado Cvntami- Parám~tro Lima~ pumiJihlt Mltudo ··~~/~~(~o 
nantt indtetulor fmvtl dt limn,aoJ . .,·.· 

Suelo Agua Suelo .·Ag~ 
subterr!nea subte1iil1ea 

{mg/kg) tu•!() . ',.: .' _., ~·;; 

Alabama I~Zasolina beoceno 5 
.. ·. 
EPAM1.6l4 

tolueno t ()()() EPA602,624 

etilbenceno 700 EPA602.624 

xilenos 10 ()()() EPA602.624 

¡!asolina IITP tOO F.PA 9071 
lhé!~el EPA 418.1 
aceite 

lllaSt.'ltJO 

Arizona asolina HTP 1 EPA418.1 

benceno 0.13 S EPA 8 020 EPA S02.2 

tulueno 200 1 ()()() EPA 8 020 EPA 502.2 

etilbenceno 68 700 EPA 8020 IEPA~02.2 

---·---- ---- ~~~~--f---,1!__ ¡.._lQJXXI EPA 8020 ~~~~•so2.2 
Arkan!la~ gasolin41 IITP 1 00 ·1 {)()() IJPA 418.1 · .. ,.\\,1.:. 

diésel EPA S0 15M 
1¡1.' 
1:,1 

aceite 

---·- 1:!~~ --- --- -
BTEX 0-400 EPA 8020 . 

California 1 Easolina ht:nceno 0.3-1 EPA 8020 

tolueno 0.3-SO EPA 8020 

etilbenceno I-SO EPA 8020 

xilenos I·SO EPA 8020 

Delaware gasolina HTP 100 EPA .. 
diésel 418.1M 

EPA 9071 
El'A 
80t5M 

BTEX 10 EPA 3010 
+8020 

: 
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Tabla l. Continuación. 

E.illldo Contamt- Parám~tro Llmit~ pamiJihlt Mit(H./o analiticn 

nantt md1cudnr (ni~'tl tlt' /imf)lt'ZaJ 
~ 

Flnritla •o~-.ollna benceno 1 EPA.§QL_ 

BTEX 50 EPA 602 

Ju:,cl naltalcn''" 100 EPA 610 ------- ----- ~- . ---------- ----- ---
q~~~_!:Í!I __ g~\ulin!~ ~~c::nn 5:1L_ --- ----- IT~ so~o-

tnlucnn J(XXI- EPA 8020 

-----~ ---- ------- fQf!lM_It!_ - - ~ -- ----- . -----
etilbenceno 700- EPA 8020 

----- ---- -- . ----- -- ~R 171~ - --- ----. 

xileno!\ 10 000 El' A 8020 

BTEX 20-100 EPA 8020 
~ 

~a~ohna IITP 1 00-500 California 
1.hésel M 
acette 
'J.'Itado 

Ju~sel henzopiren o 03-0 2 EPA 550 
EPA 8270 

anuaceno 110 ()()() EPA 8270 

enseno o 3 EPA 8270 

llunrantn:nt 370 EPA 8270 

----
lluoreno - 14.{)()()__ ------ g_A_827_Q_ 

--- ---
pi_r!!!:!'~-- ----- __ lll(){)(! ---- EPA __ ~~?Q_ -------

IJahu ga!-nl.!!!!__ hcncenu -----
__ L _ liP~A_l!Q]_Q_ 

tnluenn I!XXI -------- -~ 1~ p" BQ_2_Q__ -- ----------~ 

~ - ---- .el!l_~~~~!!!.! --- -~-~?00 EPA 80~Q_ 

xilenos 10.000 EPA 8020-
--------- --

IITP 40-200 EPA 9015 

1.hCsd IITP 100-2000 EPA 8015 --- ~ 

acei1e IITP 100 EPA 418.1 

--~--

ga~ladn ----
K:m'~~--- gasolina henceno 1.4 5 !oPA 502.2 

lolueno 1000 EPA 502 2 
- ---

E~~-~ ctilh~m:enn 680 
~- --

RI'Mi'lliACJ()N Y RISfAIIRACI()N lh7 

------ ···-- ·-- .... --·----- ----- --- ---- ------
~------ -- Tahl.t l. Cmuinua~·~·~~~: ___ ·--·. . - ---- -···--- - --F..\ lado Ctmlflmt· Purtímt'tro l.ímtll' pumil·ihll' M~ltJtlo tlnlllitif o 

-~ ~ - nmttt' tmltt'Utlor (ni\'t'l ti,- lmtpit':.a) 

xiiCII\1\ ··-- - -- - ... - - -. --- 440 ['PI\ 2112 2 -- . ---
:··:·, .. \ .. : .. ·· -~a\OIIIId IITI• 100 

dié,cl : ,1'' 
al:CIIC :t•.• 

g~'ladu . .\ . __ ,.';::· 
,, ,'•; 

dié\cl naltalcnu 141 ·' ·/· ·:'.'• . 
' Ken~u~:ky_ __ g~~1~'~-- !fJ1:)(_(ci~J 1 -~L 1 }: ~_!1_1~40 EP~ l<_~o __ ----- - ~- -- ---

IJ~~Lana ___ ga~•_l11~a ..... liTE X 100 EPA_ 8020 - ~ 

Mj~l!_ig•!!~-- ga~l_!,lj!.!_a __ ~I!C:~IIU _ __ --- ··~ 24 ---- 1 1_:!'-~-~!_J~(!__ !_:_1_'~~~0 
tnlucnn 16,!__)()() 790 EPA 8020 EPA 8020 
t:lilrn:nccno 1500 74 EPA 8020 EPA~ 
xilenn~ 5600 280 EPA 8020 EPA 8020 

Mis~ouri ga!<.olma HTP 50-500 5-10 EPA ,EPA 418.1 
~!.!J~! 

., 
----- ___ , _____ 

Moma na gao;nlma IITP 100 ! 
' diést:l --

Nehra,ka ga~nlina hencenn 0.005~50 5 EPA 8021 j;PA 8021 
d•é~el ' 

.. 
.''if 

llTEX __ J:_I_!).(IQO ____ EPA 8021 •,1,1 '1 -- .~~-
Nevada ga.,nlina IITP 100 EPA 801.'\ '1· 

dié~cl 
1:.• 

------ ----··· ------
Ncw g.t,olma hcnccnn 1-ll 11.2 El' A SW t:f'A SW 
J_e_!~y ___ ----- ----------- K46 M46 --------· 

wlucnn I!XMI 1()(10 EPASW ÍoPii SW 

------- ---- -~----
M46 846 

~----~ 

elilhencenn I!XXI 700 EI'A 52 EPA sw 
846 846 

~ileno 110-1000 40 EPASW lEPA SW 
846 846 

antraceno 10.000 2000 EPA SW lEPA SW 
846 846 

nartaleno 230-4200 EPA SW EP~ SW 
846 846 

IITP h1drucarl>ums !orales del reu!\lcn. BTEX t-.cncc:no, lolucnu. culhcnceno.•. _.,Jc:nt•~. M mehoo.ll 
mnc.hficadu. 
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2. Por e,·aluación de riesgo 

Se refiere a los valores deducidos después de una evaluación de los 
riesgos específicos del lugar de estudio. La~ normas oficiales en los estados 
de Estados Unidos fueron establecidas bajo este criterio. 

Los estudios de evaluación de riesgo son el resultado de estudios de 
análisis de peligrosidad. de exposicióo y de riesgo. Con el análisis de peli-. 
grosidad se determina la roxicidad de los contaminantes en el sitio, • 
mientras que con el de exposición se evaluan los medios por los cuales un 
ser humano encuentra los contaminantes que se generan de un sitio. En el 
análisis de nesgo, los niveles de exposición humana p<tra un compuesto 
químico y la 1oxicidad resuhanle de tal exposición se campar~ ~on un v~~or 
de toxicidad crítica para ese compuesto. El valor de 1oxJc1dad crU1ca 
generalmenre representa un nivel de exposición aceptable para el com· 
puesto. Si l'l valor tic toxicidad trftica se excede, las :acciones de 
rcn1cUiación de un sirio son inrnincnlcs. 

·El análisis de riesgo consla de tres principales crilcrins: 
1 '. 

1.1 aditivit.Jad del nivel tic pcligro~!d:1d para quhnil:os que licncn 
ckclu~ lthico!'o !'oimilarcs (por ejemplo hcmc'Jli~is de crirrociws. d;u'o 
nervioso o tlai'lo lu:párico); 

- la aditiviJad del nivel de peligrosidad para exposición de un mismo 
compuesto encontrado en varias fuentes (por ejemplo agua, alirnen
IOS de origen vegetal y animal); 

-lns efectos sinérgicos, que se relierc al nivel de peligrosidad de dos 
0 más compuestos que es maypr cuando están juntos en comparación 
con la suma de los efectos de los mismos compuestos por separado. 

Existen siete metodologías para realizar estudios de evaluación de 
riesgo que se han desarrollado en los Estados Unidos. todas ellas deben 
incluir variables que claramente represenren los niveles de peligrosidad, 
de exposición y de riesgo para un sitio en particular. En la Tabla 2 se 
resumen las diferentes metodologias, los criterios 4uc emplean cada una 
de ellas están marcados con una cruz. 

Las metodologías más interesantes son aquellas que consideran sirua
ciones reales, como la presencia de mezclas de contaminantes tal como el 
petróleo y sus derivados, además de medios múltiples de exposición (suel?, 
agua, alimentos de origen vegetal y animal). La única que considera estos 

,. 
1 
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dos aspectos es la desarrollada por la EPA (3) en la cual la evaluación de 
la salud pública involucra el establecimiento de objetivos y la .estimación 
del riesgo para alternadvas de remediación, por lo que toma en cuenta los 
siguientes aspectos: :: .. .. , 

.~. ',\,, 

- la posibilidad de nuevas formas 
remediación~ 

de exposición causadas ~Q{ la 
".: :!:·;:·· 
,;·,.::, 

en los 6~'Ai~s de 
- la necesidad de indicadores químicos; 
- las concentraciones tóxicas son determinadas 

exposición; 
-las velocidades de liberación de contaminantes; 
-el riesgo crónico de compuestos no-carcinógenos; 
-el efecto de la remediación sobre la salud a corto plazo; 
-la permanencia de contaminantes por el fracaso de una remedi3ción. 

Aparentemente en México se han difundido muy poco este tipo de 
metodologías, por lo que sería muy conveniente profundizar en e! las para 
entender la forma en que se cstahlecen lo:, limites perm\sihles, que 
finalmcnh! para el caso de los r:~tados Unidos corrcsponJc al inci~u 
anterior (~.2). 

¡ ¡··::-... 
·. '·¡•¡l.· . 

Tabla 2. Comparación de las difer~ntes melodologías para evaluación ·d~t~lttgo• 
,., ' 

1 - _}- -- __ 4 __ ;---_1__ - ·--~--- l:.:.' __ ..z_ ---____ (r_{t~rio 

P~hgn~.~,;~m~w~--~---1---~--~---~---~---"----1 
Valor l.lc: toxiciJad 
Toxicidad aguda no
carcinól!ena 

To:tictdad crónica no
carcinó¡.:ena 

X 

X 

X 

X ToxiciJad crónica 

9rcinóg,e.n~•~---I·---
Mct.dJ\ Jc cnni.JIIH· 

X X X X X 

X X X X 

X X X X 

X X X X 

~--~+~~-t---t-~-J-~~1---1 
X X X X 

nant~~--- ~ _ ·-t--+--_______ ---1-~ ______ _ 
Fa~o:10r de pc!r.n dd X X X X 
cuemn 

Factores farmacociné· 
ticos 

X 
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------- ----,---,,_T,ob"l~!.b. Con.!i~.!!af!-1'1...!!. __ 
Criurio 1 j 4 J 6 7 

X __ x _ _ ]( __ , 
X X X 

X X X X 

ltl~t:_~~!Ó!l.~l!_~l!_e!Q. __ -t------ ____ -~-- __ -~- ---~- ~- -·-~ 
Ah,nrt:it\n JCrmil::. 

l'ntNI/lUI Jc vcg~~~~'!. X ... X 

Cu/1\ulllu Jc ~.:arnc X X 

(_;'_t_!!l'umu de oescaJo X X X 

lk\111111 amhicn1,1l X X X 

Fa~~·•r .tk v1JJ )l~~~i:1_ X 

F.u:lnrc:-. c:-pcdli~o:n:-. X X X 
Jcl !>itin 

Analis1s tlr rieSflO 

AJmvil!alJ · llt:l efecto X X 
~~-~!dJd 
EKpn<;lción ' medios X X X 
!!l..l!l!irlt:.._ ~------. --··-·-- ----
Efectos !lint!nzicos 

•Mchw .. hdtltt!""· 
l. Depan:altl(nfo de ScrYicios de Salud de Calif1uma 
2. Rnstnhlau lJ.H .. D:acre J.C .. :antl Cngley 

X 

J. Agencia de Prolección Ambiental de Jns Estados Unidos (EPA) 
4. Ford K. L. a M Gurba P. 
!'i. SIUckman S. K. and Dime R. 
(), Dcpanamcn1o de Ecolog[a del Estado de W.ashing10n 
7. Deparuuncn1o de Servicitl5 de Si!lud del Estldo de California 

3. En función del11so que se dará al suelo 

--- ---· 
X 

X 

X X 

~--- --- ---

En esta opción se analizan las propiedades de un suelo en función de 
algún uso que se le vaya a dar. también se analiza si su contaminación es 
un riesgo para la salud de los habilames 'Je~a~os a la zona. Lo más común 
es pensar que el suelo se va a utilizar comp medio para el crecimiento de 
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especies vegetales, aunque no necesariamente como una actividad ~conó· 
mica, también se puede usar el suelo como material estructural en una 
construcción. Este es el criterio que se sigue en Holanda que también tiene 
a_Jguna base en esludios de evaluación de riesgo. Algunos ejell)plos de 
hmnes permisibles para contaminantes establecidos por la' lekl~~ación 
holandesa se mues1ran en la Tabla 3, se podrá observar que éslos. soiJJnás 
estnctos que los noneamericanos. .'·.¡ ·\'.:•:·. 

'' 1'1' 

Tahl:1 3. Comparacicln de la cum:cmr:1ción pcrmisihlc de ¡¡fg~·~·~{':'· 
l'Cml;uuin;mlc:- cnlrc EM:ulos Unidm• y llulanda 

ConJamuumu Sudo Axuu sui,~rrán~a 
_("!,•I&:J ..f!J•IJ)_ 

l:''·"h" lhudn' llol,1111l.1 1::-I.Hhl' 11uulu:-. llnhmJJ : 
Cr~1~1111 - . HOO IIMI .. ___ .ly ---·--- ___ ·1 .... __ . ·---·- .. - ... _ ... 
Plomo soo HS so IS 
Benceno 0.1 o.os S 0.2 
Tolueno so 0.05 1000 0.2 

•Las c1fras corresponden a promedios de lodos los estados. 

¡ l',;.: ' 
VIl. ALTERNATIVAS TECNOLÓGICAS PARA LA REMEDIACIÓN ~~\~illiLOS 

'\~'.i 1; 
.. '·1'·' 

El desarrollo de las lecnologias de remediación a nivel murlilial, se 
inició en los países desarrolladOs hace más de 10 años. El interés se dio 
después de haber encon1rado en los acuíferos que abastecen de agua a las 
poblaciones. residuos de compueslos considerados peligrosos en concen-
traciones- que sobrepasaban los limiles permilidos. ·. 

Con la finalidad de proteger la salud de la humanidad, los gobiernos de 
países desarrollados estableciúon como una actividad prioritaria, la 
búsqueda de opciones para reducir los niveles de contaminación en suelos 
y acuíferos. En el caso de los Estados Unidos de Noneamérica, fueron la 
Agencia de Protección Ambiental y el Departamemo de Energía, a cra.vés 
del Superfund, (1uiencs organizaron a las diferemes instituciones de 
investigación púhlicas y privada.\ para el desarrollo de: tecnolog(as íendien
tes a la limpieza de suelos y acuíferos contaminados con desechos militares 
en las localidades que funcionaron como pun!os estralégicos duránte la 11 
Guerra Mundial. 01ros paises desarrollados siguieron caminos similares. · 
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Como pane de las acciones que lomó el Superfund con palrocinio de 
la EPA, en 1990 se realizó un proyeclo para evaluar las lecnologías 
europeas m:ís exitosas e innovadoras donde se tenía un mayor avance. En 
la primera fase se iJentificaron 9.5 lt:t:nnlogías innova<.Joras en uso o en 
invcstigacit'm y se sc:let.:cionaron l:1s más promctednra'i, mismas que se 
estudiaron en la siguicmc fase del proyecto, finalmente en la tcrcera fase, 
!<.C !\l!lc~.:cion:lron l:1s m~s exitosas tccnologias a gr:m escala que fueron 
cx.tr:u.:dún :1! vado de un sudo contamitl<~dn t.:on hidrm:.arhums, );:¡vado in 
Jitu de un suelo comarnin:1dn con callmio, :1rra~·.trc con vapor in.fitu y otras 
tecnologías de biolabranza y lavado de suelo. 

Las actividades de investigación realizadas en los Estados Unidos dieron 
origen a diversas tecnologías de remediación, todas ellas con diferentes 
bases de funcionamiemo. Las que primero se desarrollaron fueron de tipo 
fisicoquímico, como la incineración, y la solidificación/estabilización. 
Posteriormente, surgieron otras innovadoras como la desorción térmica, 
la extracción con vapor, el lavado de suelo y las de tipo hiológico. Otras 
tecnologías más recientes fueron la vitrificación. la encapsulación y el 
venteo seguido de condensación. 

De manera simultánea al desarrollo de tecnologías de remediación se 
dio el auge de técnicas para la caraclerización y moniloreo hidrogeológi
cos. De esta fomta se desarrollaron diferentes arreglos de piezómetros 
que permi1ían conocer de una manera rápida la conduc1ividad hidráulica, 
así como técnicas de perforación para la toma de muestras inalteradas, sin 
dejar a1rás el desarrollo de modelos malemálicos y de paqueles de cómputo 
para generar mapas tridimensionales de la ciistribución de contaminantes. 

Existen en el mercado mundial, divers2~·. :'!enologías para remediación 
que ya se han comercializado. Debe tomarse en consideración que no todas 
las tecnologías son aplicables a todos los casos. Para estar seguro de esto 
se deben realiur estudios de lralabilidad a nivel de Jaboralorio y de ser 
posible pruebas de demostración en campo. 

Las tecnologías de remediación pueden aplicarse in situ 6 ex situ, 
generalmente las tecnologías in situ se emplean cuando la contaminación 
ha alcanzado el nivel freático y se debe evitar que el bulbo de contamina
ción se extienda en todo el acuífero. Las tecnologías ex s1tu !,e utilizan 
cuando la contaminación se presenta solamente en la parte superficial del 
suelo o bien en la zona no saturada hasta donde la maquinaria pesada 
permila la extracción del material. ' · 
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Ames de iniciar un proceso de remediación es muy imponame éerrar 
la fueme de conlaminación, para asegurar la efeclividad de cualquier 
eslralegia plameada. . 

A continuación se analizu, de una manera general, la hase dt '(Urcio4 

namiento U e las diferentes tccnologfas de re mediación disponihl~s '.'~'ri el 
mercado, tratando dt! hacer énfasis a su aplicación en sitios cOntamindu'os 
t.:on hidrm:arhuros del petróleo. ·1.;. 

·1 ,'•. 

.,:· .. ···:' 
1 . Biorremediacitjn 

La presencia prolongada de ros contaminantes e~ los suelos ha ocaSio4 

n~do ~ue muchas bacJerias ahf presemes hayan desarrollado la .capacidad 
booqUJmJca para degradarlos. Es1a capacidad es precisameme la base de 
las tecnologías de biorremcdiación, que en Jos últimos años han surgido 
como una alternativa muy atracliva para la limpieza de suelos y acufferos. 
Una de las principales características de la biorremediación es que los 
contaminantes realmente se pueden transformar en compuestos inocuos al 
ambiente y no solamente se transfieren de lugar. 

Por lo que respecla a las Jécnicas de hase microhiológica, iniciálmeiue 
se aplicaron el composleo y la biolabranza (landfarming), así como el uso 
de reacio res con cepas puras de bac1erias degradadoras combinad~:~o~ 'el de 
bümbeo e. inyección del ag~a sublerránea a Jravés de po.zos. Posler/~en-
1~, se aphcaron olras Jécmcas Innovadoras como la bJoeslimulaci~.~·y el 
b1oventeo. La diferencia enlre las diferentes 1ecnologías de biorreriledia
ción se pueden apreciar en la tabla 4. 

Tabla 4. Funcionamiento de las diferentes tecnologías 
... ~ 'de biorrcmediación 

TrcnoloRIO Bas~ d~funcumami~nlo 

Bioe!alimulación Adición de nutric:nh:~ para estimular la act1vitJad de 1" 
h~Jeri:t!> nativa-.. 

Rinaumcmacit'111 Athcitln de hacterio~.-. previamente selc:cinnada!' rur '" --------------- f!l!_af.id.Jd P.;!.~a_ ~ . ..;~dar contarninar11e5: 
BII,'VCOICII SuminrMrn de a1rc para ~.-.umular 1 .. aclividad t.le las bacteri.1' 

naliva.-.. 

Biolabranza El suelo se elllrc:ndc: en una capa de tamaño regula!- y " revuelve periodicarnenle. 
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En general, las ventajas de las tecnologías de biorremediación son: 

- los contaminantes son realmente transfom1ados y algunos comple
tamente biodegradaJos: 

-se utilizan bacterias cuyo hábitat natural es el suelo. sin introducir 
otras potencialmente peligrosas: 

- es una tecnología segura y económica~ 
-el suelo puede ser reutilizado; 
- las bacterias mueren cuando los nutrientes y los contaminantes 

orgánicos se agotan. 

Emre las desvemajas de la biorremediación están: 

-que las hactcrias pueden inhihirsc por la presencia de tóxicos o altas 
concentraciones de contaminantes; 

-el proceso no tiene éxito en suelos de baja penneabilidad;· 
-algunos aditivos como los surfactantes pueden tener efecto adverso 

en aplicaciones in situ; 
- requiere largos periodos de tiempo; 
-no es aplicabiC en sitios con muy altas concentraciones de hidrocar-

buros altamente halogenados, metales y desechos radioactivos. 

Para los procesos ex situ se prefiere utilizar aditivos con actividad de 
superficie conocidos comúnmente como surfactames. Dado que los hidro
carburos del petróleo son insolubles en agua, la función de los surfactantes 
e~ favorecer su solubilidad y hacerlos con dio m{ls susceptibles de ser 
degradados por los microorganismos. Los surfactantes pueden ser sinlé
ticos o de origen biológico, esliis últimos tienen la ventaja de ser 
biodegradables por los mismos microorganismos del suelo. por lo que son 
preferidos sobre los primeros. 

2. Arrastre por aire (a ir stripping) 

Esta tecnología se aplica a contaminantes volátiles presentes en el agua 
subterránea. El aire se inyecta a profundidad y la recuperación de los 
contaminames se realiza en una torre empacada o en un tanque de aeración 
y requiere acoplarse a otro tipo de proceso para recuperar o destruir los 
contaminames retirados del sitio. Esta tecnología es muy empleada por su 
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efecrividad y tiene la ventaja de lener un bajo costo de operación. Las 
desventajas son; · 

.. ~ :. 
-uso limitado a compuestos volátiles; :·;' •• ,i.,.. 
-generación de ruido; 1' 
- los contaminantes no se destruyen por lo que requiere acojll~;$'~ a 

otro tipo de tecnología. .':. ;.·;'.'' 
:•·,. 

3. Extracción al vacío 

Este tipo de tecnología se aplica solamente para la exttácción de 
compuestos volátiles, por lo que no es una opción recomendabÍe para la 
remediación de suelos contaminados con pelróleo, pero sí es atractiva para 
manchas superficiales de gasolinas. Sobre la zona afectada se colocan 
cuhiertas que permiten captar los gases extraídos. Este proceso requiere 
ser acoplado a otro para eliminar los contaminantes o bien recuperarlos y 
reciclarlos. 

4. Solidificaciónlestabilización 
. ' )· ....... . 

Las tecnologías de solidificación y estabilización son empi~~~S: para 
• ,,, 1 

la mmovilización de contaminantes, reduciendo la generación de: •. !f~i;via
dos. Son muy úriles para el trataffiiento de residuos altameme pel~rosos 
y que no pueden ser desrruidos o transformados, como es el caso de los 
compuestos inorgánicos. 

El origen de las tecnologías lit= snlidificacitln es muy antiguo, se conocen 
como mt:zdas sut.!lo-cernento y se han empleado para mejorar la c:ipacidad 
de soporte de carga de un terreno. Dada la experiencia de su uso en la 
construcción de terraplenes y su facilidad de manejo, fueron adaptadas 
posteriormente a la remediación de suelos. Para que estas tecnologías 
tengan éxito. se debe asegurar un perfecto mezclado entre el cemento y 
el suelo y la humedad necesaria para lograr fraguado. No son adecuada. 
para suelos con alto contenido de grasas y aceites, por lo que no se 
recomiendan para suelos conraminados con hidrocarburos. La mezcla 
suelo-cemento, producto de la solidificación, tiene características de 
resistencia a la compresión que dependen de los aditivos empleados, que 
no son más que catalizadores del fraguado. Los valores de fesistencia 
alcanzados smj los que determinarán la utilidad del material ohtenÍdo, que 
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puede ser como ba~c de un camino, terreno para recreación o cimiento de 
una pcl¡ucna consrrunión, aunque en términos generales el !<iuelo lralac.lo 
pierde algunas de sus propiedades originales. 

l.as 1ccnoh1gfas de csrahili7.ación emplean prtldUt.:hls químil.:os inertes 
que nlÍCnlcl\c<Jp:-.tllan h1s compuc~los CclnlaminaJ\Ics, daru . .lt1 como rcsulla

d\1 un lll:llcrial sólido en furma de pcquci':t.\ p:1rlkul.1.\. El Mielo l'OIII:uni

naJo Uchc mezclarse pcrfect<~menlc para logr:1r 4uc lo .. conl:unin:ullc~ 
4ucdcn rclt!nidos permanentemente. El material resultante puede utilizarse 
como !'.Ué'lo o mezclarse con tierra no conlaminada para permitir el 
desarr~llo de especies vegetales. 

Un aspecto importante que debe cuidarse al emplear este tipo de 
tecnologías es la composición química de los aditivos empleados, los 
cuales pueden contener compuestos lJUC en concentraciones elevadas 
repre~enlan un riesgo para la salud. Estas tecnologías tienen la facilidad 
aplit:arsc en el propio sitio y la ventaja t.Jc requerir muy cortos tiempos de 
tr;1tamientn, aunque solamente se emplean para manchas t.Je contaminación 
superficiales. 

5. Lamdo de suelo 

Esla Jecnologfa se uliliza solameme para procesos ex situ. Con el suelo 
comaminado se conslruyen pilas las cuales se bañan con solvenles orgá
nicos o mezclas de ellos, puede pem1itirse una recirculación para optimizar 
el uso del solveme. Tamo los solvenles como los hidrocarburos pueden 
separarse y reciclarse, sin embargo. implica un gasto importante de 
solventes, un costo de separación de éstos y un alto riesgo de explosión. 

6. Desorción térmica ,. 

El proceso se realiza ex siru. el suelo contaminado se introduce al 
sistema con ayuda de un tornillo sinfín y se aplica temperatura para que 
los contaminantes vayan desorbiéndose y puedan recuperarse de manera 
similar a una destilación. La deserción ténnica tiene un menor costo que 
la incineración, el tiempo de tratamiento depende de las características del 
suelo y del contaminante y tiene la ventaja de que el suelo puede ser 
reutilizado. Sin embargo, no es una alternativa recomendable para suelos 
contaminados con petróleo, ya que conforme se va aumentando la tempe-
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ratura el manejo dcln1a1erial !'te h:u.:e 111uy dilit:il y no !'+C logran recuperar 
lo.~ contaminantes. · 

7. l'or arrwtn· clt• l'a¡mr . ' .. , 
·,\ ·.,;,. 

¡:,la ll'I.:IIOio!!,Í:I :-.e ha:-.a en el 1111:-.rnn prin...:ipio tille la dl" a~r.:1 :-.,r·;~:·.t·on 
aire, la dilerem:ra r:ullca l'll la inyl'CI:ÍÚil de V:1p11r a lravC.: .... dl' rn.ih.~:·n.n .. 
cont:uninalllcs que logran dcsorhcrse Lid suelo !\tUl los t¡uc :-.e ~~l:úP~wn. 
puet.Jcn recuperarse p;rra ret.:id;u:-.c o hien acoplar:-.c a otro tipo 'Jc proceso 
p;~ra t¡uc puedan :-.cr clc:-.truido:-.. No e:-. muy rct:omcndahlc pari1 suclns 
contaminados con petróleo. 

H. Jncinrraciún 

La incineraciún es el lr:ltamicnto Ue clccciún para la dcstrucdc'ln de 
residuos pcligro!-.os y la M•lur.:iún efectiva para ~uclo!-. con alta con~.:entra· 
l:ÍÚn Ue corllaruinantc!'l orgánicos, lo' cuales :-.e llcV<III a una completa 
mineralizaciún tran~forrnándo!'le en di,JxiJo Llc carbono el cual !'le t.Jcscarga 
a la almósfcra, pero se genera una alla concemración Je parilculas 
~uspenc.Jidas por lu que un buen equipo de he contar con sistemas de comrol 
de emisiones para asegurar que se trata de una tecnología lilpp\~.·· . 

El maJería! inorgánico resullanle requiere !raJarse como re~~~~Q peli
groso antes de su disposición lirlal, ~¡ rcba~a las C<tnCentracioriCs·:p.c\~lnisi· 

'1':' bies (generalmeme basado en normas exlranjeras). Cuando eslo o«~rre se 
debe enviar a confinamiento. La operación de un proceso de incineración 
implica un alto costo. que eMá inOuido por la necesidad de transponadón 
a la planta t.Je tratamiento. 

9. Conji11amienro 

El t:onfinamicnto no es precbarnente una opción de rerhediadlln, se 
recomienda cuando se tienen resit.Juos peligrosos que no pueden ser 
tratados mediante otras tecnologías, o hien acoplado a otros procesos como 
la incineración. Para esta opción debe considerarse el coslO de envasado 
del material en contenedores e~peciales y el de transporte al sitio de 
confinamiento. En México aún no se cuenta con instalaciones seguras para 
ello, por lo que es preferible buscar Nras opciones antes de pensar en el 
confinamiento. 
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10. Vitrificación 

( 'tlll\Í!\IL" Cll ÍIIIIIXhtLII tlo:-. t..'lct.:ll'(lthl~ l'lll'l Mh..'ltl ti!Hhk ~l' lch.'aJj¡;¡ 1;¡ 

tHancha tic cont:uninat.:h.,n .... ulllinistrar un:t 111uy alta ~.:arga cl~dl ka para 
lograr la vilrificacilln dt: lo~ colllaminantc!\ La lt:~.:nología sol;uncntc opera 
en la 7nna no saiUrada, es aún más cosltlsa que la mcmcraciún. por lo que 
no ha logrado llevarse a una escala mayur. solamcmc se ha tlpcrado a 
escala de lkmostración en. campo. 

lk lo :IIIIL'rltlf s~ poUria resumir qtu..: las h:cnnlogías m:h flrtllllclcdora!\ 

para el tralamicmt) de !<.uclos cont;uuinadns t.:nn pclrúh;tl son la hiorrcmc· 
di~tciún, ;,tlguna~ tc!cnicas de c~t~tbilil~tciún y b incincr;acit'ln P;ara ~tsegu~ 
rarsc de cual e" la idúnca para un ~itio en panicular. L':-. indi:-.pcnsahlc 
real inr pruebas preliminares Jc t r;atahil itl:uJ en cll~thtJr;llt 1rÍt1, dtJilJC deben 
simularse las conúH.:ionc:-. 4ue prcv;tlcccu en el L:;tmpo Lo m;ís recomen~ 
dahlc e:-. rcalinr pruebas tic th:mo:-.tr;aciún en c:uupn a c..,cala pilolt1. :-.in 
cmharg_tJ, é:-.ta llene un costo alto pnr lo que lllucha'i comp:uiías prefieren 

no h:u.:crlo. 

Un pmyccro Lk remct.fiudún ahan:a trc~ etapa:-. prim:ipalc:-.: la caractc
rizaciún. las pruebas t.! e: t r;ttabil illall Y. la com:eptual iz;tciún Uc:l proceso úe · 
tratamiento, es decir, el Jiseñu, adecuación y pue~ta en funcionamiemo 

del mismo 
llacer un desglo~e de los ga~tos de un proyecto de r..:m~diaciún, es algo 

muy sano. ya 4ue permite entemJer lo comr•kjll del prnhlcma y la urgente 
necesidad de progreso qw.: tiene Mr.!xico C!l ·~!'Ita materia. 

Par;t c~timar los co~to:-. de un prnycc!IJ de remcdiac&ún se deben 
considerar los siguientes rubros: e4uipo. trabajo de campo. tmhajo· de 
lahoratorio y trabajo de gabinete. Los g_a!'!ltJS.gcncrados en cada uno se 

desglosan a continuación. 

Equipo 

!.os gastos requeridos corresponden a inversión. operación y de~gaste 
dt!l e4uipo. con la consecuente necesidad t.le mamenimiemo. El eqUipo se 
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necesi1a en actividades de prospección y rnonirreo, así como du~ante las 
propias acrivid:u.lcs de rcmcdiad6n: 

- pro.-,pección: pcrlori.lciún de polo.\, IOilli.l Ue JllUC!~olras; ·.i: :1 , 

- operación: bombas, compresoras, sistemas de extracción/'rffezcla· 
doras, movimiemo de materiales, reactores, centrífugas. flhrÓ~~ 

- monitoreo: toma de muestras y análisis ín síru. ··;·~ ·.~.{' 

Trabajo tle rampo 

.~ ,' r; . ..... ~. '.'.'• 

Este incluye In siguiente: 

- reconocimiento del sitio con ayuda de planos de localización; 
-perforación de pozos para toma de muestms. para monitoreo o para 

pruce:-.o~ de cxtracciún-trammicnto-inyecciún; 
- in:-.talaciún de c4uipo de proceso o auxiliares; 
- movimiento de materiales común en los procc:sos ex silll~ 
-operación y supervisión en todas las actividades. 

J'ra/Jti)Otlt• la/wrarorio 
• J :¡·,;.: ' 

El trabajo de laboratorio es de dos tipos analítico y de adeéu~Qi~i:a a las 
condiciones de campo: ·:·.~\\! ¡ 

1 ~.! 
1:,1 

- análisis químicos para conocer el tipo y concentraci~n de los 
contaminantes; 

-análisis fisicoquímicos para conocer las características del suelo; 
-prueba> ~e trataoili~a~ para evaluar la capacidad y eficiencia de la 

eliminación de contaminantes. 

Tmhajo de gahinele 

Es una actividad de tipo adminisrrarivo para integrar todas las activida
des referentes al proyecto. a és1a corresponden: 

- calendarización; 
- planeación; 
-diseño: 
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-análisis e interpretación de resultados: 
-elaboración de infom1es. 

IX CRITERIOS PARA LA SELECCIÓN DE rECNOLOGÍAS 
DE REMEUIACIÚN 

El suelo es un recurso natural dJfícilnJente renovable, por lo que para 
'' . t • 

eliminar los contaminantes de un sitio aféctado, dehen huscarse alternan-
vas fac1ibles y económicas que no lleven a· la deslrucción o confinamienlo 
del suelo a menos que sea el úllimo recurso. 

J-fay en el mercado diversas ~ecnologías de remediación y también 
diversas compaiiías que ofrecen sus servicios. En aspectos de remediación 
de suelos y orros servicios para el conrrol c.Je la conraminación no es 
recomendable adjudicar un contralo única:iienle por líe ilación, ya que se 
corre el riesgo de un fracaso en el servicio y l:onsecuentemente una pérdida 

de recursos y de 1iempo. 
La selección de una 1ecnología va acompañada de la selección de la 

compañía que la aplicará. llay dos caminoS principales para realizar esla 
selección. una es evaluar los anlecedentes curriculares de la compañía Y 
la olra evaluar las bases científicas de las tecnologías. Se puede hacer una 
sclccdún en 1rahajo de gahinclc, o hicn probar las lccnnlogías en campo 
a escala de demostración. Un ejemplo de ésta opción se ha venido 
desarrollando para PEMEX-Refinación a 1ravés del servicio EOE-7242, 
en el que participan el lnslituiO Mexicano del P~tróleo y la U~iv~rsidad 
Nadnnal Autónoma de México a tr:lVés del lno;tllufo de lngcruena. Los 
criterios que se han considerado para la evaluación se presenlan a 

continuación. 
Evaluación en trabajo de gabinete: 

-experiencia previa avalada pÜr usuarios y por una auloridad ambien-

lal; 
-base científico-tecnológica de Jos desarrollos; 
-estrategia para la evaluación técnica del prohlt:ma; 
- anh:cedentes curriculares del personal técnico. 

' 
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Evaluación en campo: 

-desarrollo de pruebas de tratahilidad en el laboratorio; .. , 
-estrategia para las pruehas de demostración en campo; · .\. ·.·:·. 
-capacidad Jécnica del personal; ,~',: 

-apoyo analítico espcciali7.ado: . : ·~.;. 
- ef'ectiviJad en la eliminación de contaminantes; ·:,.,•.',' 
- tiempo en que se logra la elimmacJón de contaminanteS; 
- cosro por unidad de volumen tratado; 
- impaclo ambienlal del proceso; 
- seguridad ambiental durante y posterior al tratamiento. 

A cada uno de los rubros anteriores se le asignó un peso específico con 
la finalidad de hacer una evaluación objeliva que arrojara cifras y no 
únicameme eslimaciones. A rravés de la emategia plameada se ha logrado 
la evaluación 1amo de la eficiencia de la lecnologfa como del desempeño 
de la compañía, además de que se han podido probar diferemes lipos de 
tecnologías. Para la realización de las pruebas en campo se elegió un suelo 
con allos niveles de conlaminación, medida como hidroca¡buros tolales 
del pelróleo (HTP), con la idea de que las lecnologías que logrei¡:,r,e~ullados 
exitosos en los peores casos, puedan hacerlo en suelos menOs bgq~f~ina· 
dos. A lravés de esla evaluación PEMEX-Refinación podrá contá:(rn los 
elementos lécnicos y económicos para asignar contraros con IWayores 
posibilidades de éxilo. 

X. ACCIONES PARA LA REMEUIACIÚN DE SUELOS EN MeXICO 

l. Las empresas de consultoría ambiental 

Como se mencionó anteriormente, la re mediación de suelos es una 
práctica que se está dando recienlemenle en México, para el caso de 
PEMEX, la inslilución ya cuenla con lisias de presradores de servicios que 
han venido realizando trabajos petroleros, dichas compañías cuentan con 
aulorización del Instituto Nacional de Ecología para elcransporte Y manejo 
de residuos peligrosos. Esas mismas compañías han encontrad~ buenas 
oponunidades de negocio, ofreciendo servicios de remediación, el prohle- , 
ma es que sus técnicos no cUentan con los conocimientos necesarios para 
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rcalit.ar tJu.:hos ~crvit.:itl' ... Alguna' tJe ella~ ~e han asodatJo t1 travé!"' f.1t: la!"! 
llamatJas join \'('1/1/lft'l con firma~ cxtr;..utieras y ~u' a~ociallo~ toman 
participación d1recta en los proyeCtos, otras son solamente representantes. 
Je firmas extranjeras y aphcan las tecnologías como una receta tJc cocina, 
pero no pueden dar ~nludones a imprcvi~to,, porqu~: no tienen el tJominio 
de la tecnología. 

Un aspecto que llama la atención, es el hecho de que en una gran 
proporción, las compañías se presentan como "líderes" en procesos de 
remediación. En la práctica se ha podido constatar que ese adjetivo es sólo 
parte de la mercadotécnia y que lo que dicen no siempre es verdad. Aquí 
es donde debe plantearse una estrategia de selección para no arriesgar con 
principiantes, dado que el presupuesw para actividades de control ambien
la) generalmente es limitado, dado que se trata dc acciones que no 
generarán ganancias económicas. 

2. /.o.\ or;:ani.\1110.\ ¡.:uht•mtmlenra/e.\ im·o/unado.\ ('1/ matl·ria am/Jicmal 

Cnmn ya se sahe, en México los a'\pt!ctos rclacion:_¡do~ con el ambiente 
snn ..:ompetencia directa de la Secretaría del Medio Ambiente. Recursos 
Naturales y Pe~ca a partir del presente ailo. Esta se apoya en el Instituto 
Nacional de l'colngla (INE) para el tbarrollo Jc los inslrUillcllloS 
regulaiOrios y certificación de aclividades para el comrol del ambienle, y 
en la Procuraduría Federal de Pr01ección al Amhieme (Profepa) para los 
estudios de impacto ambiental y auditorías amhientales. Una situación 
compleja que se está dando es que estas dos instituciones han establecido 
ciertas reglas sin que exista un marco jurídico claro. Desafortunadamente 
es cada vez mayor la cantidad de trahajo que dehen atender dichos 
organismos y menor el presupuesto con el que dehen realizarlo. requieren 
de especialistas que no pueden contratar y no pueden dar opciones de 
actualización a sus empleados. Lo anterior les ha generado ya una imagen 
muy politizada reforzada por algunas situaciones poco éticas. 

Por lo que respecta a remediación de suelos contaminados. las institu
ciones citadas no han mostrado un amplio dominio del conocimienro, 
;JUnque hay que reconocer que sí se ha logrado mucho. Pero en este caso 
St! dellen redolllar esfuerzos ya que suelo y suhsuelo no han sido suficien
tcmente ahordados. Dichas instituciones deherían apoyarse más en las 
univcr!"idades. sin emhargo. el canal de comunicación no se ha dado 
ahi<rlant<llle, sólo para algunos casos específicos. Además, el gobierno 
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federal tleheria Uar un mayor apoyo, s:1hiendo el t.:ompronu!'-o .ÍflÍe ~e llene 
a Hlvcln<tciOJwl por4ue ya no e~ po~ihle tlest.:uidar de esa man~ra nuc~lro~ 
suelos. ni es conveniente l<t imagen que se tia hada el exteriri'f ;,' ,· 

ll<ty varios :t!-pectns que es net.:e!'lario abordar de manera urgel;tJ"-;·f para 
lo.'\ ..:ualcs seria indi.,pcn~ahle lrah;tjar t.:on grupos intcrJisdpl.in.~'~'ius e 

interimtitudonales, los t.:u:tlcs ~e citan :1 continuaciún: ·.·
1

: ¡':'.~" 
.···)'· ',''• 

- la crcac1ón de un Reglamento en Materia de Prevenciórl y Control 
de la Conraminaci6n de Sucln y Suhsueln que respohd3 a la 
Legislación Amhiental correspondiente que está en próceso de 
revisión; 

- la preparación de espt>cialis1as en evaluación de riesgO en inateria 
de contaminación de suelo y suhsudo. que pueJan aportolf clc:mcntos 
adecuados a nuestro medioduralllc la crcat.:ilmdc las normas tCcnicas 
t.:t •rrcspond icntcs; 

- la gcncradún Ue In~ instrumentos regul:llorin!- (Norma~ Oiit.:i;¡Jc~ 
Mc.ltic:um') luml:uncntal~~ para la' óiCCIOncs Ue rcmcUiaciÚII de 
suelos, t.:omo son, lo~ límiles pcnnisihle!- de contarnin3ntes que se 
convcrtidn en los niveles tic limpieza para sitios contuq1,inadns y la 
mctc,dc•lngí:l tlficial para el seguimicntc1 de la'\ :tt.:tivíd:IJ~WAC reme-
.•. . ' !) t , 1 
ulat.:um: ·.;h/~: 

- revisión y adecuación de Jos formatos oficiales de 3Wúorias 
ambientales donde .se integre en un solo ruhro uxla aqucÍia irlforrna
t.:iún correspondiente a contaminación de suelo y subsuelo incluyen
do la existencia de cementerios y zonas fuera de las áreas de proceso 
(se pueden citar dos ejemplos, la investigación de tanqUes suhterrá
ñe(,s está en el apariado de "Instalaciones" y delle ir en ''Contami
nación de Suelo", además, el a panado de "Contan1inación dd 
Suelo" debe incluir lamhién el "Subsuelo"; 

- dc~arrollo de evaluaciones má!'t ohjetivas donde se le c.le ún peso 
específico a los aspectos correspondientes a una auditoría ambiental. 
para arrojar cifras que puedan interpretarse como "calificaciont!s··. 
esto elimina la subjetividad, permite homogeneizar los diferentt!S 
criterios y ahorra muchas horas de interpretación y redacción (algn 
que podría servir de ejemplo, es una melodulogía desarrollada en la 
Facul!ad de Arquileclura de la UNAM, para realizar es1udios de 
impacto ambiental con ayuda de computadora, la cual ya ha sido' 
probada en siluaciones reales);: 
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- dc~arrollo eJe metm.lologías ohjctivas para la evaluación de tecnolo
gías para rcrnct.1i:u.:iún de .silios conlaminatJos (la dc."iarroll:uh por el 
Jn:·.tituto de lngcrul.!ría, lJNAM c lnslituto Mexicano dd Petróleo 
para PEMEX-Relinación podria >ervir de ejemplo y corno hase para 
:-.cr enriquecida). 

1•l1r tJinll;uJo, los organi!oollHls guhcrnanu:nlalc!oo dchcr:ín lrah:tiar mucho 
en aclarar su interrelación, reft:rida a los t~spcclos úc contaminación de 
suelo y suhsuelo, enln: ellos: la Combiún Nacional del Agua. la Secretarra 
de Agricultura, Ganadería y Desarrollo Rural, la Secretaría de Recursos 
Hidráulicos y la Secretaría de Energía, Minas e Industria Paraesratal. 

3_ El papel d• las universidades 

Preparación de personal capacitado 1\. pesar de la importancia de los 
prohlemas ambientales y de la necesidad de soluciones adecuadas a nuestro 
medio, no existen carreras a nivel licenciatura que permitan la fom1ación 
de profe!ooionales Ue huen nivel, con una visión muy t.Jirigitla al comrnl de 
la contamin;-aciún arnhicnral. mucht' menos en lotlliC se rclierc al recurso 
!ooUclo. L:•s t1rca~ tCcnit.:a ... donde 1,1!-o UltiVl'r!ooid:ulc ... nccc!ooitan rclnrl;tr la 
forutac•Ún de prtlfcsiuni ... la!oo con culnt¡ue ;uuhicntal dL" IIIIIY ;1lto nivel son: 
hiúrogcología, gcocicncias, gcorécnia, n ... it.:ot¡uíntic;J, química analític;l y 

hiotecnología, entre otras. 
1\. nivel posgralln existen más opciones par<.l la prcparaciún de personal 

m:ís c!oopccialiLadn, aJc111:Í.\ Jos csHHJrantcs cuentan ya con una hase úe 
licenciatura. Esto hace más nuida la enseñanza, sin embargo, hay poco 
personal académico a nivel posgraí.Jo con experiencia en control de la 
comaminación, éste generalmente ~e encuentra realizamJn trabajos en 
campo. Orra opción son los cursos de actualización, en donde se tiene la 
gran ventaja de contratar profesores por un cierlo número de horas, las ne
cesarias para impartir remas muy espen.tlizaJos. A este respecto, las uni
versitlades han estado realizando una lahnr irnportame. 

Otra área que requiere de especialistas es la legisl:-tcitln. las universida
des lleherán preocuparse por generar "aho~~dos amhicntalcs" que adquie
ran c!oola vi!-.tÓn durante su formadún, lltl que se formen en el eJercicio Ue 
su profc~iún. Los países desarrollat.Jo~ tic•~~n amplb cxpcriem:ia en esta 
materia algunos esquemas podrían ~t!n·ir comu hase para su atlecuación 

en México. 
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Desarrollo, adaptación e innovacwn de tecnologías. Es,ta aí:tivi<.Jad 
puede Jc~:,rrollarsc de ri1:mcra in.,tiiUcional o como apoy(') direc10 a 
crnpn::-.as de consultoría. Para 4uc la interacción entre las universidades 
y las empresas de consuloría ambiental se pueda dar fácilrnenr~Ys.t. t.1eben 
contemplar dos aspectos impunames: 1) que el investigador ah~~¡! e el 
prohlcma tratando de cumplir con el ohjelivo del proyecto por.iil ~pinino 
m[¡s corto, ~in c.Jc!\viarsc por la curiosidall científica, y 2) 4ue)a.t!,lnprcsa 
acepte que lo.\ gastos úe investigación son ahos, que ésta es' heCesaria y 
que torna su tiempo. · 

Con hase en lo amerior y considerando que cualquier núevq desarrollo 
podría lomar muchos años de trabajo antes de ser llevados a la práctica, 
lo más recomendable para nuestro pals es recurrir a las tecnologías existe mes 
que ya hayan sid9 probadas en Olros silios contaminados y realizar los 

ajustes necesarios, innovación o adaptación, para aplicarla en los sitios a 
remediar, dado que cada uno tiene sus características particulares. 

Emluación de proyectos de remediación. En este caso irivesrigadores 
universirarios se pueden involucrar como evaluadores de recnologías o 
Uc!ooarrollamJo clt:mentos necesarios para que PEMEX pueda cumplir 
mejor Sil funciún Cll el cuidadtl del ;unhicntc. rJc C!oof:t [nrl11:1, Se tiene 1:1 
veril aja tic corllar con una asc:wría tic muy t~lto nivel y muy·N~!~~til. tanto 
ctmttl !-oCa llL'CCsario. ·:\'1r\t 

Dado que la llcgat.Ja tlc tccr1ologí:t'i de rcmcdiación a 1\Uc!-oÚ:~h~~~b se 
está úantlo actualmente y se tiene ya la conciencia de remediar1;!~a roJas 
las empresas de PEMEX les convendría seleccionar las lecnolngfas 
mlccuatlas y a las emprc~as que !<le encargarán de llevarlas á la práctica, 
con otros elementos de mayor peso que los que se tienen en un cOncurso 
de ticila<:ión, dunde el criterio más empleado es el presupuesto más ha jo, 
las compañías que presentan presupuestos económicos, no necesariamente 
son las que rienen una mejor base tecnológica. Este aspecto es un morivo 
de amplia discusión. 

4. Educación ambiemal para la sociedad 

En términos generales. la :wcicllaU carece de muchos conocimientos 
que !ooon ncce~arios para cumprcnllcr la importancia de su partidpaciún en 
la villa Jiari;.t, ya sea como actores principales o bien Ctlfl)O aTec_tados por 
acciones tomatlas equivocadamemt:. Los avances que se han logrado para 
"educar a la sociedad" en materia de aire podrían servir como ejemplo, 
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en ~cncr:1l. la sociedad :u.:luahncntc !<-e preocupa 1111 po(.;'U más por tener 
un aire limpio. Mucho ~e tendr;í que tmhajar en materia de :1~1101 ltlll;av(a 
y más aún en materia de !'ouelo, domle no e.,!{¡ da ro el papel de é ... te con10 
un "recurso natural". 

XI. Los COMI'ROML"JS J>E PEMEX 

El desarrollo de tecnologías amhientalés para el control de la contarni
nación ya permite en la actualidad atender derrames ~.:a~r de inmediato, 
por lo que es posible detener el avam:e de los contaminantes, además de 
la posibilidad de recuperar el aceiJe perdido y relornarlo al proceso. En 
cambio, los derrames que ocurrieron en el pasado son tan antiguos como 
la industria petrolera, y por el grado de intemperización que tienen se hace 
muy difícil su tratamiento. 

Como parte del marco jurídico de PEMEX en maleria ambienlal, el 
artículo 23 del Reglamento de Trahajns Fetroleros indica que PEMEX 
tiene la obligación de mantener todas sus instalaciones en buen estado 
sanitario y de conservación. Por otro lado, en el artículo 37 se señala que 
corresponde al organismo permisionario la responsabilidad por los daños 
y perjuicios que se ocasionen al tránsito terrestre, al fluvial o al marítimo, 
al ambiente, la pesca, la agricultura, la ganadería o a terceras personas. 

En su informe 93-94, PEMEX establece que como resuhado de las 
contingencias ambientales por accidentes sucitados durante el bienio y que 
produjeron impactos al ambiente, se llevaron a cabo trabajos de restaura· 
ción y reforestación orientados a restituir a sus ~.:nndiciones originales en 

450 hectáreas en donde se emplean técnicas de biorremcdiación, químicas 
y físicas. 

Lo anterior muestra que PEMEX como empresa eMá l:tmciente de sus 
obligaciones y su responsabilidad hacia el ambiente, pero hace falla aún 
más. En algunos casos todavía impera el maquillaje sohre las verdaderas 
soluciones·. y se han emerrado muchos derrames en lugar de Jratarlos. 
Hace falta estimular más la ética y el respelo al medio amhiente a través 
de la educación que pueda hrindarse a los empleados que realinn 
directamente las actividades en campo, quienes están muy involm.:rados. 

, ..... , . 
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XII. ('ONCJ.IISIONJ:S 

En e!'>tc documento sc ha tratat..lu de cnlatizar la fUnción tan ÍinpUnante 
del suc_lo. como harrera de protección Ue los acuíferos que sq~·.l,a 'fuente 
de sunum.,.tro de a?ua a las pohlaciones y la imper.1nte necesida_d de l{rhpiar 
los su~l?s contammados, con la finalit..lad de proteger la calidad del';~gua 
que uuhzarán las generaciones futuras. .-:·1 ·~'·i• 

La diversidad de los aspectos incluidos son una muestra de I,~·C_(ll';npleja 
que es la tarea de remediación de un sirio contaminado, no por IÓs aSpectos 
técnicos, ya que los grarides avances de investigación y desarrollo de tec· 
nologías innovadoras exlranjeras han abierto una amplia gama de posibi
lidades para abordar los problemas de contaminación de suelos y acuíferos. 
El problema es que como país, aún no esJamos preparados para enfrentar 
con herramientas propias las acciones de remediación, no tenemoS el 
marco jurídico que sirva como el punto de partida, ni los instrumentos 
regulatorios auxiliares, sin emhargo, tenemos que empezar a acJuai. El 
hecho de que no podamos esperar más Jiempo, nos puede llevar a tomar 
deci~iones que tal vez no sean las más adecuadas, pero tendrán que 
modrficarse sobre la marcha, como ha sucedido en numerosas acciOóes 
para el control de la contaminación ambiental. , . 

Uno de los aspec1os que conviene analizar y discutir amplla1~pte es el 
hecho de. tomar com~ nuestros, las regulaciones y los procedimi~,q~s que 
han segutdo otros pa1ses, específicamenJe Estados Unidos. Tal Vf~'como 
punto de partida sí conviene hacerlo, porque no tenemos alguna baSe, pero 
tendremos que ir generando lo propio y dejar que se vaya retroalimemado 
de manera constante al poner en práctica algunas acciones. Eh: varias 
situaciones hemos tomado como referencia, cualquier valor de H1s con
centra~.: iones permisibles c.Je contaminantes que rigen en Estados Unidos. 
sin saher cómo fueron establecidas y sin enrender por qué pa~a un misffio 
parámetro indicador existe un amplio intervalo para escoger un valor. Para 
esJar seguros que los valores elegidos fueron los adecuados Jendremos que 
prepararnos para realizar los estudios de evaluación de riesgo áplicables 
específicamente a los sitios donde están los problemas de contaminación 
de ~uclos. 

Otro aspecto en el que debemos generar herramientas modernas es en 
las audiJorías ambientales, en la evaluación de Jecnologías ~ara remedia
ción y en la selección de compañías de servicios ambientales. Aqui, 

: 



188 SUSANA SAVAL BOIIÓRQUEZ 

necesitamos crear esquemas más ohjctivo~ Llomlc se puedan unificar los 
criterios de los diferentes especialistas y en los que las opininnes se emitan 
de una forma cuantitativa con ba~e en los a~pectos de mayor peso 
específico. Esto dará una mayor claridad a las evaluaciones y se podrán 
tener n:sultados precisos en un menor tiempo 

Finalmente, la complejidad de los trabajos de rcmediad<ln de ~uclos 
contaminados con petróleo que PEMEX tendrá que dar inicio en un corto 
tiempo, sugiere la integración de grupos inft::rdisciplinario:-. e intcrinstitu
l.:ionalcs en los que cspcdali:-.ta:-. Uc :alto nivel en a:-.pc..:lo:-. técnil:o ... y lcga\c:i 
aporten nuevas ideas para responder con rnás ~.:onfianza a éstc que es uno 
de sus grandes retos 
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Inverse Models: A Necessary Next Step 
in Ground-Water Modelif!g 

by Eilccn 1'. l'octcr' and Mary C. Hill" 

Abstrae! 
Inverse models using, for example, nonlinear least-squares regression, provide capabilities that help modelers take full 

advantage of the insight available from ground~water models. However, la e k of information about the requirements and benefits of 
inverse models is an obstacle to thcir widespread use. This paper presents a simple ground-water flow problem to illustrate the 
requirements and benefits of the nonlinear least-squares regressio~ method ~f in~e~se. modeli11g ~nd dis~uss~s how these attributes 
apply to field problems. The benefits of inverse modeling include: (1) expedited determination of best lit parameter values; (2) 
quantification of the (a) quality of calibration, (b) data shortcomings and needs, and (e) confidence limits on parameter estima tes 
and predictions; and (3) identification of issues that are easily overlooked during nonautomated calibration. 

Introduction 
Regulatory agencies increasingly insist that qucstions of 

prediction reliability be addresscd in ground-water modcling 
projects and this is difficult to accomplish using only nonauto
mated calibration procedures (the trial-and-error approach 
commonly utilized to calibrate models; Anderson and Woessncr, 
1992). Use of inverse models (such as nonlinear least-squarcs 
regression and associated statis~ics) facilitates assessmcnt of pre
diction reliability because the results yield not only paramctcr 
estimates and heads and flows simulatcd for the strcsscs of 
interest, b-~~--~-l~o. _C<?!_lfi~-~.!!.C:.~_i:_l.!~!s for both thc cstimatcd 
paramctcrs and the heads and flows, which are convenicnt for 
convcying thc reliability of the rcsults to rcgulators. Scnsitivitics, 
parametcr standard dcviations and correlations, and prcdiction 
standard deviations can be used to help evaluate whether modcl 
paramctcr estimates and predictions are reliably calculated with 
the available data and what additional data could be most uscful 
in improving the model. 

This articlc. discusses the use of onc method, nonlinear 
least-squares regression with simple parameters asan introduc
tion to in verse modeling. Other approaches to in verse modcling, 
such as those presented by Hockscma and Kitanidis ( 1984), 
Xiang et al. (1993), and Rama Roa ct al. (1995);share many ofthe 
same characteristics, but, to kecp the discussion simple, only one 
method is presented here. 

In essence, the procesS of calibration is the samc using cither 
inverse modcls or the nonautomated approach: parametcr 
val11es and other aspects of the model are adjusted until thc 
dependen! variables (heads and flows) match field observations. 
However, use of an inversc modcl expcdites the proccss of 
adjusting parametcr valucs and provides additional rcsults that 
offcr numerous advantages in modcl analysis. 

The fundamental benefit ofinverse modeling is its ability to 
automatically calculate parametcr values that produce the best 
lit betwcen observed and simulatcd hydraulic hcads and tlows. 
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School of Mines, Golden, Colorado 80401. 

bWatcr Resourccs Division, U.S. Gcological Survcy, Box 25046, 
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Knowing that thc parametervalucs are producing thc bcst possi
ble fit for a givcn conceptual modcl is crucial to the conclusivc 
comparison of altcrnative models. If estimatcd para meter values 
for the best fit are outside of expectcd rangcs, this is a vital cluc 
abouillie-va"íidlty.of thc c~~ccpt~~l n1od~l and thc changcs that 
might be nccdcd. A calibration obtained via a nonautomatcd 
approach alonc is not optimized, hcncc modera te diffcrenccs in 
.. fit'' cannot always be relied u pon for determining rclativc qual
ity ofconccptual models. Also, whcn a modcl is calibratcd solcly 
in the nonautomatcd mode, numerous runs are spent changing 
parameter values and relatively few runs are spend adjusting the 
conceptual modcL With in verse modcls used to determine 1, 

parametcr values that optimize thc fit of thc model results to the 
field observations for a given model configuration, thc modelcr is 
freed from tedious trial-and-error calibration involving changes 1\ 

in parameter values so more time can be spcnt addressing 
insightful qucstions about thc hydrologic systcm. Less time is 
spcnt on questions such as ··which p'1ramctcrs should be 
changed and by how much?" and more time on more fundamen
tal questions such as "What is it about thc hcad obscrvations and 
the boundary conditions that causes thc bc~t-fit estimated 
recharge to be onc-tcnth what 1 expect it to bc?"or"What changc 

· ·could be made in thc conceptual model to dccrcase thc large 
differences between observed and simulatcd hcads in the north
ern arca of thc model domain?" Thcsc types of issucs are always 
present, but the tedium and uncertainty involved when parame
ter estimation is conducted by the nonautomated approach often 
obscures thcm, making them difftcult to addre~s conclusively. 

Another benefit is the quantification of ( 1) thc quality of 
calibration, (2) data shortcomings and nccds, and (3) confidcnce 
in estimatcs and predictions. Such quantifications are a natural 
result of inversc modcling for ground-water modcl calibration 
and hclp communicate the results of modcling studies. 

A third benefit is that in verse modcling reveals issucs that 
even expcrienced modelers can casily ovcrlook during nonau
tomated calibration cfforts. Extreme paramctercorrelation (e.g., 
paramctcrs for which only thc ratio and not their individual 
values can be determined) and lack of scnsitivity ofparameters to 
calibration data (i.e., the data do not providc cnough informa
tion about a paramcter) can be difficult to idcntify during nonau
tomated calibration cspecially for complicatcd models. Thesc 
are, however, clearly delineated in each automated calibration 
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run. Effccts of both availablc and antJcipatcd data on thc u~lccr
tainty and correlation of cstimatcd paramctcrs can be quantilicd 

. through automatcd calibration.·Conscqucntly.thc rc~ults can be 
. uscd to design and gUJdc data.collcction activitics. a~ ~uggcstcd 
by:Knopman and Yoss (1989). 

• 

Finally, automated calibrauon rcsults are more arnenablc 
to use in quantitative comparison of altcrnativc conceptual 
rnodels, and use of automated methods cncouragcs thcconsidcr
ation of these alternatives beca use thc modelcr docs not spcnd as 
rnuch time estimating the paramctcr valucs for cach conceptual· 
modcl. With the advent of practica! nonlincar lcast-squares 
inverse software such as MODINV (Doherty, 1990), MOD
FLOWP (Hill, !992), and PEST (Doherty, 1994), the use of 
automated methods for calibration and model analysis is more 
readily accomplished. 

A majar obstacle to widesprcad use of automatcd calibra
tion by the practicing geohydrologist is lack of information 
about !~~_!eg_uirements and bcncfits of aUtorñiliC(f CiHbraiiOn. 
FífSt~· .there- are nÜ·-actdlüorial data requircmcnts in ordei. io 
undertake automated calibration. If yo u are ready to undertakc 
a calibration project, then you are ready to include invcrse 
modeling in that calibration. The objective of this paper is to 
disseminate information about automatcd calibration to 
encourage practicing geohydrologists to add a valuable tool to 
their study of ground-watcr flow. This objcctive is facilitated 
through use of a simple modcl and associatcd graphics. Thor
ough discussion of the underlying asumptions and cquations is 
provided by Hill ( 1994, !992), S un ( 1994), Hclscl and Hirsch 
(!992), Coo!ey and Naff (!990), Scber and Wild (1989), and 
Draper and Smith (!982). 

The MODFLOWP code (Hill, 1992) is used in this article. 
We use MODFLOWP for automated calibration oflield prob
lems because it: ( 1) can estima te many aspccts of ground~water 
flow systems, such as transmissivity, conductancc of strcam and 
lake beds, recharge rates, flow at specilied flux boundaries, head 
at specified head boundaries, and many other values; (2) can 
represent complicated paramcter dcfinitions usingjnterRQ!_ation 
methods such as kriging for spatially distrib;:;ted parameters 
(e.i~hydraUlic-;;;;-~d-uciivity) allowing use of, for example, the 
pilot points method (RamaRoá et -al:; !995);-('ij ~tilizes many 
types ot'observaíions-such as flow raies, hydraulic heads, and 
temporal changeS in head;as well·as prior, or dircct, information 
on parameter values; (4) provides extensivc scnsitivity analysis 
and statistics that allow the modeler lo evaluate results; (5) uses 
sensitivities calculated by thc accurate sensitivity cquation 
method; (6) is based on the widely used three-<limensional, 
transient, ground-water flow code MODFLOW (McDonald 
and Harbaugh, !988; Prudic, !989; Hill, 1990); and (7) is public 
domain, so it is inexpensive. Although this article utilizes 
MODFLOWP to providc illustrative examples, the major char
acteristics described and conclusions drawn conccrning auto
mated calibration are independent ofthe modclingcode, and are 
applicable outside the field of ground-watcr hydrology. 

Parameter Estimation Using In verse Modeling 
A flow chart of a geohydrologic projcct is prcscnted as 

Figure l. lfthe model uscd forthe project is a numerical simula
tor, then steps 6, 7, and IO are expcnsive and time--consuming. 
The cost of these steps can be reduced and the quality of the 
outcome improved by using inverse modeling to estimate. 
parameters. Comparcd to nonautomated calibration, more 

cffort is expended 111 stcp 5 hccausc adduiona! input 1s r~qum::d 

r or in verse mndcling. ln:-.tcad or cntcring only m o del gcomctl y . 
material p1upcrtic~. and hnundary conditions. ;JS is rcquireJ 111 

. nonautomatcd calihrat1on, thc modclcr a !so cntcrs t he data u sed 
.for calibration, i.c., thc.paramctcr.dcfinition .. licld ob~crYatlüns 
(for cxamplc, mcasurcmcnts or hydraulic heads and Oows). 
indcpcndcntly Jcrivcd val u es of thc paramctcrs (general! y callcd 
prior information), and varianccs of the measured hydraulic 
hcads, Oows, and paramcters. Thc variances are u sed to calculatc 
wcights, which are díscussed latcr. 

Aftcrexccution of a modcl with initial estima tes of parame
ter valucs, an autornatcd calibration code: (1) determines thc 
diffcrcnccs (rcsiduals) bctwccn obscrved and simulated valucs of 
heads, Oows, and parameters, at al! locations and times in thc 
'model; '(2) squareS the.reSidU<ils tO éliinin:itc ncgative values and 
emphasize the larger residuals; (3) weights the importance of 
cach squared residual by the amount of uncertainty the modcler 
spcciflcs f or each obscrvation, as expresscd by the in verse of 
obscrvation error.variances; (4) sums the wcightcd rcsiduals to 
obtain an overall meas u re (an objcctivc function) ofhow well thc 
ficld observations match the modcl simulated values ("goodncss 
of lit'); (5) calculates sensitivities (i.e., the change in simulated 
hcads and/or flows given a change in thc parameter valucs): 
(6) uses the sensitivitics and rcsiduals to adjust parameter values 
to minimize the objective function; and (7) repeats steps 4-{i. 

An autornated calibration can be used to estímate specific 
parametcrs as selected by the modcler-all othcr aspccts of thc 
model are still calibrated by a nonautomatcd proccdurc. How
ever, beca use the majority of computer runs on a nonautomated 
calibration are usually spcnt cstimating parameter valucs, 
inverse modeling is extremely uscful. 

lntroduction of /he Example Problem 
The examplc problem used in this article is simple enough 

that every aspcct ofit can be understood through geohydrologic 
rcasoning and calculated analytically. Expericnce has shown 

• Effort increased by using inverse model 
instead of only non-automaled methods 

~ Effort decreased by uslng inverse model 
~ instead of only non-automaled methods 

Fig. l. Flow chart of a hydrogeologic project. 



(ll) Lag al Surn-af-Squarcs 

Observauon Value 

~ype and • (m) 

h1 9.75 
h2 9.50 
h3 6.75 
h4 4 25 
h5 1.50 
h6 1.25 

Fig. 2. Sample problem configuralion, head observalions, and con
tour plot and 2~ dimensional rendering of the log of lhe sum-of
squared residuals surface. The cross indicates the true values of 
transmissivity. 

that the concepts presented using the example problem are 
extremely useful for complicated field problems as discussed 
below. The example problem used here is similar to one of the 
problems presented by Carerra and Neuman ( 1986). An overall 
gradient of9 X 10-3 (a head of 10m and 1m on the west and east, 
respectively) is imposed betwccn no-flow boundarics (north and 
south) of a confined system (450 m wide and 999 m long) with a 
zone of low transmissivity (0.1 m1/s), Figure 2a. 

Sum-of-squared residual surfaccs are uscd in this articlc to 
display the eharacteristics of the calibration problem. For this 
simple problem, with six head observations measured with per
fect accuracy ("true heads'), the sum-of-squared residuals sur
face for two parameters is illustrated in Figure 2b. A sum-of
squared residuals surface can be generated by simulation using 
different sets of parameter valucs as follows: calculate the sum
of-squared residuals foreach set, plot them on a graph with axes 
representing the parameter values, and contour the sum-of
squared residuals. 

The ratio of the number of observations to the number of 
estimated parameters in this problem is 6/2 = 3. In most applica

- tiOns this ratio would be larger; a limited number of observations 
is used here for clarity. 

Parameter Correlation 
Correlation can be calculated betWecn any pair of esti

mated parameters using standard linear methods (Draper and 
Smith, 1981, p. 111) and can range between -1.0 and +LO. 
Ábsolute valucs ncar one indicatc that coordinated lineir 
changes in parametcr valucs would produce the samc heads and 
flows at the observation locations; smaller absolute values indi
cate that no such coordinated linear changes exist. Correlation 
coefficients are calculated by invcrting a matrix which is singular 
when correlations are -l. O or + 1.0. Singularity gene rally pro
hibits inverting a matrix but it can be accomplished in the 
presence of round-off error, as in this work. 

The sum-of-squarcd residuals surface of Figure 2b exhibits 
linear contours, indicating that thc two transmissivities have a 
correlation of one. Any two transmissivities relatcd by logTI =a 
+ log T2, where a is arbitrary, will yield the same head distribu
tion and, thercfore, the same minimum sum-of-squared residu
als value if only head observations are included in thc rcgrcssion. 
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Comblllalton" u! ·¡ J and T2 thal dllfcr f10m !0: J rc:-.u!t in :1 

largcr sum-of-~quarcd residual<; v:duc. RallOS lcss than 10:1 (thc 
iowcr tlght "cctinn uf thc graph) lwvc l;ugcr S\J!lh)f-... quan;d 

rcsidudb valuc:-. than thc rat1os grcatl..:r than 10.1 (uppcr lcft 
:--.cctlon) hccau~c .. nol unly are thc Jdaiivc valucs inconcct,-but, 

for ratios less than 1·1, thc position of high anJ low transmissiv
ity matcnals 1s rcvcJscd. Whcn thc paramcters are cxtremcly 

corrclatcd, as are TI and T2 using only hcad obscrvations, thc 
final cstimatcd paramctcr val u es depend on thc starting para me
ter values. In this test case, starting valucs of TI = 0.9 and T2 = 
0.2 led to optim1zed values of TI = 0.56 and T2 = 0.056; whilc 
starting values of TI = 1000 and T2 = 1000 led to optimi7.ed 
values ofTI = 27.3 and T2 = 2.73. 

Extreme correlation of paramcters is common in ground
watef ·modi;:Jing "bccausC' obScrva'tions requircd to uniqucly 
determine paramcter values are frcqucntly lacking. Such corrcla
tion is sometimes recognized when using nonautomated calibra
tion methods, but is always revcalcd when in verse mcthods are 
used.properly. This is cspecially important for complicated sys
tems in which extreme correlations are more difficult to idcntify 
without in verse models. Once extreme corrclation betwccn csti
mated parameters is recognized, the modeler can either choose 
to set one or more of thc parameters to specified values and 
estimatc the othcrs (again, only the ratio of the paramcters is 
detcrmined and thc cstimatcd paramcter values are only as 
accurate as the Specified parametcr valucs), or collcct additional 
data that will uniquely define all parameter values. 

Decreasing Parameter Correlation and Consideiation oj 
Nonlinearity 

Deércasing paramcter correlation from 1.0 to 0.98 is typi
cally cnough to individually estímate thc parameter values, as 
indicated by a single minimum being obtained from severa! scts 
of starting values. Flow observations (e.g., ground-water dis
charge along a strcam reach) generally decrease thc correlation 
bctween paramcters that is present in such rases where only head 
observations are available. In the cxample problem, a distinct 
minimum exists in the Sum-of-squared residuals surface when 
the tlow lcaving the system is added asan observation (Figure 3). 
In this case, in which all the flow leaving the system is measurcd, 
unique parameter cstimates can be obtaincd. 

The complete sum-of-squarcd residuals surfacc usually is 
not calculated and displayed by inverse modcls because it would 
rcquire many unnecessary calculations . .(\!so, normally more 
than two parametcrs are estimated, making complete display 
difficult or impossible. Accordingly, the modeler must use calcu
lated parameter corrclations rather than a graphical im.agc. 

Calculatcd paramctcr correlations dcpcnd on thc paramc
_ter values becausc thc invcrsc problcm for ground-watcr now is 
nonlinear with rcspect to most paramctcrs of interest-that is, · 
hydraulic heads and flows are nota linear function of thc csti
mated párameters, so scnsitivities are different for diffcrent . 
paramctcr values. This nonlincarity is somctimcs confusing for 
ground-water hydrologists bccause they are used to thinking of 
the ground-water tlow equation as linear when applied to con
fined laycrs, a charactcristic which allows application of thc 
principie of superposition. That is, however, linearity of thc 
diffcrential equation that relates hydratilic head to space and 
time given fixed parameters valucs, not lincarity of hydraulic 
head with respcct to parameters. In a confined aquifer, doubling 
the pumping rate doubles drawdown, all else being the same, but 
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Observal1on Value 
Type and t (m or tms) 

"' 9.75 

"' 9.50 

"' 6.75 
M '" hS 1.50 
h6 1" 
q1 ·1.0135 

Fig. 3. Sample problem including a flow obscrvation q. The mínimum 
is -11 (the log of values near zero). 

if the subsurface material changcd from coarsc to fine, all clsc 
being the same, there would not be a linear rclation betwccn the 
change in drawdown and the change in hydraulicconductivity. If 
the rcgression problem prescnted in Figure 3 was linear, thc 
contours ofthe sum-of-squared residuals surfacc would be cllip
tic. The sum-of-squared residuals surface ofthis samplc problcm 
is exceptionally nonelliptic; many ground-watcr problcms cxhibit 
a more elliptic and concave surface as opposcd to thc odd shapc 
and convex ridge exhibited in Figure 3. Nonlincarity of thc 
in verse problem is discusscd more fully by Hill ( 1992, pp. 69-70). 

Whcn the flow observation is includcd in thc rcgrcssion 
(using an appropriatc weight as discusscd latcr), thc corrclation 
calculated for the truc values of TI and T2 is 0.86, comparcd to 
1.0 for all sets of parameter values without thc flow obscrvation. 
To illustrate the effcct of nonlinearity with rcspcct to thc paramc
ters, correlations between T 1 and T2 at sclcctcd para meter valucs 
are presented in Figure 4. The absolute valucs of the correlations 
rangc between 0.05 and 0.998, with Iargcr valucs along thc 10: 1 
ratio line. This amount ofvariation is exceptional, and is indica
tive of the extreme nonlinearity of this problcm and thc cight 
order-of-magnitude variation in parameter values considered. 
Yet, even in this extrcmely nonlincar problcm, thc corrclations 
provide useful information to the modeler. Ncarly all valucs 
clearly demonstratc that thc Oow data diminish thc complete 
correlation between thc parameters and, thcreforc, providc 
information from whic~ thc parametcrs can be cstimatcd 
individually .. 

T1 T2 
sq.mJs 

10.0 0.01 
10.0 10.00 
5.0 0.05 
5.0 0.50 

•1.o 0.10 
0.5 0.50 
0.5 0.05 
0.1 10.00 
0.1 0.01 

• true values 

Correlation 

0.20 
-0.95 
0.34 

-0.05 
0.86 
0.78 
0.96 
0.06 

0.998 

Log of Sum·of·Squared Rcsiduals 

:r=-------,-.;1!'"""1 ~111"""" ''!lll~ ~"'""~-
20Jl \~t - --¡; } \\ ~' .· ·e __ -, 
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.,'/ 
... J ·2 ·1 o 1 

Lag or T2 

Fig. 4. Corrclation of Tl and T2 at specified para meter valucs. 

An tm po rt ant cha.ractcm,t 1c of thc cale u! atcd cnrrclat ion ... t:

that only thc scm;¡tivitics are U!)cd in thcir calculations: thcy an: 
indcr)Cildc.nt ofthc val u e Ofthc obscrvation. Corbcym·ntly. in thc 
cX.amplc problcm, thc conclatwn~ could ha\'c hccn calculatcd 
befo re mcasunng thc Oow.to dctc~minc.\\'hcthn mdusion of thc 
mcasurcmcnt would reduce corrclatton. 

Although obvious in this simple test case. problcms of 
corrclation and idcntification ofthc data nccdcd to diminish thc 
corrclation oftcn go unnoticcd in complcx problcms cncoun
tcrcd during practica! application of ground-watcr modcling. In 
such problems, therc are gcncrally more than two paramctcrs, 
and correlation cocfficicnts are calculatcd for each possiblc pair 
of paramcters. 

Although not illustrated in the example problcm, indc
PcndCritiY mc3súi-cd v31Ues~ o(the pariimcters (e.g., transmissivi
tics from aquifcr tests) can be used to decrcase correlation, and 
this often is useful in complex problems. In such a case, the 
objcctive function includes not only the diffcrcnce bctwcen 
obscrved and simulatcd heads and flows but also thc diffcrence 
betwcen observed and estimated paramctcr valucs. 

Observation Errors, Weighting, and the Calculated Error 
Variance 

In Figures 2 and 3, thc sum-of-squarcd residuals value 

1
1" cguals zero at the minimum of the surface. This is becausc the 

\ obscrvations are error-free, and thc modcl is a pcrfcct representa
[ tioiíüT!h<:system. Fi~lct observations incluctc error, anct moctel 

¿ representations are ncvcr a pcrfcct reflection of ficld conditions, 
thus thc mínimum sum-of-squarcd residuals valuc always is 
largor than zcro in field applications. Thc surface illustratcd in 
Figure 5 is calcu\ated using observations with errors as indicatcd 
on the figure and has a similar shapc to the one prescnted in 
Figure 3, but, overall, the Sum-of-squarcd residuals valucs are of 
greatcr magnitudc and the mínimum is higher .. 

Lag of Sum-ot-Squared Residuals 
Ob•ervallon• .,.,rth Ellor (1 Flo.,., 11nd 6 Hnd•) 

·• .. .J ·2 ·1 o 1 
Lag o! T2 

Observatlon True Value with Error 
Value Error 

Type and # (m orcms) (mor cms) 
h1 9.75 9.7 +0.05 

h2 9.50 9.6 -{).10 

h3 6.75 6.8 -0.05 

h4 4.25 4.2 +0.05 

h5 1.50 1.6 -0.10 

h6 1.25 1.3 -o.o5 
q1 . -1.0135 -0.95 ·0.0635 

Std 
Dev 
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D 74.5 interpolated head at observation location 

,e, h = observed - interpolate'd simula ted head 

Fig. 6. Schematic of exaggerated difference between physical and 
numerical systems illustrating model error_ 

Errors associated with field observations are caused by 
inaccuracy and imprecision of the measuring device or observa
tion process, and by human error. Errors also result bccause the 
computer model is a simplification of thc physical system. For 
example, if the head observed in a wcll is a perfect measurement, 
a difference between observed and simulated hcad may result 
because the simulated head represcnts thc average head over a 
vol u me of material with average propcrties. If the observation is 
not ata nodal point in the computer model, the nodal values are 
interpolated to obtain the simulatcd valuc for comparison. This 
~s illustrated in Figure 6, which is drawn with large discrctization 
to exaggerate the problem. This is one of many possible model 
errors. Cornprehensive discussion of these crrors is beyond the 
scope of this presentation; further discussion is providcd by 
Anderson and Woessner (1992) and Hill (1992). 

To use weighted regression, · the modeler nceds to assign 
variances ( or standard deviations or coefficients of variation that 
are uscd to calculate ciriances) to all observations. The variances 
can reflect estimated measurement error and, sometimcs, model 
error. [Ideally, model errors are negligible, and basic regression 
theory is based on that concept (Draper and Smith, 1981; Seber 
and Wild, 1989). However, recent work by Hill ct al. (in review) 
indicates that for ground-water problems, accumulatcd model 
error that is not dominated by a few model errors produces 
random residuals that are normally distributed. This suggests 
model error with such characteristics can be represented by thc 
variances, and therefore the weights.] For examplc, if the 
modeler estimates that there is a 95% probability that the true 
head is within ± 0.5 m of the observed head and that a normal 
probability distribution applies, then a normal probability dis
tribution table can be used to determine that ± 0.5 m is 1.96 
standard deviations. Consequently, l.96a = 0.5 m and the stan
dard deviation, a, is 0.26 m. The variance is the square of the 
standard deviation (a'), or 0.066 m2 Each squared residual is 
weighted by the in verse ofthe vananee (weight = lja2

) befo re the 
sum-of-squared residuals value is calculated, so observations 
which the modeler regards as less prone to error (smaller vari
ance) have more importance in detcrmining the paramcter 
values. For example, a modeler will assign lcss weight (higher 
variance) to a head observation for which casing elevation is 
estimated from a topographic map as opposcd to an elcvation 
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mea~ u red hy prcci-;c :-.urvcy111g rrom a ht.·nchmark. Thc :-.qua red 
residuals havc units of(L)~ fnr hcads or (J.·: T-: )~ for llows and thc 
respcct¡vc \Vcights ha ve unils uf ( 1.)-2 

01.( l.· T- 1
)-

2 :-.o thc \'.'cight'cd 
squarcd rcsiduals are dimcnsionlcss \'. hcn ~ummcd. A residual 

. -~times thc.squarc root.of.ib.\\·cight IS.callcd.a wcightcd residual. 
For the samplc problcm prcscntcd hcrcin. hcads are assigned a 
variancc of 0.005 m 2 ami thc Oow ohscf\·alion is assigned a 
varianee of 0.03 (m 3Js)2 (approximately cquivalént to a 95% 
probability that the truc head is within ± 0.14 m and the true 
flow is within ± 0.34 m3js). Although assignment of weights is 
subjective, it is reassuring to note that, in most circumstances, the 
estimated parameter valucs and calculated statistics are not very 
sensitive to moderate changes in the wcights used. 

An accurate modcl tends to havc weightcd residuals that are 
.. f3ild0ritl)t ctiStribüté((iñ~ Space .. iiid- iimC: s·o .that thcy do not 

display consistent spatial or temporal trcnds. For cxample, thc 
validity of a calibrated model would be doubted if al! the simu
lated heads in a givcn !ayer wcre higher than the meas u red heads. 
This is similar to analyses commonly used whcn calibration is 
accomplished with only nonautomated mcthods. 

The calculated error variancc is a statistic that can be uscd to 
reveal how well the simulatcd valucs match the obscrvations 
relative to their assigned wcighting. Thc calculatcd error variancc 
equals the sum-of-squared weighted rcsiduals divided by the 
differencc betwccn the number of observations and the numbcr 
of parameters [ e.g., lO-o'¡ (7 - 2) = 0.13 at the minimum of the 
objective function surface for thc case using both head and flow 
observations with error). A statistic called thc standard error of 
the regression is the square root of the calculated error variance 
(0.36 for the case with a flow observation). lf. overall, the model 
fits the obscrvations in a way that is consistcnt with the assigncd 
weighting, thc calculatcd error variance and the standard crrorof 
the rcgression will equal about 1.0. Smaller valucs indicatc that 
the modcl fits the observations bcttcr than was indicatcd by the 
assigned weighting: the standard error of 0.36 in thc abovc 
examples indicates that the model fit thc observations bcttcr by a 
factor of about 0.36 than the assigned variances indicatcd. Values 
of the calculatcd error variancc and thc standard error that are 
larger than 1.0 indicate that thc modcl fit is not as good as 
indicated by the assigned weighting. Values larger than 1.0 are 
common in practice becausc the assigned weighting usually 

- reflects expectcd mcasuremcnt·crror, whilc thc weightcd residu
als are also affected by modcl error. Howevcr, as mentioned 
previously, the prcsencc of model error does not necessarily 
indicate a poor modcl or an invalid rcgression if the weightcd 
residuals are random. 

The method of asstgmng weights described above was de
veloped by Hill et al. (in review) and is a variation ofthe method 
commonly dcscribcd in thc litcrature (Carrera and Ncuman, 
1986; Cooley and Naff, 1990), but is casier to apply when multi
ple types of observations are uscd. 

Selection of Parameter Values by anlnverse Model 
To estimate the para meter values, MODFLOWP starts at'a 

user-defined set of paramctcr values and·calculates thc sensitivity 
--0f the simulatcd value at each observation point for cach 

parameter being estimatcd. The sensitivities are used with the 
residuals to determine the magnitude and direction (±) of 
parameter adjustments necded to decrcac;e the su m of thc weight
ed, squared differences bctween obscrvcd and simulatcd values. 
All paramcters are adjusted simultancously. 

,. 
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For thc sit uation prcscntcd in Figure 5. and starting with When Tlrcrc A re Many Paramctcrs to Estimatc mul No! 1\/any 
val u es of 1000 m'fs for both T 1 and T2 (i.c., 3 in log spacc), thc Oh>cr•·ations 
startmg sum-of-squarcd rcsiduals valuc is grcatcr than 1 X 107

• lt may not be rcasonablc to cstimatc C\cry paraml'tl.'r nf 
Using thc scnsitivitics and thc wcightcd · rcsitluals, !cgrcssJOn intcrcst with thc availablc Jata. 1 t is ohviow. that \VL' cannot ~oh·~..: 
rcsults indicatc that thc ncxt cst1mates of TI and T2 mu.st be for more unknowns than wc havc equation~. Similarly \\'C do not 
sn1'31\cr añd' T2 · must be· aeljustcd ·by· a 'largcr''incrcn-1cnC ·A···-- -cstimatc·morc paramctcrs than·wc·havc observations:"ln'fact.·thc 
maximum pcrccnt change of paramctcr val u e can be spccificd to obscrvations wc obtain from thc ficld are rcdundant. Accord-
limit paramctcr adjustments; thus prcvcnting oscillations and ingly, thc number of parameters estimatcd is substantially fcwcr 
overshooting. Thc mathematics u sed to adjust paramctcrs are than thc number of obscrvations so that thc data are not "spread 
dcscribed by Hill (1992). too thin." This limitation is not caused by sorne arbitrary critc-

Aithough it is likely that this second set of calculated rion, but by the lack ofinformation contained in the data that are 
hydraulie heads and flows lit the observed values better, it prob- available for calibration. This problem is present in all calibra-
ably will not be the best lit. Consequently, the modilied parame- tion; inverse models simply make the problem more obvious. 
ter values are used to run thc model again. Thc codc again Two rcsolutions -~!e p_ossible: !!Stimate fewer P<_!!:aJn_ct_crs or 
evaluates the sensitivities (beca use of the nonlinearities, these will collect more dai3. _The first suggcstion is often discounted; how-
be differcnl'than theisensitivities calculated beforekcstimates· a. -- cvc·r,=-ap-piicd·judiciously;··much-of· the· relcvant physics can be 
new set of parameters, .executes thc model, and calcula tes the rcpresented by a model with relativcly fcw paramcters. 
difference betwcen observcd and simulated values. This process Judiciously defining parameters for estimation requires the 
is repeated again and again, generally decreasing the sum-of- ability to distributc pararnctcrs in a manncr consistent with 
squared residuals by steps as shown in Figure 5. knowledge ofthe subsurface material.lfunits are known to have 

Dueto the crrors inherent in observed values and imperfec- nearly homogeneous hydraulicconductivitics, zonation mcthods 
tion caused by representing ground-water systems with a simple can be used to apply a single parameter value to the en tire unit. Jf 
and discrete mathematical modcl, the su m of the squared differ- geohydrologic knowledge suggests that hydraulic conductivity 
ences generally will not be zero for any combination of par ame- varies smoothly in a two- or three-dimensional regían of the 
tervalucs. Accordingly, the code terminales this iterative process subsurface, the user needs to be ablc to us~. inte_rpol~_tion 
(i.c. converges) when thc parameters changc lcss than a percent mcthods. Most commonly, interpolation methods are uscd to 
specified by thc modelcr. ' diStrrbUtc the influencc of hydraulic conductivities estimated at 

Even with error in the observations and starting values individual points. The pilot points method (RamaRoa ct al., 
much different than the true values (1000 m2s forTI and T2), the 1995) is an example of this approach; others are.suggested by 
sample problem is well behaved if both head and flow observa- Yoon and Y eh (1976), Keidser and Rosbjerg( 1991), and Hill et al. 
tions are utilized. In this situation MODFLOWP followed the ((in review). Consequently, automated calibration codes need to 
parameter iteration path in the upper right quadrant of Figure 5 ) support a variety of rt:Jcth_9d~ olP~~~~it~r di~(~ib~ti~n_···· _ 
and converged on parametervalues of0.94 and 0.094 m2/s ( 10: 1) - -·- In verse modcling makes the need to reduce the number of 
for TI and TI, respectively. This combination of TI and T2 estimated parameters more obvious and provides information to 
yields an outflow of -0.95 m's, precisely the error-burdened guide the user in the reduction process. Automated calibration 
value of flow input as an observation. This precise match is results ( 1) commonly re vea! the character ofthe problem; (2) can 
typical when one observation reduces what would otherwise be be used to determine whether the parameters originally thought 
very high eorrelation (Hill et al., in review). The shape of the to be more importan!, are actually importan! to the simulation 
objective function surface is the result of nonlinearity and makes of the predictions of interest; and (3) can be used to determine 
the regression difficult, thus more itcrations than usual are what data are needed to estímate these parameters as discussed 
required to find the mínimum when starting values are far from in the follo;i-~-g section. In sorne circumstances, it may not be. 
the minimum. Typically the number of iterations required for possible to estimate all parameters simultaneously at lirst. A 
convergence is less than twicc the number of cstimated . method that is sometimes useful is to first estimatc thc most 
parameters. sensitive parameters, then, using the optimized values for these 

For a few problems, the sum-of-squared residuals surfacc first paramcters as initial values, estimate the cntire set of 
may exhibit local minima (Bevin and Binley, 1992, p. 291; parameters (Hill, 1992, Appendix B; Yager, 1993). 
Carrera and Neuman, 1986, p. 215). Generally, modelers want to 
lind the lowest point on the surface (the global minimum). To 
ensure that the minimum reached is a global mínimum, it is 
suggested that the model be run more than once, using different 
sets of starting values. Figure 5 shows that starting the regrcssion 
from TI, T2 equal to 1000, 1000 m2/s and equal to 10,0.001 m2/s 
yields the same mínimum. 

Therc are a numbcr of issucs to considcr with regard to the 
use of automatcd calibration, such as: coping with sparse data 
when there are many parameters to estímate; using results for 
dcsigning data collection; appropriate procedures whcn csti
mated parameter values are unreasonablc; detcrmining the con
fidence in thc modeling results; and evaluating alternative con
ceptual modcls. Thcse issues are discussed in the following 
sections . 

lnverse Modeling as a Guide to Data Collection 
Calculatcd paramctcr sensitivitics and their associated sta

tistics can be used to guide data collection activities beca use thcy 
indicate: (1) whether available (or new) data are likely to adc
quately estimate the parameter values; (2) where additional data 
probably would be most useful in improving the estimated 
paramcter values; and (3) the likely effect of new data on the 
certainty of simulated heads and flows. 

Sensitivities calculatcd for the example problem are zero at 
the midpoint ofthe system, as shown in Figure 7. Thesc scnsitivi
ties indicate that collection of a head observation at this location 
would be of no value. We know this intuitively beeause the heads 
in a symmetric system with a head speeified on each end will · 
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Cl al, 1996) indicale thc amount ofinforma\11)11 thc ll<tla c¡lntain 
on cach paramctcr that is to be c~timatcd. Fo1 cxamplc, thc 
val u es of compositc scalcd scnsitivit y ca lcu\atcJ for t he c..,t imatcd 
para meter va!UC!-. for thc C:J!-.C Íncluding thc nnw oh!-.CIV<LIÍOll OIIC 
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Fig. 7. Sensitivily of obscrvations to changes in val u es of paramctcrs 
TI and T2 at the true parameter values (1.0 and 0.1 m2/s, respcctivcly). 

for the truc valucs of TI and T2; indicating that thc1c is more 
information for thc lower transmissivity va\uc. 

The nonlincarity of the problem and thc scaling u~cd pro-
duce differcnt valucs of compositc scnsitivity for diffcrcnt 
parametcr values, but for many problcms thcy are still uscful. 
For example, see Anderman et al., 1996, and D'Agnese et al., 
1996. lf the composite scaled sensitivity. is severa! orders of 
magnitude lower for one parameter, then the data probably do 
not providc much information about that parameter value and 

· -- ~·N -·--lhc.rcgression.may~not.bc.succcssful. As with corrclation of 

simply pivot around the same value of head al thc midpoint 
when the transmissivities are varied. An observation at such a 
point would not help the parameter estimation unlcss it causcd 
the modelcr to alter the conceptual modcl (e.g., to define asym
metric conditions). Sensitivity is also low near thc boundarics 
because thc constant heads prcvcnt the simulatcd hcad from 
changing significantly for differenl parameter values. lf the 
modeler is uncertain of the head at the boundary, it can be 
estirnated and, in such a case, sensitivity of the estimated hcad to 
heads measured near the boundary would be large, but sensitiv
ity to the transmissivities would not change. Given the modcl 
geometry and boundary conditions, lhe most valuable head data 
for estimating transmissivities lie near thc material property 
boundaries. Using sensitivities in this way to identify data that 

"" are mostlikely to be valuable has been discussed by Knopman 
._ and Voss (1989), among others. ... ·--·-··· 

---¡¡.j'esensitiv;t;;;-;;"r the iíü;;; ~bservation, q, to lag T 1 and lag 
T2 shown in Figure 7 are negative, indicating that if cither TI or 
T2 decreas~. q increascs. An increase in outflow is actually a 
decrease in the volumetric flow rate out of thc model bccausc 
outflow is ncgative (e.g., a change in outflow from -1.0 lo -0.9 
m3/s is a +0.1 increase). Similarly when TI decreases, heads 
decrease on the left side of the model and increase on the right 
(Figure 8). The relation between head and T 1 on the lcft yields 
positive sensitivities and thc relation on thc right yields ncgativc 
sensitivitics (Figure 7). 

It is often uscful to sea le sensitivitics to obtain dimcnsionlcss 
quantities that can be compared for differcnt parametcrs and 
types of observations. Composite scaled sensitivities (Anderman 
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Fig. 8. Head distribution for incrcased and dccreased valucs of TI. 
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parameters, ifthere is a problcm, thc modelcr must eithcr spccify 
the valuc or add data to incrcase thc sensitivity. Such a problcm 
may go unnoticed in a nonautomatcd calibration. 

· 'When the Estimated Parameter Va/ues A re Not Reasonable 
Paramctcr valucs cstimatcd by automatcd calibration may 

be implausibly largc or small, and in sorne cases, rclativc magni
tudes are revcrsed. Forcxamplc, cstimatcd hydraulic conductiv
ity of an unconsolidated grave! may be less than the estimated 
hydraulic conductivity of a silt. In addressing this problem, it is 
importantto note that (1) lhe automated calibration is simply 
determining the parameter values that produce the best model fit 
with the observations, and (2) if the model is correct and the 
obscrvations reprcscnt what we think thcy represen t. wc cxpect 
thc best-fit parameters to be rcasonable. Unreasonable estimatcs 
for parametcrs with substantial compositc scnsitivitics, thcre
forc, suggcst that there is something about the modcl setup 
and(or) the observations (or, rarely, the weighting ofthe obser
vations) that is producing thc unrcasonablc paramctcr values. 
The mostlikely problem is thatthe model does not accurately 
rcpresent sorne aspcct of the physical systcm that is important 
with rcspcct to the calibration data. Thc modelcr thcn nccds lo 
closcly rcconsider model construction. Anothcr possibility is 
that thcre may be problcms with sorne ofthc obscrvations. Hints 
can be dcrived from cvaluation of thc residuals. Qucstions that 
might be considered include, forexample, "Does the model need 
to be threc-dimensional instead of two-dimensional?'' "Are thc 
rcsiduals in the northern part of the lower !ayer all positivc 
beca use a continuous confining bcd of uniform vertical hydrau
lic conductivity is assumed and it might not be continuous or 
uniform?" Such qucstioning can produce insightful analysis of 
the physical system, and is generally more challenging and pro
ductive than lhc questions about what would take place if 
paramctcr valucs were changed by sorne amount, which is com
mon whcn the para meter valucs are cstimatcd by nonautomatcd 
calibration. 

Sorne users may wish to imposc rcasonable paramctcr 
valucs des pite thc tcndeitcy of an automatcd calibration to estí
mate unreasonable values, but Hill el al. (in review) show that, if 
thc obscrvations contain a substantial amount of information 
about the parameter(s) in question, as indicated by confidence 
intervals (see following section) that do not include reasonable 
valucs, imposition of reasonable parametcr valucs can produce 
less accuratc predictions because the undcrlying model inaccura
cics havc not been addrcsscd. 
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J)dcrmining thc Confidcnce with which the P::tr~uncfcr~ 
¡\re Estimatcd 

Thc fir~t issuc of IntcJcst aftc1 oht:tinmg p;u,unctcr cstt
matcs is dctcrmining thc confidcncc \VIth whtch thc pararnctcJs 
are cstimatcd. Confidcncc intcnals are uscful !or ilw, purpo:-.c, 
and can be approximated u~mg first-ordcr mcthods. Thc indi
vidual confidencc intcrvals prcscntcd in thi.'. work are ca!culatcd 
as thc final cstimated paramctcr valuc ± thc product of thc 
standard dcviation of that estimate and the student-t statistic. 
The studcnt-t statistic is dcpcndcnt on thc degrees-of-frecdom of 
the problem (number of observations minus the number of 
parameters) and the dcsired leve! of confidcnce. The standard 
deviation is the product of thc calculated standard error and a 
function of the weighted sensitivities. Confídence intervals are 
broad when a largc chañge in a parameter val u e rcSults in asmall' 
change in the sum-of-squared residuals as takes place if sensitivi
ties are low, but the presencc of paramcter correlation can 
produce misleading results. For example, w1th six precise head 
observations, TI is estimated precisely enough that thc 95-
percent confidence interva! is (0. 14; 2.3); that 1s, the probability 
that the true value ofTI lies bctween O. 14 and 2.3 m2fs is grcater 
than 95% (Figure 9). This is misleading beca use TI and T2 are 
completely correlated if only head data are used and the modeler 
must be wary of such situations because the estimates are 
dependent.on the starting values. For this simulation, the start
ing values were 0.9 and 0.2 m'/s for TI and T2, respectively. 
Starting va!ues of 1000 m2s~ 1 for TI and T2 yield parameter 
estimatcs of 27.3 and 2.73 m2fs with a 95 percent confidence 
interval on TI of (!O; 74.2). With high para meter correlation, 
convergence on the proper ratio of paramcters is obtaincd, but 
the calculated confidence intervals do not reflect the infinite 
range of possibilities. 

When an accurate, noiseless flow observation is added 
(Figure 3), TI is estimated precisely cnough that thc probability 
that TI lies between 0.9998 and 1.0007 m2fs is greater than 95% 
(Figure 9). The estimated vó.lucs are accuratc because the 
parameters are not highly correlated. Figure 9 rcveals that accu
rate estimates (i.e., the true valuc falls within the confidence 
intervals) are obtained with both head and Oow observations 
even if error is associated with their measurement. The estimates 
are more precise (i.e., narrower confidence intervals) if both 
heads and flows are used as observations or if crrors are smaller. 

The calculated error variance used when calculating the 
confidence intervals accounts for overallerror in weighting ofthc 
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Fig. 9. 95% confidence intenals on parameters for cases utilizing only 
heads (h) and heads and flows (h & q) for true obscrvation values and 
observations with errors. 
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Fig. 1 O. Sample problem configuration with pumping well and points 
of concern. 

residuals. As discusscd prcviously, if the calculatcd error var
iance is greater than 1.0, this rneans that the model fit achieved by 
the calibration is not as good as would be consistent with the 
assigned weights. As long as thc weightcd residuals do not show 
any bias, however, thc inclusion of the calculatcd error variancc 
in the calculation of confidcncc intcrvals accommodatcs errors in 
the assigned weighting. 

Determining the Confidence with which Hydraulic Heads 
and Flows Are Simulated Using the Estimated 
Parameter Values 

Parameter standard deviations and correlation can be used ~. 

to calculate confidence intervals on the values ofheads and flows;•. 
(or changes in heads and flows) simulatcd using those parametcr · · 
values. These confidence intcrvals rcflect how the unccrtainty of ~ 
the parameter estimates is propagatcd to the sirnulatcd heads; 
and flows; no other so urce of uncertainty is includcd; thus they 
can be presented as thc smallcst possible range of predictiono, 
uncertainty. To illustratc, a wcll pumping 0.3 m's-1 (600 GPM) is 
included in the model (Figure 10). Assume that the head ( or 
drawdown) at a specified location (X) and the flow rate (or · 
depletion) of the outflow to the right ooundary (q) are of con
cero. Since two criteria are considcred, simultaneous confidence 
intervals are calculated, in contrast to individual confidence 
intcrvals presented abovc. The simultaneous confidence intervals 
are at !cast as broad as, and generally broader than, the 95% 
confidence interval on either simulated value considered individ
ually. By using simultaneous confidence intervals, the modelcr 
can make statements such as: With the available data ( one flow 
and six head observations with error), thc parameters are esti
mated precise! y enough that the probability that the true head at 
"X" lies between 1.3 and 1.6, and the truc flow at the boundary 
lies betwcen- 1.3 and -0.06 is greatcr than 95%(Figure 11). The 
Slmultancous confidence intervals are calculated using the 
Bonfcrroni method (Hill, 1994, p. 29). Figure 11 shows that the 
precise observations yield simulatcd values with essentially no 
uncertainty for this well constraincd problcm, while observa
tions with error yicld largcr intcrva!s. lf only thc change in hcad 
or flow with and without pumping is of intcrest, the confidence 
intcrvals are smaller becausc unccrtainty associated with deter
mining thc absolute valuc ofhcad and flow is no longer includcd 
(Hill, 1994, pp. 36-37). 

Assumptions for Calculating Confidence Jntervals 
When first-order (also cal!cd linear) confidcncc intervals are 

calcu!ated, it is assumed that ( 1) thc truc crrors are normal! y 



distributcd, (2) thc modcl1~ app1 ox11n.ttcly lu1car with rcspcct to 
the paramtcrs ncar thc cstunatcd \\IItH.::~. and (3) thc modcl 
corrcctly rcprcscnb thc rc!cvant fcaturcs o! thc sy~tc:m (so thc 
unccrtainty IS only duc to thc unccrlcunty a~socicltcd Wlth thc 
parametcf cstirúates)'(Scbcr tuúJ'Wild,""'I9H9) 

It is not possiblc to determine whethcr thc crrors in ficld 
observations are normally di~tnbutcd lnstcad, thc truc crrors 
are assumed to be normally distributed if thc rcsiduals are 
norrnally distributed. The linearity ofthe modcl in thc vicinity of 
the estimated values can be analyzcd using the programs pre
sented by Cooley and Naff(l990) and Hill (1994). As the modcl 
deviates from normally distributed errors and linearity near the 
parameter values, the accuracy of thc calculated confidence 
intervals declines. This is nota drawback to the use of automated 
calibration codes in- rclation· ·to nonautomated .. calibration 
because use of a nonautomated approach does not improve the 
situation. lt is unreasonable to even try to calculate confidence 
intervals using nonautomated calibration mcthods. 

Inaccuracies dueto nonlinearity are discussed by Donaldson 
and Schnabel (1987) and Christiansen and Cooley (1996). Non
linear methods for calculating confidcnce intervals have becn 
developed for ground-water flow problems (Vechia and Cooley, 
1987), but are not presented in this work. They are much more 
computationally intensive than first-ordcr methods, but are 
needed in sorne cases. 

Evaluation of the third assumption is best addresscd by thc 
user evaluating alternative conceptual models of the site. Eval
uating statistics indicative of model fit, the confidence with 
which the parameters are cstimated, and plotting weightcd 
residuals as suggested by Cooley and Naff( 1990) and Hill (1992) 
may. be helpful in developing alternative modcls. 

Using Inverse Modeling lo Evaluate Alternative 
Conceptual Models 

Alternativeconceptual modcl evaluation is the most impor
tan! aspect of ground-water modcling. lt is often shortchanged in 
nonautomated calibration becausc it is so time-consuming to 
estimate parameter values for what is considered to be the most 
likely conceptual model, and each alternative conceptual modcl 
also mus! be calibrated to obtain the bcst-fit parameter values. 
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Fig.ll. Simultaneous 95% confidencc intervals for head at x and flow 
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Fig. 12. Alternative conceptual models for the sample problem. 

As a result, altcrnative conceptual models are not typically 
tcsted. The results of an invcrsc model can be used to compare 
alternativc conceptual models and quantífy which models are 
more likely to be an accurate representation ofthe field based on 
thc available data. For example, using the same sct of obscrva
tions, a conceptual model that is more likely an accurate model 
of the site would (1) exhibit no consisten! spatial or temporal 
pattcrn in thc wcightcd rcsiduals; (2) rcsult in more rcalistic 
estimatcd parametcr valucs; and (3) have a smaller sum-of
squared residuals valuc in conjunction with narrower confidcnce 
intervals on thc cstimated parameters. A variety of,statistics havc 
been suggested for critcria three; see Carrera and Neuman 
( 1986). lf altcrnative conceptual models are subjected to auto
mated calibrat10n and none are clearly superior bascd on thc 
above criteria, then they are equally likely alternatives given the 
available data. If no additional characterization is planncd, thcn 
the desired predictions must be made for these alternative mod
els and decisions/plans can be based on the outcome of thc 
modcling studies. lf the altcrnative conceptual models and thcir 
estimated parameters yield such substantially diffcrcnt results 
for the prediction of interest that a reasonable decision is un
tenable, then additional data should be collected to climinate thc 
less accuratc conceptual models. 

To illustratc this conccpt, alternative conceptual modcls of 
thc example problem are prcsented (Figure 12). ModelO and 1 
possess the correct modcl configuration with head obscrvations 
only, and with hcad and flow obscrvations, rcspectivcly. Models 
2 through 7 all utili1.c both head and flow obscrvations. Models 2 
through 4 rcpresent various possible configurations of the geo
hydrologic units. Models 5 through 7 havc the truc geohydro
logic units configuration with diffcring boundary conditions. 
Model5 includes rccharge in the form oflcakagc to the top ofthc 
aquifer, and the value of rccharge is estimated as a parame~er. In 
model 6 the left boundary is inappropriatcly dcfined as 10.5 m 
rathcr than 10 m. For model 7 rccharge is included, but not 
estimated; rather it is specificd at a valuc of 1 X 10_, m/s. 

Models that are most similar to the true condition (models 
1, 3, and 5) yicld the lowest optimized sum-of-squared residual 
values (6 for models 1, 3, and 5; 101, 58, 74, and 756 for modéls 2, 
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Fig. 13. Comparison of confidence intervals for scvcn alternativc 
conceptual models. An asterisk (*) indicatcs models most similar to 
the true conditions. 

4, 6, and 7, respectively) and the most accurate (near thc truc 
value) and precise (narrow confidence interval) parameter esti
mates, simulated values, and change in simulated values (Figure 
13). Modell is, of course, the "true" model. Model 3 is.a good 
rcpresentation because it is a nearly perfect replica of the system 
with only a minor variation in the geometry of the geohydrologic 
units. Model5 is a good representation ofthe system beca use the 
recharge estima te is essentially zero (the 95% confidence interval 
on recharge straddles zero with an upper bound below 1 X 10-6 

mfs), and given a zero recharge model5 is identical to the"true" 
systf'm. The modeler can use such results to justify conceptual 
model selection. Results such as these can be used to defend the 
need to either evaluate the problem for the entire group of 
conceptual models or conduct field studics to eliminate sorne of 
the models. 

Extension of Concepts to Field Problems 
The concepts presented in this paper extend directly to field 

application, as i~dicated by the following publications: Ticdeman 
and Gorelick (1992); Yager (1993); Giacinto (1994); Olsthoorn 

•
995); Poeter and McKenna (1995); Anderman et al. (1996); 
'Agnese et al. (1996); and referenccs cited by Hill (1992). The 

broad applicability of the methods suggested here is demon-
strated in the calibration of a thrce-dimensional advectivc
dispersive transport problem by Christianscn et al. (1995). 

Readers are cncouragcd to cnv1swn thc hcncflts ni unhnng 
in verse modcling to cvaluatc gcohydrologic s~ stcm~ \\ hcn many 
parametcrs and complex boundaric .... gcontctnc~. and matcnal 
propcrty distnbutions are considcrcd. Know!cdgc üf thc bc5t-!it 

... parametcr valucs and whethcr thcy are rcasonahle or unrca
sonablc pro motes dctalicd cva\uat10n of thc ph~sica\ system and 
modcl construct1on. Thc various statistical mcasurcs mdicatc 
whcthcr the availablc data are sufficicnt, ~md can be uscd to 
cvaluatc potential additional data. Correlations, sensitivitics, 
para meter values and confidencc intervals can be u sed to investi
gatc risk offailure, as suggested by Freczc et al. (1992) and papers 
refercnced therein. 

In field applicatwns, it is uscful to first use inverse mcthods 
without prior information so that the modclcr can cvaluate how 
much 'iñformation 'the'hCádS; flows, con"ccnti"ations, and so on 
contribute to the calibration. This will oftcn necessitate the 
definition of a simple set of parameters, but thc analysis will 
provide substantial undcrstanding of thc intcrrelation between 
the model and the data. This undcrstanding is crucial to the 
effective evolution of more complicated paramcter definition. 

In practice, initial application of invcrsc models to field 
problems often do not converge to optimal paramcter values 
beca use the data are insufficient to estímate the dcfined paramc
ters or because the model inadequately rcprcsents the physics of 
the system. Evaluation of calculatcd sensit1vitics, corrclations, 
weighted residuals, and changes in parameter valucs providc 
abundan! information with which to d1agnosc thesc problems. 
Possible solutions include estimating fcwcr paramcters, modify
ing the parameters defined, modifying other aspects of modcl 
construction, and collecting additional data. These problcms are 
not the result of using an in verse model; in verse modeling just 
makes them obvious. 

Automated calibration is of evcn greatcr bcncfit when a 
transient history match is undertakcn. In this case, MOD
FLOWP can be used to incorporate obscrvations of initial 
steady-state conditons and all subsequent observations into thc 
parameter estimation in one execution oftt1c codc (for cxample, 
see Test Case 1 of Hill, 1992, Appendix A). 

A user of inverse models should be adept at ground-water 
modeling and basic statistics. The effort to sharpen these skills 
will be offset by the expedited calibration and scnstivity analysis, 
thorough quantitative assessment of the modeling project, and 
additional time to evaluate alternative conceptual geohydrologic 
models. 

Summary 
Tools are now available to facilitate practica\ inversc modcl

ing. Inverse modeling can improve the quality of ground-water 
models and yield results that are not rcadily available through 
nonautomated calibration cfforts, while substantially rcducing 
the time required to obtain parameter estima tes. Consequently, 
thc modeler has more opportunity lo considcr additional aspects 
of the hydrologic system, such as alternative conceptual models. 
The entire project may span a time pcriod similar to a nonau
tomated calibration approach, and although thcrc is no guaran
tee that the model will be more accurate, a more thorough, 
reproducible, and defensible modeling project should result. 
In verse modeling reveals parameter correlations, lack of sensitiv
ity of estimated parameters to available data, and shortcomings 
of inappropriate conceptual models that can be casily over
looked during nonautomated calibration. Quantification of the 
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quality of cahbration, data shortcorning.'> and nccds, and con ti-=' 
dcncc in paramctcr cstirnatcs and prcdictions are unportant to 
cornmunicating thc rcsults of rnodcling stuchcs to managers, 
regulators, lawyers, and conccrncd CJtJzcns, as wcll as to thc 
modclcrs themselvcs.'Such quantifications are a ncnuríil r.csult Of 
using invcrse ground-watcr modcling. 
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Problemas Asociados a la Contaminación de Acuíferos 

En general, se deben responder tres preguntas básicas 
relacionadas con los contaminantes en el subsuelo: 

En qué dirección se mueven ? 
:- . ., 

.. ·.. , 

Con qué velocidad se mueven ? 

Cuál será su concentración· en el tiempo y el espacio? 
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Objetivos de la Modelación de Transporte de Contaminantes 

• 

i 
¡ 

e Análisis de la trayectoria y . tiempo de arribo Je . lbs 
contaminantes 

• Evaluación de la pluma contaminante en el espácio y el tiernpd 

• Estimación de la concentración y curvas de concentración 

o Evaluación del riesgo a la contaminación 

.. · 

- ·~ .. -- . : . . ·. ·. 

• Evaluación de medidas de s9-neamiento y .· protección·:( de ':_:_~ · 
~ 

acuíferos 
-~ ~...- ·, .-
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Transporte de So lutos en un Sistema de 

Flujo Subterráneo 

/ 

.. 
1e,a_Q§JJ.Q.rte de mas=q 

Advección 

Dispersión 

Difusión 

•• 
1 -:--• .... 

Transferencia de masa 
- ; ·: ·..;...: .. 

' . 

Filtracion 
1 

Adsorción-absorción 

Intercambio iónico 
Precipitación 

Biodegradación 

.. 
' '· ·' 

J 



''"""" "------- •"""" "---------"·· -···------ ---··--·· -----· ---·---------------. ------- ----···· ·-· ---· 

' ¡ 
1 

1 

' 

1 

1 

·J 
\..---------··---------

• 
' 
(t 

' j 
F~.:;pr 2 sen: oci el.·¡ 

sub;·2r¡·él·lea UíiO 
t\ '_, 

·"s; "· -:..,.,, 6 ·,· 1. ··o """ -. '....... . _, ...... de ic 

i:CinSVl'JSO! de un sistcrr:G 
.----,.-------···------·········e<---·-------·---.. -----·------·-------·--------------·--:------.¡;;· 

: i .?- . ' ·, 1 



.. 

• 
: . ,, 
' 

1 )"''""·· 

' ; 

'; 
; \ 

'" '' ( 
'· 

te w 
1-

' 

<( 
~ :5: 

o o 
z _¡ 

=> u. 
o 
a: 
0 

·'· 

Figure 11. 

0.5 

] 
0.4 

>- 0.3 1--

~ 
(/) 

~ 0.2 

!a o o. 1 

o 
o 

ADVECTION "ANDDISPERSION 
-

OF A CONT AMINANT SLUG 
.. 

e) t = t o t = t 1 

o ;: 

cJ 
X = X o X = x1 

Transport pf a contaminan! slug through a porous aqullor. 

/"..~-a 
LONGITUDINAL OISPf.llSIVITY 

OAT A FROM PO!!YOI!OQ ( 1 Qft 8) 

20 40 60 00 
DISTANCE FROM SOURCE (m) 

lOO 

f:::il2 

x = x 2 

A. HYPOTHETICAL CONT/IMltlANT PLUME 

WITH A LARGf: TRANS\'Er.<;E DISPERSIVIfY 

B. HYPOTHETICAL CONT AMINANT PLUME 

WITH A SMALL TRANSVERSE OISPr!RSIVIl Y 

Figuro 12. lncrc<~.s'O In Jonglludlnal dlsporalvlty 
with transport dls1anco 

figuro 13. Hypothotlcal contnrnln::1nt plunHHl tor 
tnrgo (A) and srnall (O) dlspcrslvltlo!l, 

e) 

C:> 

e~· ___ ) 



'-. •/: ... 
. -'· --~· ., 

• '!'-

~ 

·.- _:..'• 

···-;:,:: 
r• •• ,.· -' ,• 

.. _;·_-: .. 

.. 
>400 ¡.m 400 ¡¡ m-12 ~m 
q.-~ dic-<nnO 1 q.om --0.4 ....-n 
-- -------~d~k~~limo~ 

100-10JS!l 
protozoo 

fun<¡i 
5 um .cQ2,um 

bacteria 
---~200nm 

rickett sial 
ch1amydloe 

- 250-20nm 
\lirus 

10:.1 nm 

IOmm 1 mm 0.1 mm 

100 ¡JITl 

mocra molécubs 

0.01 mm 0.001 mm 

10 ,u m 1 ¡.~m 

IOOOnm 100 nm 10 nm 

\ 

1nm 
moléa.JIOS 

1nm 100pm IOpm 

· Comparación de los tomaros de los microorganismos cm respecto al tamaño de los 

granos de sedimento, rroléculas y á lomos (Modificado de Maffhess y Pekdeger, 1985). 



'1 ', 

... : ~ • ··>. 

Constante de eliminaciÓn del 99.9% de 

algunos bacterias y virus en el agua 

subterránea. 
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Procesos que controlan el transporte de masa 

< 

/1 

Proceso Definición Impacto en el transportf1 

..8~~icin Movimiento de masa Uno de los procesos más 
como resultado del flujo importantes de transporte. 
subterráneo 

1 .. ,_ 
1 Disgers.Ló.ll. Mezcla de fluidos debido Mecanismo ·de atenuación.! 
1 

.. ' 
al efecto de la Reduce y .•. dispersa . . lal i 

heterogeneidad en el concentración del contaminante. 
subsuelo. 

. . 

' 
atenuasión./ ' 

Difusión Movimiento de Mecanismo de 
~· 

concentración en Reduce la concentración 
respuesta a un gradiente 
de concentración . . . 

. . 

. . 
: ; 

(Adaptado de NCR, 1 991) 
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Introducción 

; 

Los modelos de computo son herramientas esenciales para analizar problemas 

complejos de flujo y transporte en el subsuelo. 

, 

Los modelos se refieren a la aplicación de programas de computo que resuelven 
--. 

un conjunto de ecuaciones, que representan el modelo .matemático de un 

proceso físico o químico que ocurre en el subsuelo ·. · 

Su aplicación permite estimar la respuesta de la carga hidráulicé!, y la 

concentración cuando hay variaciones en las propiedades hidráulicas y eri la 

recarga o extracción de un acuífero. 

r ~ r .
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Cloruro, 
(Advecclón y dispersión) 

1 dla 85 dlas 
462 dla 

Tetraclo, 
(Advecclón, dispersión y sorpclón) 

16 dlas 380 dlas 633 dlas 

Tetracloroetileno, 
(Advección, dispersión y sorpción) 

350 dlas 633 dlas 

Tolueno 
(Advecclón, dispersión, sorpción y blodegradación) 

3 53 108 dlas 

o 10 20 30 

Distancia ·en m 

e:=) ·Distancia del ftujo 

40 50 

647 dlas 

<j 

EFECTO COMBINADO DE LOS FENÓMENOS DE ADVECCIÓN, DISPERSIÓN, 
SORPC\ÓN Y BIODEGRADACIÓN EN UN ACUIFERO DE ARENA EN 

BORDER, ONTARIO. (ADAPTADO DE SPITZ Y MORENO, 1996) 
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Características de los Modelos_de_ 

Transporte de Contaminantes 

• Los modelos de transporte son una valiosa berramienta para el 

análisis y la solución de problemas de contaminación en el subsuelo. 

• Su aplicación. más útil radica en simular escena nos .. y. evaluar 

métodos para el saneamiento de los acuíferos. 

• Es poco probable que las capacidades predictivas de los modelos 

mejoren en el futuro. El desarrollo de los modelos se dirige a modelos 

de tipo éstocastico .. 
~ 

.:···.:: 
_,:- __ 
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Saturación en una 
fase (miscible) 

. · ........ ·' --·-···•· Espacio •.. 
· satura·do 

,• Elemento conservativo 

Saturación en varias 
fases (lnrniscibles) 

Espacio saturado_ 
de un contaminante· .. 

· •·<Espacio · .•• 
saturado ·-

1 . -: .. 

1 

.1 
. . . 1 

. ::··· .. ·•· ~. ;1 

Elemento no conservativo 

:._ ·-
• 1 

1 

.. - . . 1 .,.·;.•:. 

Igual densidad Diferencia de densidades 

1 
TIPOS DE CONTAMINANTES Y SU EFECTO SOBRE 

EL FLUJO Y TRANSPORTE EN EL SUBSUELO 
(ADAPTADO DE SPITZ Y MORENO, 1996) 

1 

1/ 
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• 
CaracterístiQZ!.S_ qe los Modelo_s de. 

Transporte de Cou.taminaote.s. 

• En un modelo de transporte existe una gran diferencia si los solutos 

están presentes en una capa de baja o alta velocidad . 
. · -.. 

,._ ·:,._ 

• Una parte fundamental del modelo de transporte de contaminantes 

es la construcción del modelo de flujo. Este debe satisfacer un alto 

grado de exactitud. 

• Los modelos de transporte poseen menor poder predictivó que los 

modelos de flujo. 

• 

/S 
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Modelo Ffsico 

\ 

" > ··Trayectoria aleatorfa 
"'. '( " 

<> o\o 
., 

"' .. > " 
" o "jo o 

" o .. <o o D 

o .. o o\ " " e 
(l .. ., .. " .. .. .. .. 

1 ()' ol 1 
~ 

'l ( ) 
'J (l ·-· 

( ) ul ·") 1-) ) !=)1 ( ) 
r) 1-)! n. n 1-) ¡r - ) ! )1 ~ J. ... 

y 

Aproximación analítica 

• f(y) • 

-y2 

f(y) = 1 e2o
2 Desviación estándatt 

o..../2it 

1 

Va or esperado 

o y 

ILUSTRACIÓN DEL FENÓMENO DE DISPERSIÓN LATERAL 
(ADAPTADO DE SPI1Z Y Müf~ENO, 1 996) 
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TRAYECTORIA ALEATORIA 
( "RANDOM WALK") 

TIPOS DE MODELOS DE TRANSPORTE 
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Solución Numérica de_ fa Ecuación de Transporte 

La ecuación de transporte en una dimensión en un medio poroso homogéneo e 

isótropo que incluye sorpción Y. decaimiento, se puede expresar como (Fetter, 

1990): 

-oc. - 'd,.C 
- íJx ~e 131 óc ":/':_, (~§-) . 

f->-..J- - DL0-x-~ ~ ~-é 
() ·~ ¡u., . 

~ 
1·. -.;< o-.. 

dispersión advección 
. ' 

sorpc1on 
. , ·, 

reacc1on 



·•.j 

\ "'·· ·:. 

~----------------------------------------------------~---~\ 

• 

• 

e·· ' . 
·' ---·/·---.' 1.~ - Punto de medición A 

' l 
.. 

·, 

v_..:_ Superficie 
potenc1omét rico 

Cargo de 
presi6n (hp). 

Cargo 
tato 1 (ht) 

¡--
- - -- ~- . 

.....:..:..:..: 

Cargo de 
elevoci6n (zl. 

Nivel de referencia (Nivel del mor). 

. 

Relación en fre cargo h1dr6ulico total , cargo de pre si6n y 

cargo de elevación. 

,, 
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Flujo subterráneo 

Transporte 

Trayectoria de partículas 

Flujo saturado variable 

Transporte saturado variable 

Flujo subterráneo 
Transporte 
Flujo saturado variable 

Deos de Modelos Numeric2§ 
(Anderson,MP. Prickett, T.,A, 1994) 

Familias de Programas 

PLASM MODFLOW , 
i 

RNDWALK MT3D 

AQUIFEM 

• . 
FLOWPATH PATH3D MODPATH 

FEMWATER 
\ 

FEMWASTE 

Programas únicos 

--. 
-, . . -,: 

· .. 

AQUIFEM-1 . 
8101 O, USGS MOC, SWIFT/389 
UNSAT2 

VS2D 

VS2DT 

Transporte en un medio variable saturado SUTRA 

; __ _ 
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Modelos de Trayectoria de Partículas 

Los programas que simulan el movimiento de los solutos únicamente por 
i 

advección · se conocen como modelos de trayectoria de partículas· (uParticle 

traking" ). No calculan la concentración de solutos. 

Debido a su facíl aplicación son más populares que los programas de transporte 
. , ........ 

de solutos. Las simulaciones permiten calcular la trayectoria de las partículas y el 
.. ··.• ' .._ 

tiempo de transito. 

Los modelos de trayectoria de partículas son una alternativa para simular el 

transporte de solutos cuando el grado de incertidumbre, asociado· con· los 

parámetros de dispersión y de retardación es muy grande. 

- -. -.......-) 
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Datos Requeridos por un Modelo de Transporte 

l. Modelo de Flujo 

- Mapa hidrogeológico 
- Continuidad y espesor de capas permeables y confinantes 
- Distribución de T y S 
- Mapa de elevación del nivel estático y sus variaciones en el tiempo 

Distribución del bombeo en el tiempo y el espacio _, 
- Estimación y distribución de la recarga 
- Interacción agua superficial y agua subterránea 

Modelo de Transporte de Solutos 

- Distribución de las caraas hidráulicas cálculadas en el niodelo de flujo 
.._¡ • ! ~ 

- Estimación de parámetros: coef. de dispersión (long. y trans).; porosidad 
efectiva : factores de retardación 

- Concentración de la calidad natural del agua 
- Tipo y distribución del contaminante en el tiempo y el espacio 

. . 
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LA REPARACIÓN DEL DAÑO. ASPECTOS TÉCNÍCOS: 
REMEDIACIÓN Y RESTAURACIÓN 

Susana SAYAL ÍJOIIÓRQUEZ 

SUMARIO: J. 'Introducción. 11. Remediación y restauración. lfl. El 
suelo como récurso natural. IV. Materiales y residuos peltgrosos. 
V. Impactos ambienrafes d~ la industria petrolera. VI. EvaluaciÓn 
del daño. l. Anólis1s del sitio y sus alrededores. 2. AnáltSiS geohi
drológico. 3. _Análtsis quími~o del (los) contaminante (s). 4. Análisis 
fisicoquimico. VII. Alternduvas técnicas para la reparación del 
daño. l. Medidas de mitigaCión. 2. Remediación. 3. Confinanuento. 
4. Restauración. VIII. Procedimiento adminisrrarim para lu limpiet.a 
de sitios rontaminados. l. A,creditación de la recnología. 2. Emlua
ción del plan de remediación. 3. Esrablecinuenro de Jos ni~·eles de 
limpie:.a IX. Marco legal P,ara la limpie;.a de sirios comqnlmados. 
X. Instrumentos legales de a~oyo. XI. Conc!usrones. XII B1bliograjia. 

' l. 1 NTRO!JUCCIÓN 

La industria petrolera en Mé,xico tiene un significado estrateg1co dt;: 
primera magnitud, que se manifiesta por los nivel~s de conrribución a la 
economía nacional. La necesidad de satisfacer. día con día, una mayor 
demanda de energéticos ha oca_sionado el crecimiento de esta industria, y 
con ello el impacto sobre los ·recursos naturales, los ecosistemas y las 
zonas urbanas. ' 

Ante las refonnas de la Ley Federal del Equilibrio Ecológico y 
Protección al Ambiente. donde se camina hacia la responsabilidad por 
daño ambiental. se requieren elementos técnicos que faciliten la interpre-

209 
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tat:iún de l_~s causas <.JUC ocasionaron el Uai\o y de las posibles formas para 
la r~·par~c'?" dd mt~mn, que sirvan de apoyo en el campo jurídico. 
. 1:_1 ohJCIIvo del pn:~eme capítulo es precisamente aportar Jos elementos 

tccn~c_os qu~ puedan !-.crvir como base para evaluar el dai1o que ha sufrido 
un ~lfiO dch1úo a la pn.:scnc1:1 de contaminantes de la industria petrolera y 
la 111anera como debe proceder la reparación del mismo. Entendiendo al 
daño: no salame me como 1~ que se aprecia a simple vista, sino también 
los ch:ctos que OL:urrcn en el subsuelo. 

11. REMEOIACIÓN Y RESTAURACIÓN 

E1~ ~1 anículo 3 fracción XXXIII de la Ley General dd Equilihrin 
EcologH.:o y Protección al Ambiente (LGEEPA), res!auración se dcfinc 
co_mo c:t COIIJimto de acri~·idades rendemes a la recuperación v restableci· 
mtelllo de las cmulinone.~· que propician/a t'WJ/ución }' cmui,;uidad de los 
proc,·.ws natura/e.\·. 

Dt.: acuerdo al Diccionario_ de la Lengua Espaii.o/a ( 1992) reJtaurar es 
reparar, reno_wrr o l'oh·er d ponrr algo e11 el t'.\tado que ames ll'flin: 
rt·¡~anu·_umt¡Jullura, 1?cu/wra n edificio del dt•terinro que ha Jt!frido. Esta 
~klmtc!Oil npl1c:_1 pcriL'l'lanu.:nlc en la l.cy FL'llcral sohrc Monurncntos y 
Zona~ Arqucologu.:os, Artísticos e Históricos, cuando se refiere a la 
protecci_ó~, conservación. restauraCIÓn y n:cupcraci6n de monumentos 
arquL'\ll\lg!C(lS, artÍ.\Iic,ls e histúricos. 

En bs reformas hechas a la LGEEPA, 1 no se aprovechó la oponunid~HJ 
par~ ti.H más precis1ón a las definiciones, y dt:safonunadamente se corre 
el ~il.: .... go de interpretar la restauración tle sitios contaminatlos, como una 
acuvrd~td n_1eramente cosmt!tica, más que de saneamiento o limpit:za. 

El terrnmo remediación no eslá registrado en los diccionarios de la 
lengua espariola, es por eso que en nuestro país no ha sido incluido t:n 
documentos oficiales. Se ha vueho del dominio pUblico como una traduc· 
ción d~ _remediarion que en Estados Unidos. Canad:í y otros países de 
len~u.1 1nglt:sa. ~e h..t veniJn usando para refcnrse a todas aquellas 
ac1Jv!d.1des de limpieza de sitios contaminados. 

Un tCnuino ~ue sí aparece en los diccionarios de la lengua española es 
el verbo remedwr. cuya definición es poner remedio al dmio: corregir 

0 
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enmendar una cosa; socorrer una necestdad o urgencw; librar, apartar 
o separar de un riesgo: evitar que suceda algo de que pued_a deri~·arse 
algún daño o molestia. Si nos ubicamos dentro del terreno ambiental, esta 
definición es precisamente lo qué se busca una vez que se detecta un daño 
por contaminación. 

En una propuesta de anteproyecto de norma,! se hizo un intento para 
definir remediación de la siguiente forma: CO!IJWilO de acctmie:S neCesanas 
para 1/el'ar a cabo la limpieza de cualquier descarga o sospecha de 
descarga de contaminameJ, incluyendo mas no lunitado, a la;realiz.actón 
de·una evaluación preluninar, inwsrigación del sirio, cletermmación del 
alcance del problema, esrudw de factibilidad y acciones cun:ect_i\'llS. La 
definición es muy completa, pues comempla la limpieza Üe un sitio 
contaminado en toJo su concepto. 

Con base en lo anterior. se puede d~cir que los tc!rminos. rt•staurar y 
remediar, aplican en el terrenq ambit!ntal sólo si son emPleados en el 
contexto de su tlefinición. Para il,ustrar lo anterior. se presentai1 tres casos: 

l. Únicamente restaurar, es e! hecho de hacer crecer plantas en un sitio 
dañado sin haher eliminado o destruido Jos contaminafues previa· 
mente. Esto suena extrañ(;, sin embargo, se hace depOsitando una 
importante capa de dcsct.)Hl~ agroimhJ•Hrialc~ y dr.: .\licio lllllpio 
encima de dCrrames tle pc!róleo o de descargas de lod<js accito~os, 
de tal forma que éstos qued~n enterrados y encima se sie1~1hran pastos 
y especies vegetales de raíi corta. Cuantlo c~ta~ cspecit:~ se tlt:sarro· 
llan y crecen, se restabl~cen condiciones para la eyolución de 
procesos natUrales, a pesar:dc que no se haya limpiado el sut:lo. Otro 
ejemplo que no se relacionh con la industria petrolera se prt:senta en 
los rellenos sanitarios. dÓnde wdos Jos Jcsechos sólídns quedan 
enterrados y en la superficie se construyen alamedas y lugares de 
recreación, sin importar el efecto de materiales contaminantes en la 
profundidad. 

2. Únicamente remediar, es 'decir, limpiar el suelo sin devolv'erle su 
función biológica. Esto se praclica principalmente denlro de instala
ciones indumiales en operación o que van a ser desmanteladas. que 
son sitios en donde no se observaba d desarrollo de Cspecies 
vegetales o animales antes de ser contaminados. 

! INE, 1996 
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3. Remediar y rc:.staurar, esto es, limpiar y demostrar que el suelo 
recobra su acllvidad biológica. Un ejemplo de este caso es cuando 
se logra la clnniiWCión de contaminantes o su transformación en 
compuestos menos dañinos. y po~teriormcnte se permile el creci
miento y proliferación de especies vegetales y/o animales. Esto se 
aplica a suelos y cuerpos de agua que antes de ser contammados 
cumplían con una función biológica. 

l'.tra ser congrw:lllc!-1 con 'el título y el contenido del presen1c trabajo, 
asl como con las Lh:fintLioncs correc1as, se hará disrindón entre los. dos 
conceptos: rcmedwcián y restauractón. 

!JI. EL StiEI.O COMO RECURSO NATURAL 

tln recurso n~tural es un elememo natural que se presenta sin la 
inducción del hombre y C.\ suSceptible de ser nprovechndo en beneficio de 
éste. El suelo entra en esta d~tinición de recurso natural, y además tit:nc 
lacar Jcteríst ita iJc ~t:r llll rc:novable. Tiene diversas funciones, como servir 
de filtro amoniguador a JI impiar el agua de 11 uvia que recarga los acuíferos. 
es un medio produt.:tor de alimentos, es hábilat biológico y de reserva 
gen~rit.:a, es el medin fí..,ico para la construcción, además de fuente de 
matc:rias primas y hcrc.:ncia_ cullural. 1 

En la LGEEPA, la importancia del suelo está más hien JingiJa hac1a 
ar.:ltvtd:.H.ks agrícolas y lurestalcs, e~IO e~. a la capa superfictal del suelo. 
Para :-.er una ley federal. es muy poco el énfa~is que se hace en relación 
al !->Ub'lliCio y llama la arem:ión que en ninguno de los artículos referidos 

a l.t Prcvcnciún y Contwl de la Contaminación del Suelo (título IV. 
capítulo 111) se menciona el término subsuelo. En la Consulta Nacional 
sohn: l.cgi!->laciún 1\mhicnlal que llevó a caho la Comisión de Ecología 
Je la Cámara Jc DipuwJos en ju!Jo de 1995, se presentó una propuesta Je 
nwdtltcacioncs al capítulo citado.' Uno de los aspeclOs principales de dicha 
prnruL':-.ta era Ut:jar asentado "suelo y subsuelo" cada vez que en la 
reJat.:ciún de la ley onginal se hablara de "suelo" en casos espl!cíficos de 
prcv~.:m:ión y cn!llrlll dt: la contaminación, pero desafonunadamenre ésta 

\1\,ll. 199_~ 
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no-fue tomada en cuenta. La Ley Ambiental del Distrito Federal en 
cambio sí refiere a los dos términos en conjunto. "suelo y subsuelo". 
incluso: en muchas ocasiones menciona también a los acuíferos, cuando 

se habla prevención y control de la contammación. : 
Por otra parte, cuando se habla del uso que se le: va a dar al suelo, 

comúnmente se cita el término de vocación natural. Este concepto, por. 
definición, se refiere a las condiciones que preseflla un ec'oJi.rtema para 
sostener una o ~·arias actividades sin que J.e produzcan desequilibrios 
ecológicos. La aplicación correcta de este término, debe enfocarse a suelos 
de uso agrícola y forestal, cuarido se estudtan las csp~cies ve_g~taks que 
pueden desarrollarse en sitios específicos, cuyo malenal ~~olog¡co p~see 
características fis1coquímicas particulares. En el caso de sttJos contamma
dos, su aplicacJón se debe referir a las actividades que se va1.1 a desarrl~llar 
en el sitio después de la limpieza del sitio, corno suelo recrc::aiJVO, 

residencial, comercial, industriál o de conservación. 

IV. MATERIALES Y RESIDUOS PELIGROSOS 

De acuerdo a la LGEEPA. 'un mmeria/ o rt!siduo peli'groso por sus 
características representa un Peligro para el ambiente, la .Salud o los 
recursos naturales. Para calificar a un material o rcs1duo corno peligroso 
se debe aplicar el análisis con4cido como CRETIB. El nombre de este 
análisis lo conforman bs sigl~s qut: corresponden a cada una dt: las 
características del material conio sigue: Corrusividad. Reactividad, Ex
plosividad, Toxicidad, /nOamatiilidad y Biológico-lnfec~ioso• D1cho an:í
lisi~ M! debe practicar de acu~rdo a la nurmauv1dad .Y ~e c.:mtSJ~cra 
confiable únicamente cuando se realiza en los laboratonos reconocidos 
por el Sistema Nacional de La~oratorios de Prueha.' Cualyuier matcnal 

0 residuo cuyo resultado sea positivo para alguna de las caractenslJcas 

citadas se considera peligroso.: . 
Los 'suelos comaminados coh hidrocarburos se considúan materiales 

peligrosos, por lo que anteriormente se solicitaba el análisis CRETIB. Sin 
embargo, ellNE, a través de la l_)irección General dt! Matenak:s. Res1duos 
y Actividades Riesgosas, se ha ,dado a la tarea de rescatar al suelo como 

5 NOM CRNJ52·ECOUI993 y NOM CRP·053-ECOL!i993. 

(1 SINALP. 19'>7 
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recurso natural y esrahlecer nuevos criterios basados en análisis químicos. 
En la actualitlaJ, lo que procede es identificar el lipa y concentración de 
lo~ comaminantes, lo cual constituye el punto de partida para estudiar las 
altcrnativas que permitan su tratamiento. 7 Lo anterior también está funda
mc:ntado en que la información que aportan los análisis CRETIB en 
rehu.:ión con los compuestos orgánicos voláulcs y ~t:mivol:ltilcs, no es 
rcprc~enrativo en el ca!>u lk hidrocarburos imempcrizados, porque éslUs 
scgurameme sr: volatilizaron durante la toma de muestra. Alkmás, algunas 
de las caracterísricas naturales de Jos suelos pueden dar reacciones 
po~itivas y generar interpretaciones equivocadas. Lo que sí se sigue 
aplit:ando para muestras de suelo y agua contaminados, es la cuanlificación 
de lllt:lalcs pesados de acuerdo con la norma11vidad.~ el cual se dchc 
prJt:tlcar simul!áncamcmc con una muestra de suelo limpio. para saber s1 
st: 1rata de una caraclerís[lc_a natural del suelo o de una contaminación. 
Los rc:sul!ados que se nhtcrlgan formarán parte de la caracterización de 
h1~ t:nlllaminantes. t:tuno ~e verá más adclante, y servirán para evaluar las 
alternativas de tratamit:nlü. 

V. IMPACTOS AMBIENTALES DE LA INDUSTRIA PETROLERA 

El impacto amhiental ocasionado por la mdustria petrolera comprende 
Jos efecto~ de roda~ y cada una de las faSes mvolucradas en las etapas que 
son· exploración. explotación. transformación, dtstribución y comerciali
zaciún. Las actividades en cada una de ellas han afectado los recursos 
naturales, representados básicamente por agua. aire, suelo y biota.~ 

Durante la exploración terrestre. se habla de desmontes para la cons
trucción de rutas de acceso y eliminación de la cubiena vegetal y edáfica 
para la instalación de campamentos, que trae como consecuencia el 
desplazamiento de especies animales. Se presentan problemas de conta
minación por derrames y explos10nes. En la exploración marina, además 
de la alteración de los eco~istemas mannos. existen mayores posibili
dades de dispersión de contaminantes que en el medio terrestre. 

En la explotación terrestre. la penurbaciün de los ecOSistemas se da por 
los ascmamiemos irregulares que se instalan a las orillas de las vías de 

7 s.uxhez. 11)1)7_ 
~ ~0.\1 CRP-053-tTOUI99] 
~ ~I.DUE IN E, 1'.1'14 
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acceso, deforestación por la construcción de caminos Y, ~ambios en la 
dinám1ca del flujo de las aguas superficiales Se presenta una mayor 
acumulación de desechos industriales como recones y lodos de perfora
ción, lodos aceitosos, aditivos químicos y aceites gastados, las posibilida
dl!s de derrame de crudo son mayores y se observa tambiéri la emistón de 
conl;uninantes a la at1i1ú~fcra.· El cswhkcilllicnlo de ~¡scntamit:nhlS hU!lla
nos genera aguas negras que rambiénlienen irnpa~~o ~ohr~ hl~ cco~i~tcrnas. 
Una situación similar se presenta en la exploracton manna, ademas de la 

acumulación de los sedimentos de dragado 
Una gran parte de terrenos localizados cerca de las zo~as de explota

ción, en el pasado albergaban. abundame flora y fauna, cuyo ?.esarrollo se 
veía favorecido por el clima cál1úo-húrm:do. La dc~trm.:ctOn de esto~ 
ambientes naturales se imció. hace varias décadas, cuando tomó auge la 

actividad petrolera. ' 
La industria de refinación requiere de grandes espacios para la inslala-

ción de tanques de alrnaceñamienro. Su actividad es básicamente la 
separación de los productos. del petróleo. en diferentes fracciones de 
acuerdo con sus característicaS químicas y usos. Los principales productos 
que se procesan son: crudo Pesado, ligero, _superllg:ro y .reconstit~ido, 
gas seco y licuado, gasolinas~ querosenos, d1sel, gasoleos;co_mbusr~leo, 
asfaltos, grasas y lubricantes.' Las actividades de proceso r~qu1~ren !meas 
de distribución para fluidos: vapores y gases, se tiene un unportante 
consumo de agÚa de enfrian)iento y el vertimiento de aguas residuales 
conteniendo compuestos tóxiCos. Aumeman las posibilidades de fugas. 

derrames y explosiones. ~ . . . 
La actividad de la industria petroquímica reqUiere mstalactones de 

proceso más sofisticadas que ~la refinación, dado que _es básicamente u.na 
industria de transfonnación .. Produce una gran vanedad. de sustancias 
complejas entre las que dest~can: anhídrido carbónico, amoníaco. '_ll~ta
nol, etileno, dicloroetano, p91ielileno, acetaldehido, cloruro de VImlo, 
xilenos. tolueno. benceno, et~lbenceno, e~tireno, acrilonitr.ilo, propile~~· 
dodecilbenceno y pentano. o:emro de las instalaciones se tienen tamblCn 
riesgos de fugas, derrames y explosiones. así como desc,ar~a de aguas 
residuales muy contaminadaS, tal como ocurre en refin~c10n, pero en 
petroquímica Jos compuestos 'que se manejan son aú~ más -~óxic~s. Por lo 
general, los residuos de la petroquím1ca están cons1derad9s pellgr~sos Y 
en una importante mayoría no son susceptibles de s~~ somelld~s a 
tratamiento. Se tienen además, emisiones gaseosas que ate¡,; tan la calidad 

6 
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th:l ai1c t.k los alrcJctJnrcs, e uu.::lusu. ocasionan corrosión de materiales 
mcl~ilicos empicados en la construcción de viviendas. 

La distribución dt:! productos a través de duetos y pipas, así como su 
alm~H.:enamienlO en grandes ranques, presema un alto riesgo por las 
po:-.ihilidades de fugas y darames que afectan principalmente el suelo y 
los cuerpos de agua akdatios al sitio de trabajo. 

VI EVALUACIÓN DEL DAÑO 

La evaluación del da1io es realmeme un diagnóstico que dehe ser muy 
prc¡;i..,o, ya que de aquí ~e genera la informJción que scr:í utilizada. tanto 
para la ddinic1ón dt.: responsabilidades, corno para la planeación de las 
medidas de mitigación, limpieza y, en su caso, restauraCIÓn. Es una 
actividad en la que m:cesari3menre connuyen diversas disciplinas. las 
cu:lh:s deben interactuar para.arrojar resuhados completos. 

Cu:mlfo ocurre un Jcrrame en suelo o en cuerpos de agua. Jos 
contaminantes inmediatamente tienden a dispersarse hacia donde el medio 
físicn lo pennite. Las caractt!rísticas fisicoquímicas del contaminante, así 
como las propia~ Jcl ~itio, lft:tcrminan su pcnnanencia o migración. E~ta 
es la razón por la que JÚrames subterráneos que ocurrieron en el pa~ado. 
años Jcspués se derecwn fuera del predio donde aconrecieron, y alcjalfos 
varios metros o incluso kilómetros, en dirección de la corriente de a!iua 
subtt:rránea. Ejemplos dc lo anterior se presentan comúnmente en zonas 
alellari:~s a poliductos. centros de almacenamiento y distribución de 
comhu.'-lihles, así como en estaciones de .servicio. En estos casos se pone 
en riL'~gD la salud de los hahitantes de la zona, debido a que el agua de los 
pozos por estar contaminada con hidrocarburos deja de ser apta para 
consu111o humano. 

Tlli..los los hidrocarburos del petróleo son insolubles en agua y por ser 
mcnn\ densos que é!-.ta tienden a flotar, esta caractcrbtica es irnportantt: 
porqu~ marca la cMratcgia del diagnóstico t:n un sitio contaminado. Los 
cornbu~tibles no siempre se ven, pero tienen la ventaja de que huelen y de 
que su olor es fácilmente reconocido. Otros productos químicos no se ven, 
tampoco huelen. únicamente son detectados por análisis químicos. Los 
derrames de petróleo crudo y de residuos de perforación tienen la 
caractcrí~tica de ser completamente visihles por su color y aspecto. Tal 
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vez éstos son los que más daño han oca~ionadu a los ecosistemas, y el 
daño puede empezar a ser estimado por las claras evidencias. 

PEMEX tiene bien idemificados los sitios afectados en las zonas de 
exploración y explotación, de hecho, ha n:alizado muchos.estudios para 
cuantificar los daños. Específicamente: en Tabasco. se han rc:portado daños 
a los ecosistemas. que inclus~ han afectado otras actividade

1
s económicas 

de la región. Los daños han at~ctado zonas de cultiVO, de ca.za y de pesca. 
se dice incluso que se han violado zonas decn:tadas como n:~erva ecológica 
y de amornguamiemo. donde se concentra la mayor parte de las especies 
de nora y fauna protegidas, por lo que es necesario redefinir dichas áreas. 
Desafortunadamente, la situaCión no ha podido ser controlada, y en la 
actualidad se manejan tantos )me reses políticos que dejan poco espac'ro 
para la toma de tlcdsiuncs biSn funJamcntada.\. 

La evaluación del da1io constituye un estudio complero de caracterización 
que incluye: un análisis del sitio y sus alrededores, un análisis geohidro
lógico. un análisis químico ctt! los contaminantes y un análisis fisicoquí

mico de suelo o agua corllaminados. 

l. A11tilisis del sitio y ms alrededores 

Para esta actividad es ind ispCnsablc visitar el lugar, una r,afte importante 
de la infonnació~ se puede oh(ener cuantlo se entrevista a lo~ trabajadores 
y a los pobladoics del lugar: pero t~unhién es necesario n::currir a los 
acervos bibliográficos. A continuación se enlistan los conceptos que deben 

ser investigados: ' 

• Ubicación gcográlica dd sitio afectado 
• Tipo de instalación qui dio origen a la comaminacwn (sirio de 

exploración o explotaci~n. industria de proceso. cemro de almace
namiento, terminal marítima, centro de abastecimienro, estación de 
transferencia o dueto de 'transporte. entre otros) 

• Plano de las instalacion¿s supt:rficialcs y vías de ac~,;c:so (terrestre. 

fluvial y marítimo) 
• Plano de instalaciones subterráneas con identificación 
• Ubicación de las zonas u'rbanas aledañas , 
• Resultados de estudios previos que se hayan realizado (auditorías 

ambientales, gasometrías. mediciones de la profuni:Jidad del nivel 

freitico) 

l 
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• Apariencia del material contaminante (materia prima, producto o 
residuo de proceso) 

• llhicación de la(s) fueme(s) de contaminación (obra subterránea o 
>uperficiai) 

• AnrigUcd:uJ dt: la cnruaminación 
• l'n:cipitac10nc.s pluviales (frecuencia y nivel) 
• Escorre!Hías 
• Uhicación de los cuerpos de agua aledaños 
• Clima y temperatura ambiente del sitio 
• Pozos de extracción de agua aledaños (en uso. clausurados y 

planeados) 
• Uso Jel suelo afc..:tadn (agrícola, forestal, recreativo, residencial, 

comercial. indu:,tnal o de conservación) 
• Topografía 
• Tipo de. vegetación 

Como sucede en todo lrJbajo de mvesugación, la~ evidencias documen
tad:.t". como las fowgrafías con un mismo punro de referencia, o bien. 
fowgrafías aercas o im:ígcnes lk satélite tomadas tiempo atrás, sonde gran 
utilidad En c~tl: último <~Spcclo, el Instituto N:.tcional de Geografía, 
Est~tdblica e lnfurm:itica (INEGI). así como Perróleos Mexicanos a través 
de su propio sistema tic información geográfica (SICORI) conslituyen un 
gran apoyo para conocer ~tspcctos muy generales tlc.las zonas en estudio. 

2. Anri/isis g~uhidrulúgil o 

La importancia del análisis gt!ohidrológico del SHIO, es que aporta 
elelllL'IIIO~ para entender la forma en la que se han movido los contami
nanlc~. Jcl pulllo c~pccii1Co donde ocurrió un derrame y hacia dónde se 
tienc:n z~ma~ afectada~. E~ta investigación ayuda a conocer si la migración 
de lo" contaminantes ha ~ido produclo de un proceso natural, o bien. 
ncas1nnado por la acción del hombre. Durante la caracterización geohi
drolúgica se <.khc ohtencr la siguiente información: 

• Profund1daJ dd n1vcl frcático 
• l>trccción y vclot:llbd Jcl flujo Jt:l agua subterránea 
• 1 :~re~or de proJuclll 1 ihrc (cuando éste ha alcanzado el nivt::l freático) 
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• Definición tridimensional de la mancha de conramin3ción subterrá· 
nea 

• Perfiles estratigráficos 

Cuando ,!,e trata de un llcrramt: anliguo, c.\lá información e!-. útil para 
entender cómo se ha tlt:splazado la mancha Je conlaminaciOn hacia fuera 
del predio de las instalaciones, o hicn, en t:l ca!-.o tic Jerra.nic recientes, se 
puede predecir hacia dónde migrarán los contaminantes Y el tiempo en 
que alcanzarán pozos de abastecin11ento o zonas urbanas. ; 

Durante la recopilación de la información se debe definir un suio que 
servirá como control cuyas características físicas. químicas y biológ•cas, 
se considere sean similares a las del sitio, antes de que haya sido afectado. 
Este sitio control debe es1ar l1hrc de comaminación, de ahí l_lcher:ín wmarse 
muc:stras, las cuaks serán proct::sadas simult.incJmt::me a IJ!:. muestras del 

sitio contami"nado. 

a. Diagnóstico de la comaminación 111 s1tu 

El diagnóstico in siw pcr:mitc ohlener mformaciún de una manera 
rt::lativamentc. rápida y simple .. Se puede conocer la ubicación de la mancha 
de' contaminación en el suelo,' sobre un plano y a profundidad, con estas 
técnicas se pueden dcteC!ar varios niveles de" concemracióh de contami
nantes. Existen varios mt!1odo's para el diagnósticO m silu: Jos de los más 
comunes son los geoeléctricoS y la gasometría, de ahí se ~erivan otros. 
Lo que es importante es sabei cuál es el me toJo má~ adeétiado para cada 

caso. 
Los métodos geoeléctricos Crean muy poco disturbio eii el sitio. porque 

solamente st: encajan lo~ elcc1rodos a una profund1datl ño mayor a 20 cm. 
mientras se toman las lecLura~·. A través de estos electrodos se hace pasar 
una señal eléctrica y en cad·a punto se toman lecturas para medir la 
conductividad o resistividad. Aparentemente, el método se puede aplicar 
con éxito a diversos tipos de d~rrame,!, y tiene la ventaja de dar inFonnación 
sobre el tipo de material geológico que se encuentra en t!l subsuelo. La 
torna de lecturas en campo es relativameme senctlla. pero la interpretación 
de los resultados requiere de personal muy especializado. 

Las gasometrías se aplican exiwsamentc cuamJo lns coilt~mmantes son 
compuestos volátiles y semivolátiles. básicamt!nte combustibles. Para esta 
detenninación es necesario hacer perforaciones someras, de un diámetro 
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reducido, que puede ser incluso de 2.5 cm, y pueden llegar hasla 3 m de 
profunJidad. Las lecturas se wman con gasómetros portátiles que cuanti
fican la concemración de hidrocarburos volátiles. Simultáneamente, se 
pueden tomar lecturas de explosividad, con explosivímetros también 
pon:'u!lcs. En los pumas donde se presema una alta concentración tle 
hidro.carhurus volátiles corresponde a un alto grado de explo~ividad. El 
trabaJ~' en campo es un poco más laborioso que en el método geocléctrico, 
pero la mterprctación es más sencilla, incluso en el momento de las lecturas 
se pueden ubicar las manchas, de contaminación más importantes, en las 
que c.\ conveniente tomar muestras para realizar los análisis pertinentes. 

h. A<fuc.\treo dirt'cfU 

LJ' mue~tras de suelo y agua que se lomen deben ser inalteradas y 
rcprL'\L'tltaltV;t.\ del prohlcm.t que se estft analitamlo. Una vez que éstas :-.e 
tom~tn, Jehcn prorcgcr">e JI.! la intemperie para conservar sus característi
cas originales, si es posible, se mantienen en refrigeración durante su 
trasl:tdil al lahoratorio, y deben procesarse Jo más pronto posible. 

3. Análisis químico del (los) contaminante(s) 

. L'~"'- análisi~ químicos se practican l!n muestras de ~uelo y agua, para 
1dent1l1car el t1po Je contaminantes y su concentración. Los resultados que 
se ob1engan serán complementarios al diagnóstico in situ, así se podrá 
conoct!r la forma en cómo están distribuidos entre la zona no saturada y 
la saturada en el caso de suelo. así como la concentración de contaminantes 
disuellos cuando es agua. Para el análisis químico de los coma..minantes se 
utilizan métlxlos que son del dominio público Algunos Ue Jos más 
utilizaJos son: 

• c,unpucshls lllll!UI;Jromáticos volátilt!s: hcnccno. tolueno. ctilbence
no y_x.ileno: fBTEX), métudo EPA 8020 por cromatografía Ue gases 
,, mctotlo f:PA X060 o EPA 8240 por espcctromctría de masas 

• lliJrocarhuro~ lul;_¡lcs Je gasolina y Uísel, método EPA 8015 
• llidroc•rhuros tola1cs del petróleo (HTPs). método EPA 418.1 M 
• 1 1 iJrocarhu ros polinucleoaromáticos: naftaleno, antraceno, fenan

treno, henznplfcno y otros, méiodo EPA 8310 
• B1lenilos polidorados. método EPA 8080 
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• Metales pesados: arsénico, bario, cadmio, cromo VI, níquel, mer
curio. plala, plomo y selenio. de acuerdo con la NOM-052-
ECOL/1993 y NOM-053-ECOL/1993 

• Plaguicidas de acuerdo con la NOM-052-ECOL/1993 y NOM-053-
ECOL/1993 

La decisión de Jos llH~IOdos a uliltzar c:-.tá cn functón ~e caJ.J ca~o en 
panicular, por ejemplo, el análisis de p!J.guicidas se realiza simuháriea
r:nente al análisis de hidrocarburos o de metales pesados, cUando se dice 
que un terreno cultivable ha dejado de serlo por la presencia de hidrocar
buros contaminantes. En este caso en particular conviene Probar sr hay 
presencia úc plaguiciúas y si éstos han afcclaJo la fertilidad dd ~uelo. 

4. Análisis jistcoquimico 

El análisis fis1coquímico del ~uelo !,C realiza para conocer qué tan 
afectado se encuentra un suelo por la presencia de contammantes. Este 
análisis se practica simultánc~mente a una muestra de suelo no contami
nado que srrva como control, ~on la finalidad de hacer comparaciones. La 
muestra control se toma de ui1a zona no contaminada, cercana a la zona 
daiiada para asegurar que conlparta sus características. Las determinacio-
nes que se realizan son: ~ 

• pH 
• humedad 
• capacidad de retención de= agua 
• concentración de materi3 y carbono orgánicos 
• contenido de materia inOrgánica (sólidos fijos) 
• contenido de carbono in~rgánico (carhonatos y bicarbonatos) 
• porosidad 
• permeabilidad 
• tipo de suelo (tamaño de partícula~) 

Los tres últimos parámetros se practican únicamente en 'a mucMra t.lel 
suelo control, porque la presencia de algunn:-. L'Ontaminamcs. como el 
act:ite crudo. no permiten la realización lkl análisis. Su utilidad es 
básicamente para evaluar las altcrnal!vas de limp1eza del sitio. 
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( ·uando ~e licucnmuc:-.lr:.t:-. dt.: agua las dctcrrmna~,;ioncs a realiLar son: 

• pll 

• dl.'mandn química de oxígeno 
• demanda hioquímica Je oxígeno 
• akalinidad 

• L"oncemración de sólidos (totales, fijos y volátiles) 
• concentración Jc bacterias coliformes totales y fecales 

L~1 dt.:lemlinación dd último parámetro se realiza para descartar una 
contanJ~Il~~ión .ror agua.\ residuales. debida a dc.\cargas en cuerpos dt: 
agua o mllhrac10ncs hacia los acuíferos. 

VI/ AJ.fn{Nt\'IIVA.\'I(:CNICAS PARA LA RE_PARACIÓN DEL DAÑO 

Dc:-.Je el punto de v1sta 1écmco, la estrategia para la reparación dt:l daño 
es úmc1 para cada caso, y de he estar bien soportada en lodos los resultados 
de ~:araelcrilacit'ln .Se th.:hc hacer una muy hucna plancaciún para evitar 
qu: el fratamicmo plll:da afectar aún más el amhieme que ya se encuentra 
danaJo. Se puede hahlar de vanos niveles de reparación del daño, que 
son: llllllgacHln, rc111cdi:Kiún y rcstauracH)n La rcparaciún tlel darin se 
~!che I'L-.Iilz¡¡r dL' nwnt:ra lll!IIL'Ji¡ua a su cvaluaci,'m. de lo contrario la 
mfonn.Kión obtenida puede :;;cr poco confiable, dado que los mismos 
evenro ... n.uurales, corno las lluvias. modifican las caractt:rísticas del sitio 
cont;.uninado. 

l. Medtda.r de miugación 

La~ medidas d~ llllligación son todas aquellas acciones inmediata~-; que 
se toman para evuar un tlailo mayor. Ejemplo-; de éstas ~on: la clausura 
de polo'> Llc cxlract:it'ln de agud qut: cstl!n cuntaminaJos, la extracción de 
comhuqihlcs en pozo.'\ tlt: abastecimiento de agua. la colección de aceite 
~rudo Jc~r_amado en. cuerpos de. agua, o bien, la .excavación de zanjas o 
mtroduc~.:um Je conmas para evuar la dispersión de los contaminantes 

Con t.:'>IJS acciones ~e puede retirar la mayor camidad de contaminantes. 
pero queJa una fracciún a!)ociaJa a la estructura del ~uclo. o bien, disuelta 

_) 
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t:n el agua, por lo que es necesario aplicar tr~Hamicntos de .rcmeJJa<.:Jún 
más avanzados: 

2. Remediación 

En el mercado ambiental existen diversas tecnologías para la limpieza 
de suelos. acuíferos y cuerpos de agua. La opción tecnológica más 
conveniente, se detine de acuerdo a criterios técnicos establecidos para 
cada caso particular. De las opciones tecnológicas lk remediación que se 
ha comprobado su efeclividad en silios con1aminados con_ h~drocarhuros 
se pueden citar: biorremediación, extracción, fijación, inCineración y 
filtración. En la literatura se. han descrito gran camidad de opciones 
tecnológicas, pero no han sido: llc.:va.d:¡s a gra.n t.'Sl'ala en ca·n.lpo. 

No todas las tecnologías soh aplicables a toJos los casos. por lo 4ue 
siempre se rec01ment.!_a la realización de e~tudios d~ tnllabili~aJ a nivt!l de 
laboratorio. con t!l fin de obteúer información relat.:lonada: ~on su efecti
Vidad, su aplicación a gran c~~ala en campo. la estrategia de operación, 
así como tiempo y costo de operación. Para ello. se requiere que la escala 
a la que se realizan los estudi9s de tratabilidad sea representativa de la 
superficie quc ~e pretende tr.atar. y 4ue lo~ nHxlelos experimentales 
representen el coinportamientq físico del ~1tio. El co~tu de aplicación de 
una tecnología es·un pumo muY importante en la toma de deCisiones, pero 
es convt:nicnle hacer un halanl:c, ya qw.: por lo general, la 1.11cjor opción 
económica no corresPonde ~ 1~ mcjor allcmatJva t~t:nic~ 

La aplicación de cualquier Íipo de tratamiento a un sitio .contaminado 
implica un riesgo que debe se:r evaluado de manera muy P,anicular. Es 
muy importame llevar un regi~tro periódico durante el trat~m1ento para 
confirmar su efectividad, es dec1r, que la superficie de 1~ mancha de 
contaminación y las concentraCiones de contamina mes se es~én reducien
do. La aplicación de los mét<;Jdos de J~agnóslico Ú¡ siru Y los análisis 
químicos en el laboratorio son: la herramienta principal. . í . . 

Los aspectos referentes al establt:cunicnto de los nivel~s de lunp1.eza se 
discutirán en el mcisn VIII, Jebidtl a que e!'>l;l ;u.:1iv1Jad M! rt:ahla t:n 
conJUnto con las autoridades ambientales. 
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a. !Jtorn'!lu:tfwcián 

l.;t h~nrrcnH:JiacJún ha ~urgido recientemente como una altern<uiva 
l«:cnolúgic.:a para la lunpieza de sudos, acuíferos y cuerpos de agua 
coJH.tllliiJaJos con IJJdroct~rhuros, ya que en ~u mayoría éstos son biode
gradahlcs. Los contaminames son transformados en compuestos química
mr:nh .. ' m.:ís simples, por CJemplo, en bióxido tic carbono cuando hay una 
l:OIIlplcta mim:ralit.;:~ciún. Uno de los retos lk las tecnologías de biorrc
mcdt.tciún es íH.:clcrar la actividad microbiana para reducir los 1icmpos. dt: 
hiode!!rac.Jaciún Jc comamuwmes en suelo y agua. 

1.:1 0.\ito de l..t hiorn!nJcJiación oPedece a la capacidad metabólica de 
lm. nucroorgani~mos invnlucr.ados. La opción más segura es aprovechar 
la ll~tr:.t autócwna. y ~u activ1dad ~e e:-.timula mediante la adiciún dt: 
nutrientes. A pt:~ar t.lt: que la hi.orrcm~diaciún toma tn:mpo. tiene la ventaja 
Llc qm.: el ~uclo trat<.tllo puedé recuperar su actividad biológica natural. 
Enuc /,1..., op~Hmc~ que cxi~ten para la limpieza de siuos contaminado~ con 
hiJn u . .:~trhuros, la bilHTcmcJiat:ión es de la!>. meJOres desde los puntos dt: vista 
ambiental y cconónnco. no obstante, las altas conccmraciones de hidro· 
carhuros o la presencia tk otros contaminantes como metales pesados y 
cntnpuc..,tos dnrat..hl." pucdL'Il limitar el tratamiento. 

La btorrcmcdiaci(ln es muy versálil. existen opciones para tratar suelo 
y agua. subterránea n n.:temda en presas. lagos y lagunas. El tratamienro 
pucdL' .tplicarse in .\1/u o fuera de él, y la adición de nutrientes y 
mkrtltlrgani~mos cxúgL·nos cst;i en función Je l:ls carat.:lerísticas del 
m:Hen.tl geolúg~eo. En d caso de agua subterránea, la biorremediación se 
apliL·;¡ mcd1ame la técnica de bombeo·tratamiemo-inyección. con ayuda 
de. rL·;,ctorc!>. en dondL' :-.e pmporciona a los microorg;mismos condiciones 
que L' .... tilnulun MI ;~~.:tivit.lad En otros cuerpos de agua se summistra 
oxigenación a travt!!>. Jc aereadores. y concemraciones limitadas de 
nutnt:ntt:s. también st: ap/1ca recirculación para favorecer la homogeneidad 
t.lel .'!1\IL'Illa. 

Un.1 IL'cnología de hiorrcmediación seria debe comar con un respaldo 
ciemil ico, sin cmhargo, en el mercado ambiemal se comercializan pro· 
ductt'" microbianos y aJuJvos químicos de composición desconocida. que 
no ~ili\ electivos e inclu~o pueden aumentar el riesgo de un problema de 
contamlllaciún, m:ls que n:mediarlo. 
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b. Ettracción 

Se han desarrollado diversas tecnologías para la extracciQn de hidro· 
carburos pesados que se asocian a la estructura del suelo, como el aceite 
crudo. Mediante estas tecnologías se puede separar el producto para 
reciclarlo, si en el suelo queda hidrocarburo residual puede aplicarse otro 
tratamiento para alcanzar los nivele!> de lunpieza. 

e .. Fijación 

Los métodos de microencapsulación y solidificación son .ejemplos de 
tecnologías para la fiJaCión de los hidrocarburos a .las partículas d~ suelo. 
Mediante éstas se pretende mmovilizar los comammames en la estructura 
del suelo. de tal forma que no puell;.ln mtgrar. Algunas tecnol~lgías ~t: este 
tipo aseguran que después del tratamiemo. se puede proceder a la stembra 

de especies vegetales. 
Otra opción de fijación es la incorporación de asfalto a suelos contami· 

nadas con petróleo, y su utilización en la construcción de caminos. 
En ambos casos es necesario hcicer un seguimiemo posterior al trata

miento para asegurarse de que los contaminantes permaneceh retemdos a 

través del tiempo y que no están lixiviando. 

d. Incineración 

Se recomienda únicamente para suelos con muy altas concentraciones 
de contaminantes que no puedan ser sometidos a otro lipa de tratamiento, 
pero ~e tiene la desventaja de que junto con los contaminante,..,, el ~uelo 
también se destruye. 

e. Filtración 

Algunos hidrocarburos pueden solubilizarse en d agua, por lo que no 
pueden ser separados de ésta dÚrame la extracción de la capá de producto 
libre. En el caso de aguas subternineas se aplica el bombeo-tratanHento
inyección, el tratamiento consiste en tillrar a través de carbón ~ctivado, 
en el cual se quedan retenidos los hidrocarburos solubles y se obtiene agua 
libre de ellos. Los filtros tienen una ciena capacidad de retención. por lo 
que deben ser renovados periódicameme. El carbón activado con hidro-
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c:uhuros pueLfc someterse a tratamiento biológico para transformar los 
cont:.Jminantcs. o bien. llevarse a confinamiento. 

A'pcc10s más detallados sobre tecnologías de remediación fueron 
dc~critos previamente. 111 

3. ( 'onjinnmielllu 

Cliando los suelos están contaminados con altas concentraciones de 
met;_¡lcs pesados. bifenilos policlorados o compuestos altamente cloratlos. 
generalmeme se recom1enda Su confinamiento. En esws casos, se requiere 
aplkar un prctratamicnto para eliminar la fase líquida, en virrud de que 
no ~L' pcnuitc el confinamien~o de materiales peligrosos en estado líquido. 

4. kt'.lfauración 

t\Lim.lcs con las t.klmicioncs establecidas en el primer inciso t.le e~tc 
capítulo, la restauración de un suelo viene después de su remediación, 
cuando los niveles de contaminantes permiten el desarrollo de espe· 
eJe:-. vegetales propias dt:l Jugar. En cuerpos de agua, se depositan 
espec1es acuáticas prop1as de la región, las cuales también cumplen la 
futH.:il.l/1 de imhcadore~. Cuando se observa el restablecimiento de los 
proc~sos naturales. ~c puede comprobar la restauración de un sitio. 

VIII. i'KOrt,Dt~III'NTO ADMINISTRATIVO PARA LA UMI'IEZA 

DE SITIOS CONTAMINADOS 

En lns tt!rminos de la kgislación vigente, el responsable de un dt:rramc 
o fuga de materiales peligrosos. debe realizar las actividades enfocadas a 
la ltmpieza del sitio. Para ello. generalmente los contaminadores recurren 
a empresas pre~tat.loras t.le ~ervicios amhientales. Dehido a las diversas 
alternativas que exbtcn para la limpieza de sitios contaminados. es de vital 
imponanda evaluar y analizar las diferentes tecnologías que pueden ser 
aplicat.l:.ts a problemas específicos. 

Ctlll hase en lo anterior. la Dirección General de Materiales, Residuos 
y Actividades Riesgosas del Instituto Nacional de Ecología, en febrero de 

'" S.n .11. !?IJS. 
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este año, dio a conocer formalmente la nueva política a seguir para la 
limpieza de sitios cofuaminados. En dicha reunión, a la que asistieron 
representantes de todos los sectores involucrados, se entreg? un documen
to donde se describe de manera detallada cada uno de los pasos que deben 
seguir las empresas para cumplir con los requisitos técnico.-aLimimstr:.Jtivos 
(IN E, 1997) B:ísicameiHC. se habla de dos 1dmites. qur.:: son los siguientes 

l. Acreditaclórz de la tecrzologia 

Para este trámite es necesario llenar los formatos corresPondientes a la 
Solicillld de acreditación para la empresa y la(.<) tecnoloRía(s) que ofrece 
servicios de restauración de sitioJ, a la cual se: tkhc anexar la información 
correspondiente a la tecnología y a la empre!:.a, e~ decir, la descripción 
detallada de la tecnología propi.Jcsta. los documemos que aval~n su certifica· 
ciún 0 apltt:aci6n ."'ati:•Jactoria en el cxtr;tnjl.;rn, unll.\tadD de cx¡~r:ri~.:ncias 
previas y Jos dalOs curricular~s de la emprc~~~ prc~to.u.lora ~7 ~\crv!CIOS Y tft: 
su personal Con esto se conforma un expedn:nte 4~e delicra ser e~alua.do 
por un órgano colegiado reConocido en la materia, el c~al. sera destg· 
nado por la dirección general citada. Cuando se ha cumplido con este 

trámite se pasa al siguiente. · 

2 Ew11uación del plan dl' n·~nediacián 

Para este trámite se t.h:ht: Íntcgrar un Jm:umento que lleva d titulo de 
Presemación dt'l plan ,/e reJlauranOn lit! Jtlim; comamintidos pvr malt:'~ 
riales y residuos peligrosos. el cual de he contener los estudios t.k carac~ 
terización del sitio, el prograína de trabajo calendarizad~. el protocolo de 
pruebas a nivel laboratorio y .en campo, y el estudio de r!esgo á partir del 
cual se definen los niveles de limpieza a alcanzar. En este saso, el protocolo 
dt: pruebas deberá estar avalado por un úrgano colcgiaUo: rcconociUo en 

la materia 
Las empresas que con antt!Tit.lridat.l iniciaron trahajos u~ r~mediación, 

deherán ajustarse a los nuevos proccJimicnw~. de lo_ cont~arto. no se h=s 
permitirá conünuar con la aplicación de las tt:cnolog1as en campo. . 

Con Jos dos procedimientos dc:scritos. se abren las puertas p:Ha rc:allzar 
la reparación del daño a la luz de las autoridades amb1e_ntal~s. qui~~es 
tendrán que realizar muchos ajustes no sólo con las empresas de ser~1c~os 
ambientales, sino también con las empresas contaminadoras. La practica 
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. cotilll:llla ha th.:jaLill vcr que otros instrumentos administrarivos, como la 
Ley de Adquisiciones y Obras Públicas. limitan el desarrollo de trabajos 
con11.Jbles y de buena calidad, que en general. no cumplen con los 
compromisos arnhientalcs establecidos. Bajo el esquema de las licitaciones 
púhhr.:as. se Jebe tener clafo que las mejores ofertas económicas no 
siempre corresponden a las mejores alternativas récnicas. y una ma~era 
de abatir costos es maquillar los problemas de contaminación. Otros dos 
ejemplos de lo qur: ocurre en las licitaciones públicas y que desde el puma 
de vio.,la ambiemal requien: algunos ajustes, son: cuando se establece que 
la empresa que realiza la caracterización del sitio, no puede encargarse 
de b ~estauración. o hicn. cuando se solicitan aferras de la aplicación dt! 
h!cnP!ogías de rcmcdJación c,.~pecíficas de las cuales no se tienen buenos 
ameccdemcs. 

3 1:'\1(1/J/erimiell!n dt! !m fll\'~les de limpieza 

1:1 INE es qUJen fUa los niveles de limpieza por alcanzar, en acuerdo 
con];¡ empresa contaminadora y con la empresa de servicios ambientales. 11 

Lo~ ch:mcmos que sirven corno referencia para estahlecer estos niveles de 
limpiL'!a son c~tudins de riesgo, pero es necesario comar con la caractc
riJ:IcltHJ~o:omplcta lkl ~ltin . 

. Ln los ~~lUdios de ri~.:.,go .sc considcran Jos aspectos básicos que son: 
la p~.-·lt~msu.lad lk la cont:uuin<~ción y el t1po de: exposición. Para ello es 
ncn;.,,u io conocer Jos componentes tóxicos del producto contaminante, el 
cual ~e considera un pará!Tletro indicador. Por ejemplo, el benceno es 
el indic~dor de comaminación con gasolinas porque tiene caraclerísticas 
de p~.-T~istencia, hio.:t~.:umulahilidad y riesgos de cáncer, por lo que se 
rc~o:Pmicnda reducir a un mínimo la exposición humana. Ot! manera 
sinubr, el naftaleno ~t.: utili7.a como parámetro indicador de contaminación 
con Ji,c.:l. L.1 hase para la realización de los estudios de riesgo e.s un 
<Hllc.:prqyccto de norma,

11 
el cual t!mpicn a !'Cr utilizado con el fin de: 

rc.:;tll/df Jn, aJUMe.\ pcnincme~ ames d~.: haccrlo oficial. 

Ln ,,[guna:-. ocas ion~:~ se mane!' jan estándares oficiales extranjeros, pero 
es convcmcme Cllllo~o:cr la hase di!' razonamiento que llevó a esas cifras 
con l.t finaliJ:.H..I de tcn~.:r clc!llentos que permitan definir su aplicabilidad 

11 ~-u~o..h~z. l'l"l7 
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a otro s1tto. Por ejemplo, en los b.tatlos Unidos dc No_fteam~ric~ ~ada 
gobierno estatal tiene sus propios estándares, los ~uales ~uer~n defu11dos 
después de una evaluación de los riesgos especít1cos. L_as c1fras que se 
utilizan para el benceno están dentro de un intervalo q~e va ,~e 0.005 a 50 
mg/kg para suelo. y de 0.2 a 71 mg/1 para agua subterranea¡ La amplitud 
de estos intervalos indica que cada región se maneJa de manera particular 
en función de sus propias caracterísucas. . _-

Un instrumenlO que puede servir de apoyo para el casl? de aguas son 
los Criterios Ecológicos de Calidad del Agua (CE-CCI'}-001/89). Estos 
criterios establecen el uso que se le puede dar al agua t;n función de su 
calidad, la cual está en función de los compuestos químic.o~ que en ella se 
encuentren. Los usos del agua están clasificados como: agua potable. agua 
para actividades recreativas de co11tacto primario, a_~ua para r~ego ag~Í~O· 
la, agua para usos pe_cuarios y agua para la protecc10n de la •11da acuataca 
en agua dulce y agua marina. Si se toma nu~V<.IIn~mc el bc:nc~:no conm 
parámetro indicallor, e\ límite pcrmisihlc para agua potahlc es de 10 _mg/1, 
de 50 mg/1 para vida acuátic.a en agua dulce y de 5 mg/1 para _especies de 
agua marina en áreas costeras. Algunas otras Cifras d_e mteres. para este 
trabajo, se presentan en la tabla 1, en la que también se mcluyen mtervalos 
de límites permisibles que manejan gobiernos estatales en los Estados 
Unidos de Norteamórica. 

; 

Parámetro Criterios écológico~ de ca liJad del agua lntervulns 
indictulor CE-CCA-001!89 rurmisihles 

Concmtración Agua potablt: Protecnlm de la mla acuática En Estados 
(mg/J) Umúos úe 

M~ruam~rica 

aguu Julce art'aS conenLI ,,gua 
.1t1hternmea 

llT~~~--- - 5- 50 -·-·----· -------- ·-------
Bcnccnl!_ __ 10 ··- . --· ~{)-- - . --·- 5 .... ----~~-~·.J.~--¡-----,-
Tolueno 14 300 200 00 7')J)- 1000 

Etilbenceno, 1 400 500 74. 700 

HPNA' 0.03 100 

n Sav4\, 1995. 

/3 
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I'ARA LA LIMPIEZA DE SITIOS CONTAMINADOS 

El .rn¡m_:o leg.::t!Lh:ntro del cual se realizan las . . . . . . 
de !-.lito<> contaminat.Jo:-. , 
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contaminar cuencas hidrológicas y acuíferos. Por lo que respecta a la 
contaminación por hidrocarburos, interpretados como materiales peligro
sos, únicameme en el anículo 86, fracción VI, se meficiona que la 
Comisión Nacional del Agua'rendrá a .m cargo: promover y realizar las 
medidas necesarias para e~irar que hasura, desechos,; materiales y 
sustancias tóxica.~·. y iodos producto de lo.\ tratamientos de hgua.\· reJidua
les. contaminen/as aguas superficiales o del subsuelo. De IJ misma fonna 
el Reglamento de la Ley de Aguas Nacionalc,, en su artículo 150 reafirma 
lo anterior diciendo que en ·el caso de que el vertido o infiltración de 

·materiales y residuos peligrosos qu~ co111aminen las aguds superficiales 
o del subsuelo, la Comisión Nacional del Agua determina'rá las medidas 
correcth·as que deban llevar a cabo personas jfsicas o mofa/es responsa~ 
hles o las que, con cargo a éstas, lft'clflará la comisión. Cahe mencionar 
que estos dos documentos legales referiUos a aguas nacioúaÍes. t:onsiUeran 
que el vertimiento de aguas residuales es el factor más nilportante de la 
contaminación Oel subsuelo Y acuíferos. 

Finalmente, la participación del sector académico en laS actividades de 
limpieza y restauración de sitios contaminados se enmarca en el anículo 
59 fracción VIII, del Rt:gl~nemo Interior de la Secretaria Jd Medio 
Ambiente, Recursos Naturales y Pesca (SEMARNAP); d cual cita que 
una de las atribuciones de la Dirección General de Materiales. Residuos 
y Actividades Riesgosas es promover la celebración de convenios con 
universidades y celllros de investigación, para la realizaCión de estudios 
sobre tecnologías y sistemas de nwnejo de residuos pelig~osos. 

X. INSTRUMENTOS LEGALES DE APOYO: 

Existen otros instrumentos legales de apoyo para la li;npieza de sitios 
contaminados, como son: 

• el Reglamento para Prevenir y Controlar la Contanlinación del Mar 
por Vertimiento de D~sechos y Otras Materias, qu~ data de 1979. 

• el Reglamento de la Ley General del Equilibrio Ecológico y Protec
ción al Ambiente en Materia de Residuos Peligrosos, de t 988. 

• el Reglamento de la Ley General del Equilibrio Ecológico y Protec· 
ción al Ambiente en Materia de Impacto Ambiental, de 1988. 
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N11 ohstamc. e~tns rt.'glamentos requieren ser actualizados para estar 
an1r\k·s con la nueva lcgrslación ambiental. Un asp'ecto que llama la 
O.IIL'IIL rtill es qut:: pr;ícticamcnte todos los documcmos hablan de residuos y 
maiL'n:iles peligrosos en términos generales, pero en especial el Regla
mcruP para Prevenir y Comrolar la Contaminación del Mar, en su anexo 
1, inu!-.O 5. sí es muy especifico respecto a los derrames de la industria 
pelrt 1lera (petróleo c:rudo,fuel-oi/. aceite pesado dísel, aceites lubricantes. 
nu1dos hidráulic~s y mezclas_que c?ntengan hidrocarburos). Sin embargo, 
no c .... muy comun hacer referencia a este reglamento cuando se tratan 
aspt:Cios ambiemaks. 

l\1r <Hro lado. se ha venid~> insistiendo en la necesidad de comar con 
un Rcglamcmn t..k la Ley General del Equilihrio Ecológico y Protección 
al 1\mhicme en Matena Jc .Suelo, el cual no existe. Si ésre se tuviera, se 
poJri.1 cMahlcccr un venJaJcro t:spíritu sohre la prevención y comrol th.: 
la ct)l\taminaciún. AJcm(ls, se podrían instrumentar procedimientos para 
tenn un control sobre ~u limpieza y restauración en términos muy 
espccí! icos y reforzar la vinculación con otros instrumentos legales como 
la Ley Jc Agua.\ NaciOilí..ilt!S y su respectivo reglamento, en los que hace 
falta un mayor énfasis en lo referente a la contaminación de acuíferos por 
derrame de h1drocarhuros y compuestos químicos. 

X 1 CONCLUSIONES 

La evaluación del Jalio causado por derrames de contaminames es una 
<:ctiv1Jat.l que dehe realizarse con mucha seriedad y una muy buena 
planL'.teiún. La informaciún que se integra con el análisi\ químico de Jos 
coruanunantcs. la dmámu.:a del ~itio afectado y las evidencias encontradas 
duranlc la caractcnJ:u.:iú,,l, servirá como respaldo para la ddlnición de 
re~poll\,lhilidadc:-,. O k: ha información ~erá también útil para establecer la 
estrategia de limpieza del ~it1o, que es parte de la reparación del daño. 

Con la.s reformas a la LGEEPA. donde se camina hacia el reconoci
mielllc1 J~ la n:spon<iahilidad ambiental. es indispensable el establecimiemo 
de UllJ. vinculaci0n ellln: el campo jurídico y el técnico. Tal vez en un 
futun1 cercano. lo.\ jut:ces que atiendan demandas ambientales soliciten 
opilllllllcs eJe académico~ expertos en la materia. las cuales serán detenni
namc' c.:n la rt:soluciún de responsabilidades y obligaciones. En este 
sentic.Jn. conviene resaltar que los contaminantes no son estáticos, migran 
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de acuerdo a lo que les permite el medio físico y cada dÍa: crece la zona 
afectada, por lo que la definición de responsabilidades se d.'be realizar en 
tiempos cortos. _ 

Por ·otro lado, hay muchoS sitio~ que han servtdo comO escenario de 
actividades petrolt!ras, y están tan afectados. que no es f~cil establecer 
estrategias de recuperación en el corto plazo. Los es!Ud!OS de impac(O 
ambiental o audiwrías ambiemales tradiCionales en las. zonas donde a 
simple vista se observa una afectación, no son suticientes,. se requieren 
estudios muy completos que sean útiles para la toma de decisiones .. 
· Se sabe que la industria petrolera cuenta con tecnología de punta y 
personal especializado para la extracción lk petróleo, sin ~~~bargo. no hay 
t:videncias de una conciencia ecológica en los trabajos de cap1po. También 
se sabe que gran parte de los derrames accidentales son ~e~ultado de una 
falta de mantenimiento de instalaciones que tiene una rclaci?n muy directa 
con lo referente a seguridad industrial. Tal vez algo que ha;fallado es una 
verdadera vinculación entre la toma de decisiones detrás'dt: un escritorio 
ejecutivo y la supervisión de )as actividades que se reali~a~ en campo. 

Para fmalizar conviene reSaltar que la evaluación de un daño ambiental 
no es un requisi~o administra~i~o. es una verdadera necesi~ad técnica en 
la que no se deben escatima~ recursos. La protección dÍ!! ambiente Y la 
salud deben ser compromisoS éticos de tt.XIo ser humano: 
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