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ABSTRACT

In this thesis the development of a fully functional fault-tolerant data acquisition system was

conducted based on the Texas Instruments EK-TM4C1294XL evaluation board. The main objective

was the visualization and recording of thermodynamic properties in an experimental steam gener-

ation unit part of a Flash Evaporation Binary Cycle. The developed platform included two power

supply modules using cold standby redundancy, powering five pressure transducers and eight re-

sistive temperature detectors. At the throttling process, enthalpy, entropy and steam fraction were

computed using the industrial formulation of the International Association for the Properties of

Water and Steam. Readouts were displayed in a stand-alone open-source graphical user interface.

A reliability evaluation considering environmental and operational conditions for a mission time of

ten years was calculated for each power supply module, achieving 99.978% for the 3.3 V module

and 99.974% for the 5.0 V module. Moving average filters were applied on output signals, demon-

strating their usefulness for smoothing signals. Although flash evaporation could not be assessed,

experimental results were used to estimate required downstream pressures at the throttling process

for different hypothetical values of downstream steam fraction.
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Chapter 1

Introduction

The outline of this Chapter is based on a proposal usually followed in embedded systems [1],

[2]. Its main purpose is to serve as a preface, compiling every major aspect of the dissertation.

1.1 Overview

This section reviews the basic features of the instrumentation system generated for an experi-

mental subsystem of a Flash Evaporation Binary Cycle, developed by the iiDEA R© Group, part of

the Engineering Institute of the National Autonomous University of Mexico (UNAM).

1.1.1 Objectives

The main objective of this thesis is to develop a functional instrumentation system for an

experimental steam generation unit with fault–tolerant and data–logging capabilities. A number

of specific objectives accompany the preceding objective, included below:

1. Construct a hardware platform for monitoring and supervision.

2. Update the reliability of Power Supply Modules using operating correction factors.

3. Develop a Fault Detection and Isolation scheme for fault–tolerant Low–dropout Voltage

Regulators through cold standby redundancy.

4. Demonstrate the application of Moving Average Filters for smoothing signals.

5. Compose embedded software based on industrial formulations of properties of steam and

water.

6. Display and preserve record of thermodynamic properties (pressure, temperature, enthalpy,

entropy, steam fraction) at specific states.
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1.1.2 Significance of the problem

The iiDEA R© Group is an applied research organization focusing on technological development

using renewable energies. Its main geothermal projects include a low–power generation cycle, a

desalination unit and a food dehydrator, providing alternative solutions for off-the-grid generation

of electricity, scarcity of drinking water and food conservation.

Given the original nature of the prototypes involved, laboratory tests become a fundamental

matter for validating and redesigning prototypes. The platform reviewed in this thesis addresses

an alternative to commercial systems already available in the market.

1.1.3 Roles and responsibilities

The author led a group of undergraduate students, each one having the following specific roles
during the process:

• Rodrigo Edgardo Armenta Santiago – Signal conditioning of RTDs and electrical wiring.

• Luis Gerardo Carballo González – Design of PCBs and LED indicators.

• Pablo García Cerón – Sensor wiring and assembly of PCBs.

• Luis Enrique Valverde Fortanel – Evaluation of current sources for RTDs.

Recommendations and support from the following colleagues was determinant in the mecha-

nical assembly of the instrumentation platform:

• Victor Emmanuel Zenón Arroyo, Mechanical Engineer

• Misael Joshimar Mendoza Ramírez, Mechanical Engineer

• Roberto Ramírez Sánchez, Mechanical Engineer

• José Alfredo Sandoval Vallejo, Mechanical Engineer

1.1.4 Interactions with existing systems

The experimental steam generation unit first reviewed in Section 3.2.4 has been intensely mo-

dified and studied through a 3–year period by a considerable number of members of the iiDEA R©
Group. Some recent examples include a dissertation conducted in 2015 concerning the design

and manufacturing of the cyclone separator [3]; the same year an experimental evaluation of the

pressure drop in a gate valve was used to design a set of orifice plates [4]. Additionally, a pressure

drop and pumps evaluation along pipelines was also published as an undergraduate thesis [5].

Other elements such as the plate heat exchanger, radiator, pump and mixer, were also selected by

members of the group, approaching the thermal requirements of the experimental setup.
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As a consequence of the existence of the actual setup before the instrumentation system, wiring

and placement of sensors occurred afterwards, with some constrains in the availability of space

for wires. Concerning the location of sensors, minor modifications were performed to the original

tees used with Bourdon pressure gauges and thermometers. In the past years, one of the most

remarkable changes in the experimental setup had to do with the replacement of two gas boilers

— connected in series — for an electric boiler and a major overhaul of the copper pipes. For the

latter change, the author was involved in the final stage of the reconstruction.

1.1.5 Security

Intellectual property of the platform is owned by the National Autonomous University of Mexico

in its entirety. Needed specifications for the reproduction of the platform, including schematic

diagrams, Printed Circuit Board (PCB) designs and embedded code is held by the iiDEA R© Group.

1.2 Function description

Once the principles of the instrumentation platform have been settled, a basic description of

its functionality is outlined in this Section.

1.2.1 Functionality

The instrumentation platform assembled for the experimental steam generation unit achieves

the following functionalities:

Fault Detection and Isolation (FDI) In the event of a fault in a power supply, the system imme-

diately identifies the faulty regulator, disabling it and allocating a new spare module. The

spare modules, disposed in a cold standby redundant arrangement, are not powered until

needed.

Monitoring and supervision A Graphical User Interface (GUI) displays the pressure at five states

along with the temperature at eight states; in the case of a value trespassing a threshold

previously set, a visual indicator arises. With regard to diagnostics of voltage regulators,

a panel indicates the presence of faults and the specific set of regulators enabled. At the

throttling process, thermodynamic properties are also shown, including enthalpy, entropy

and steam fraction. A T – s diagram helps to identify the presence of flash evaporation.

Data logging Retrieved data can be exported for subsequent analysis/processing.

Local indicators An LED attached to each sensor serves as an on-site visual indicator.
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1.2.2 Constraints

As later explained in Subsection 4.2.1, Chapter 4, the platform is expected to have a serviceable

life of ten years. In regard to its life cycle, a later prototype is expected to be finished in posterior

stages of the project, regardless of the new platform keeping some of the features discussed in

this dissertation or not. As a consequence, reusing the existing system for other prototypes is not

advised since product specifications may change in later versions.

Quality is measured in terms of the reliability analysis found in Section 4.2, Chapter 4, based

on a series of assumptions and considerations limiting its expandability. Constrains due to environ-

mental issues are not reported since the semiconductors used are RoHS compliant. With regard to

the formulation used for the computation of thermodynamic properties, the use of this platform

with refrigerants is not possible.

Finally, even when Code Composer Studio R©, — the IDE used for this project — is compatible

with Linux and MacOS R©, the entirety of the software platform was developed on Microsoft R©
Windows 10, exclusively guaranteeing its functionality in computers with this operating system.

1.2.3 Prototypes

According to the Technology Readiness Levels, developed by the National Aeronautics and

Space Administration (NASA), the prototype produced by this dissertation satisfies Level 4, known

as “Component and/or breadboard validation in a laboratory environment”, with hardware and

software descriptions shown below, as defined by NASA [6]:

Hardware Low fidelity system built and operated to demonstrate basic functionality.

Software Key software components are integrated and functionally validated.

1.2.4 Performance

Performance of the generated prototype is approached in Section 4.10 of Chapter 4. The

evaluation includes an assessment of the commutation of cold standby redundant voltage regulators

and code profiling, highlighting the most important processes.

1.2.5 Usability

A total of seven interfaces were designed for the GUI. Based on the development experience,

the interfaces are considered to be user-friendly and the final version of the GUI can be easily

shared with any computer satisfying the requirements already mentioned in Subsection 1.2.2.
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A user’s manual can be eventually published, although a comprehensive study on the design

and layout is suggested to ensure its clarity and ease of use.

1.2.6 Maintainability

Subsection 4.1.6 in Chapter 4 details the procedure used to improve the maintainability of

the hardware platform. With regard to software, modular programming was used thoroughly,

enhancing readability.

1.2.7 Scenarios

The final platform is intended to be used under laboratory conditions, with access to electricity

and occasional transportation. It is certainly not intended to be used in critical situations or when a

failure could result in injuries to personnel. Basic safety measures must be taken when interacting

with the equipment.

1.3 Deliverables

The final results of the dissertation, considering constraints and design specifications, are pre-

sented in this Section. An exhaustive discourse is settled in Chapter 4.

1.3.1 Reports

This dissertation acts as a final report on the subject, concluding with the additional documen-

tation mentioned in Subsection 1.1.5.

1.3.2 Outcomes

The final instrumentation platform, and the generated documentation accomplish the full set

of deliverables for this project.

1.4 Outline

As already mentioned, Chapter 1 served as an introduction for the reader, summarizing the

contents of this dissertation. Chapter 2 reviews the fundamentals of geothermal energy, covering a

worldwide overview and current trends on electricity generation, including a study on conventional

power plants. Chapter 3 establishes the needed theoretical concepts to discern the main contents

of the thesis, covered in Chapter 4, where an exhaustive discussion of the instrumentation system

and its main components is conducted. Latter sections Results and discussion and Conclusions

summarize the thesis and present some final insights on the subject.
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Chapter 2

Geothermal energy

Energy is a widely-used term in everyday life, including society, politics and others, but even

when it can be considered as understood by the majority — maybe in its most intuitive way —,

sometimes we need to broaden its meaning and understanding through a more detailed thinking.

Historically, three approaches to the philosophy of energy and its relationship with technology

can be enunciated [7]:

1. Scrutiny of the natural phenomenon of energy.

2. Criticism of the role of energy in society.

3. Philosophy of technology.

It is known that energy is and what we can see and understand of it relies on its transformations

and manifestations, however, when it comes to its role in society as an economic process, four main

processes can be associated with its cycle: conversion, production, consumption and creation [8].

Based on today’s use and relevance of energy, there are two known elements considered as

threats: climate change and the eventual exhaustion of fossil fuels — the fuel that modern society

is relying the most on [7]. As a consequence of this situation, the proposal of energy transition to

renewables is also an extensively recognized term.

This Chapter deals with the elemental aspects of geothermal energy, including its classification,

relevance and current scenario regarding power generation.
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2.1 Fundamentals of geothermal energy

A difference between renewable and alternative energy must be made. In a traditional fashion,

the latter is used to produce electricity by uncommon means, that is, every source excluding those

used by fossil fuel power generation (e.g. coil, gas and oil). On the other hand, renewable energies

are those considered to be unlimited and self-replenishing based on the human life span. Not every

alternative energy is considered to be renewable, being nuclear a fundamental example. Even

when nuclear plants produce null emissions of greenhouse gases, given their nature, fuel cannot

be rapidly restored.

The word geothermal is comprised of two Greek words: geo, meaning Earth, and therme, mean-

ing heat. Thus, geothermal energy in its most essential form is the energy contained inside the

Earth as heat. When it comes to the exploitation of geothermal energy, it is commonly referenced

as geothermal. Following the main uses of geothermal, two branches may be discussed, namely

power generation and direct uses. While the former is immediately recognized, direct use refers

to the usage of geothermal energy as pure heat, commonly used in aquaculture, district heating,

food drying and heat pumps.

The current geothermal installed capacity is estimated to be 83.4 GW , where 70.2 GWt corre-

spond to direct uses and 13.2 MWe correspond to power generation [9]. Globally, power generation

using geothermal is still behind conventional power generation, making less than 1% of the elec-

tricity produced in the world.

Direct use of geothermal energy has been an inherent part of the history of mankind, with the

earliest use of hot springs for religious purposes in Mesoamerican and Mediterranean areas dated

back to year 10,000 Before Common Era (BCE) [10].

Even when geothermal is a promising, proven renewable source of energy, some advantages

and disadvantages can be addressed, as shown below [11], [12]:

Advantages

• Despite its relatively reduced availability, it is still more widely available than oil.

• Regarding the cost of installation, a geothermal power plant is significantly less expensive

than a nuclear power plant.

• An average Geothermal Power Plant (GPP) holds a high load factor, up to 95%.

• Geothermal waste water can still be used in a cascade fashion, specially for direct uses.
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Disadvantages

• Some reservoirs are located in protected zones, making them unaccessible.

• If the reservoir is merely used for direct uses, the unit must be located close to the well.

• Unpleasant smell given the content of sulfur in geothermal spots.

• Negative visual impact.

As shown in Figure 2.1, the Earth is comprised of several layers which, in their simplest form,

constitute three major layers. Table 2.1 shows the average density and temperature of Earth with

respect to depth.

Figure 2.1: Basic internal structure of Earth. Adapted from [13].

Table 2.1: Physical properties of the Earth. Adapted from [14].

Layer
Depth Density Temperature

km
kg

dm3
◦C

Earth’s crust 0 – 30 2 – 3 up to 1,000

Earth’s mantle up to 3,000 3 – 5.5 1,000 – 3,000

Earth’s core up to 6,370 10 – 13 3,000 – 5,000
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2.2 Classification of geothermal resources

The creation of a standard jargon has been encouraged by numerous publications, however,

once a factual classification of geothermal resources was intended, various approaches have arisen

contributing to a deep and meaningful set of categorizations according to different areas of interest.

In a simple definition, a geothermal system is constituted by three main elements [10], [15]:

1. Heat source due to heat flow from the center of the earth (10%) and radioactive decay

(90%).

2. A constrained set of unpermeable layers.

3. A fluid to transfer the contained heat in the reservoir.

A second basic dissection of geothermal resources involves the actual resource produced by a

well. Wells producing a greater fraction of steam are generally called steam-dominated reservoirs;

when the wells produce the opposite, they are known as liquid-dominated or hydrothermal resources

[16]. When the reservoir contains superheated steam, it is also known as a dry-steam field.

2.2.1 Classification by geothermal system

After the main discussion of geothermal reservoirs based on the type of resource they produce,

one can add further types of geothermal resources, establishing the following definitive list of

geothermal systems [17]–[19]:

Hydrothermal Briefly discussed in Section 2.2, it needs the following five elements to be com-

mercially viable: 1) Heat source, 2) Permeable volume of rock, 3) Water, 4) An hermetic cap layer

and 5) A reliable way to recharge the water reservoir (natural or artificial).

Steam-dominated Also reviewed in Section 2.2, these geothermal systems are common in some

of the most representative geothermal fields around the globe, like Cerro Prieto (Mexico), Wairakei

(New Zealand), Reykjavik (Iceland), Salton Sea (United States (US)) and Otake (Japan).

Hot Dry Rock (HDR) This type of geothermal system is characterized for: a) the lack of a fluid

in the reservoir or b) low permeability in its upper layers. One way to take advantage of the heat

stored and make it commercially suitable is through the injection of a working fluid, process known

as hydraulic fracturing. Since this technique is essentially “enhancing” the reservoir because of the

addition of a fluid, these systems are called Enhanced Geothermal Systems (EGS).
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Geopressure Identified based on abnormal pressure in the reservoir, these systems are known

to contain water at high pressures and temperatures along with dissolved methane, making them

attractive to be used with hydraulic turbines, heat engines and combustion on site, taking advantage

of these three forms of energy contained in the geothermal system.

Magma energy In some reservoirs, magma can be located at a shallow depth. If cold water is

passed through it, magma would suddenly cool down, forming a solid glass-like substance still hot

enough to transfer heat to water, now readily available to be used in a power cycle. In 2009, the

Iceland Deep Drilling Project (IDDP) stumbled upon magma at a 2-km depth while drilling a new

well in the Krafla geothermal field. Unfortunately, due to corrosion problems they had to shut it

down, setting a milestone for the most powerful geothermal well, producing over 30 MWe [20]. In

late 2016, the same project began a new well, this time hoping to provide a long-term production

well.

2.2.2 Classification by potential

When the term geothermal potential is used, sometimes the context in which it is used may be

unclear. According to a current proposal, renewable energies can be classified based on a sequence

of “progressively realizable” theoretical, technical, economic, sustainable and developable potential

where the last stage signifies the best possible scenario in terms of its profitability [21]. The

aforementioned stages, shown in Figure 2.2, are summarized below:

Theoretical potential Estimates the total energy contained in a specific region over a period

of time. As a result of different constraints (technical, structural and administrative) it cannot be

exploited in its full manner and only a fraction of it is finally utilized.

Technical potential Based on the current technology and legal restrictions, describes the geo-

thermal resource that can be exploited.

Economic potential Given the time and localization of the resource than can be utilized, consid-

ers the economic feasibility of the project taking into account the needed investment along with

maintenance and operational costs.

Sustainable potential Bearing in mind that the exploitation of the geothermal field involves

profit, a sustainable use may involve lower production rates and a slower return of investment in

exchange of a longer period of exploitation.

Developable potential Describes the fraction of the sustainable potential that can be developed

considering realistic conditions such as regulations, policies and social constraints.
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Figure 2.2: Classification of geothermal resources by potential. Adapted from [21].

2.2.3 Classification by accessibility and discovery status

Besides the assessment of geothermal resources by potential, as discussed in Subsection 2.2.2,

another way to define them is through their specific place in terms of their economic feasibility

and geological assurance [22]. These definitions, gathered in Figure 2.3, are discussed below:

Resource base Geothermal energy contained inside the Earth’s crust, localized in a specific area.

Inaccessible resource base Geothermal energy contained between the inner layer of the Earth’s

crust and a given depth beneath the crust.

Accessible resource base Geothermal energy contained between the Earth’s surface and a given

depth beneath the crust.

Residual accessible resource base Portion of the accessible resource base that as a consequence

of economic and legal issues is unlikely to be exploited.

Useful accessible resource base (RESOURCE) Portion of the accessible resource area that is

likely to be exploited at some time in the future (near or not) based on its economic feasibility.

Subeconomic resource Portion of the geothermal resource that, on account of the existence

of different energy sources (renewable or not), its exploitation is not commercially viable. The

possibility of its eventual extraction still remains open.

Economic resource Portion of the geothermal resource whose profitability is cost-competitive

with other commercially available sources of energy.
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Figure 2.3: Categories of geothermal resources. Adapted from [22].

Undiscovered economic resource Regions where geothermal resources are not confirmed through

exploration.

Identified economic resource (RESERVE) Portion of the economic resource characterized by

drilling or exploration evidence (geochemical, geophysical or geological).

2.2.4 Classification by temperature

Even when classification of geothermal resources by temperature may be the widest and most

generalized approach, its utilization is sometimes used as a synonym of enthalpy, which leads to a

misuse of the concept. This weak link, along with other arguments, has been used to refute this

manner to classify geothermal, as described in Subsection 2.2.5. Nevertheless, Table 2.2 brings

together the most common classification with regard to the temperature of the geothermal reservoir.
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Table 2.2: Classification of geothermal resources by temperature. Adapted from [10].

Category
Muffler [22] Hochstein [23] Benderitter [24] Haenel [25]

◦C ◦C ◦C ◦C

Low temperature < 90 < 125 < 100 < 150

Intermediate 90 – 150 125 – 225 100 – 200 –

High temperature > 150 > 225 > 200 > 150

2.2.5 Classification by exergy

A relatively new approach to geothermal resources classification involves the use of exergy

[26]. According to this concept, the inconsistencies related to the use of temperature alone as a

way to characterize geothermal fluids are considerable. Besides that, the used ranges are primarily

arbitrary and in most cases they do not provide meaningful data about their potential use. Classi-

fication solely based on temperature may be the easiest way to understand geothermal fluids but

there are more elements to distinguish thermodynamically.

One of the primary arguments of this new framework deals with the fact that two thermody-

namical properties are needed to define the state of a fluid, discarding the use of temperature —

on its own and when misused as enthalpy — as a proper way to categorize the fluid. Following

this premise, it proposes the use of exergy as an indicator of the ability of the reservoir to produce

work.

2.2.6 Classification by attributes

One recent formulation attempts to cover technical aspects of the reservoir proposed for power

generation besides its thermodynamic properties, classifying reservoirs into classes. Each class is

analyzed according to the following elements [27]:

1. Temperature of the reservoir.

2. Phase of fluid in reservoir (liquid, biphasic, steam).

3. Driving mechanism (self-flowing, pumped).

4. Phase of fluid at wellhead (liquid, biphasic, steam).

5. Well productivity (output in MWe).

6. Applicable conversion technology (direct uses for non-electrical grade; binary, flash, hybrid

or steam for power plants).
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7. Operational problems (Non-Condensable Gases (NCG), scaling, fouling, corrosion).

Although this scheme was commissioned by the United States Department of Energy (US–DoE)

as a way to assess their geothermal resources and keep them in mind while conducting new projects,

it is a meaningful way to allocate geothermal resources in a more generalized way.

2.3 Worldwide overview of geothermal

The decade between 2004 and 2014 established a milestone in the number of new policies

concerning the promotion of renewables, expanding the number of countries with at least one

policy from 48 to 144, making both developed and developing countries to change the way they

were seeing renewables [28].

Several organizations have addressed the need to identify and recognize energy efficiency as a

remarkable attribute not only exclusive to renewables, but also to heating, cooling and transpor-

tation. The International Energy Agency (IEA) is an autonomous non-profit organization having

published annual reports about this topic for its members, including 29 countries, most of which

are also part of the Organization for Economic Co-operation and Development (OECD).

In relation to climate change, the Paris Agreement, assembled by the United Nations Frame-

work Convention on Climate Change (UNFCCC) in 2015, aims to bring together efforts to hold

back its effects through the enhancement of technology development and transfer as well as the

assistance to developing countries, willing to keep global warming below 2 ◦C [29].

Bringing another assessment to the conversation, in agreement to a survey conducted in 1999,

based on the worldwide geothermal potential at the time and the available technology, there

were 39 countries which could be powered in their entirety by geothermal means, being Central

American, Asian and African Countries the ones with the highest potential [30]. Additionally, Chile

is one of the few countries with such geothermal potential that could power half of the country’s

demand; in the case of Mexico, the estimated percentage is around 20 percent of the total demand.

2.3.1 Global potential

As of 2015, only 24 countries in the world were producing electricity using geothermal energy.

When compared to the 72 countries taking advantage of geothermal energy (out of 90+ countries

where geothermal resources had been identified) through direct use in 2009, the scenario may

have seemed not so promising, however, in 2016 the market experienced a new wave of geother-

mal projects, investments and additions, with a planned capacity of 12.5 GWe divided among 82

countries in the years to come [31], [32].
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In the feasible long-term, the forecast for 2050 includes 70 GWe from hydrothermal resources

and up to 140 GWe from EGS, establishing a breakthrough in geothermal development, represent-

ing 8.3% of the world electricity production, serving 17% of the global population [33]. Regarding

the global geothermal potential for power generation, several computations have been published

in the last 15 years, resulting in intricate efforts to bring a definitive figure. Still, as reported by the

Geothermal Energy Association (GEA) in 2016, the total potential of conventional hydrothermal

reservoirs is between 200 MWe and 230 MWe [31], representing 16 times the current capacity [34].

Furthermore, once EGS are fully developed, 100 GWe could be added just to the US geothermal

potential (representing 30+ times the current installed capacity), and if the forecasts of theoretical

studies turn out to be feasible based on an improvement of current technology, the total global

potential could reach up to 2 TWe, magnifying the benefits of cost-competitive EGS [32], [35],

[36].

2.3.2 Global installed capacity

As of 2016, geothermal power and heat have been increasing at a fairly constant rate, even when

the previous year was characterized by low fossil-fuel prices and the constant costs associated with

the development of geothermal projects. Likewise, there are other barriers that new investments in

geothermal power have overcome, including the acquisition of power purchase agreements in the

case of markets allowing them [31]. Figure 2.4 shows the global installed capacity for geothermal

power generation.

Figure 2.4: Geothermal power capacity and additions, 2015. Adapted from [37].
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Figure 2.5: Distribution of geothermal power plants worldwide, 2015. Adapted from [33].

When analyzing the global allocation of GPPs and their net production, as shown in Figure 2.5,

one can identify that even when the number of Binary Power Plants (BPP) is greater than that of

any other kind of power plant, they do not produce the greatest share of the installed capacity. If

the evidence that BPPs have much more less efficiency (2.8% – 5.5%) than steam power cycles (up

to 15%) is added, the scenario may seem strange. The cause of this apparent inconsistency lies in

the fact that steam-dominated reservoirs are not that abundant, whereas hydrothermal resources

are available at a greater number of sites [38].

2.3.3 Geothermal energy in developing countries

According to the World Energy Council (WEC), a sustainable scenario for energy is dependent

on the following elements: energy security, energy equity (access and affordability) and environ-

mental sustainability [34]. This results contrasting when one analyzes the case of Latin America,

where a 50 MWe plant can cost as much as 250 million United States Dollars (USD) without taking

into account the initial associated costs, adding up to USD 20 million to the project [39].

There are many developing countries using geothermal energy for both power generation and

direct uses. Although not a general rule, while developed countries like the US — with the highest

installed geothermal capacity — satisfy 0.4% of its electricity demand using geothermal energy,

some developing countries like Costa Rica, El Salvador, Kenya, Nicaragua and the Philippines have

relied on geothermal for the majority of their electricity generation, with values as high as 20% of

the total production [40].
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A remarkable issue about the countries previously shown in Figure 2.4 is that four of them, part

of the top ten, are developing countries (Mexico, Indonesia, Turkey and Kenya). When discussing

new approaches to the evolution of geothermal in developed countries, EGS play a prime role in

the next wave of geothermal projects. In 2006 the Massachusetts Institute of Technology (MIT)

published an assessment concerning the feasibility to provide electricity in the US by 2050 through

EGS, an emerging, still under development technology [35]. As of August 2016, there are 216

geothermal-related Research and Development (R&D) projects in the US funded by federal grants

[41].

After the 2015 Geothermal Congress for Latin America and the Caribbean, three central chal-

lenges for geothermal development were addressed [42]:

1. If governments support private investment in geothermal, resource risk is still an issue re-

quiring funds from the same governments or public institutions.

2. The investment atmosphere must be enhanced by governments, developing clear policies

and frameworks to assure financial and legal aid.

3. Governments need to engage developers with enough expertise to conduct geothermal pro-

jects.

Numerous organizations have devoted some efforts to the assistance and support of geothermal

projects in developing countries. To name a remarkable example, Dewhurst Group, a US-based

company primarily dedicated to geological exploration, along with KfW Entwicklungsbank (KfW),

a German bank committed to the funding of developing countries, announced a 50 million euros

grant to the initiative Geothermal Development Facility for Latin America (GDF) in 2016, promot-

ing the advancement of geothermal energy in selected countries, excluding Mexico [43].

Besides the preceding example, the recognition of geothermal as a way to improve the status of

developing countries is not new. In 2002, consultants from the United Nations (UN), in conjunction

with the United Nations Educational, Scientific and Cultural Organization (UNESCO), the United

Nations Environmental Program (UNEP), the Center for International Climate and Environmental

Research (CICERO) and world-renowned academics gathered to publish what may be considered

as an ultimate guide to the development of geothermal energy in developing countries, practically

covering every aspect, from potential, sustainability and risk, to financing and feasibility; from

drilling techniques to case studies and examples of direct uses [44].
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Additional efforts put together by the UN were leaned towards the formation of the United

Nations University - Geothermal Trainee Program (UNU) in 1978. Since its inauguration it has

served 647 fellows from 60 countries, comprising below-ground topics such as Reservoir Engineer-

ing, Geophysics, Geology and Drilling Technology [45].

In spite of the above, when the estimated potential in developing countries is compared with

the amount of fossil fuels they are purchasing from foreign countries, the fact that geothermal is

underexploited is palpable [46].

Although 95% of inhabitants of Latin America and the Caribbean have access to electricity, it

is tremendously uneven, with over 22 million people in Argentina, Bolivia, Colombia, Guatemala,

Haití, Nicaragua and Peru without a connection to the electrical grid [37]. Another example of this

situation is the Middle East and North Africa, where 92% of the population are part of the grid

even when 54% of Yemen’s inhabitants lack access to electricity [47]. In a worldwide perspective,

16% of the global population (around 1,200 million people) is excluded from the accessibility to

the grid [48]. Countries located in the sub-Saharan Africa and developing Asia make 95% of this

figure; at the same time, 80% are located in rural areas.

2.3.4 Geothermal energy in Mexico

Ever since the promotion of Mexico’s Energy Reform back in 2013, a lot of questions were raised

pointing towards the upcoming changes in the regulatory framework. Since the open auctions of

2016, Mexico has awarded over 4.9 GWe in contracts for private investors setting the ground for

an outlook of USD 6.6 billion invested by the end of 2018, almost surpassing twice the average

annual investment in power generation since 2010 [49].

One of the main antecedents of this change is the Energy Transition Act, decreed in 2013 and

updated in 2015, aiming to increase the total contribution of renewables to the country’s electricity

generation up to 35% by year 2024 [50]. After this leading change in legislation and the added

policies and measures taken by Mexico, the IEA named this scheme of foreseen welfare Mexico’s

New Policies Scenario.

According to the UN, even when global fertility has diminished over the last years, population

growth for the next 33 years is imminent. In the case of Mexico, specifically, an annual growth

rate of 0.9% is expected, doubling the OECD average rate. As of 2015, Mexico’s population was

estimated in 127 million inhabitants, with the not so promising forecasts of 148 million and 163

million by years 2030 and 2050, respectively [51].
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This expected demographic growth becomes a remarkable matter when analyzing the con-

sequences it has in energy demand. Between 2014 and 2040, following Mexico’s New Policies

Scenario, an anticipated annual rate of 2.4% in electricity demand eclipses the OECD rate up to

three times [49]. Changes in the demand are also followed by changes in the sector requesting it,

as shown in Figure 2.6, where it can be seen that the two areas predominantly increasing their

demand are Agriculture and Transport, followed by Industry as the largest electricity user.

As stated in Section 2.3, Mexico is one of the top ranked countries with geothermal power

operating capacity, occupying the 4th place with over 1,069 MWe, lying behind the US (3,567

MWe), Philippines (1,939 MWe) and Indonesia (1,375 MWe) [31], [37]. On the contrary, while in a

worldwide scenario Geothermal Heat Pumps (GHP) and space heating (with 70.95% and 10.74%

of the worldwide capacity) are the two most utilized forms of exploitation of geothermal heat, in

Mexico is still essentially dedicated for bathing and swimming purposes [52].

AlbeitM1qu1mau there has been a shift from the use of oil towards the use of natural gas, fossil

fuels still make up 90% of the energy demand in Mexico, as shown in Figure 2.7. In relation to the

sectoral demand, transportation holds the largest consumption, with over 40% [49].

After the energy outlook for Mexico conducted by the IEA, it is clear that Mexico must commit

to double its economy by year 2040, keeping the increase in energy demand around 20%. This

outlook continues the optimistic path previously discussed, increasing the geothermal power gen-

eration capacity to 980 MWe by the same year [49].

Figure 2.6: Electricity demand in Mexico. Adapted from [49].
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Figure 2.7: Energy demand by fuel in Mexico. Adapted from [49].

Out of the expected 21,000 MWe to be installed in 2020, Mexico ranks fifth worldwide with

a forecast of 1,400 MWe, representing 6.6% of the total [33]. One of the reasons behind the high

expectations for Mexico’s geothermal development is the establishment of the Mexican Center for

Innovation in Geothermal Energy (CeMIE-Geo) and the accompanying changes in the regulatory

framework, proclaimed the same year, opening geothermal fields for private investors [53], [54].

The CeMIE-Geo, a consortium founded in 2014 reuniting academia, government and private

companies to conduct 30 R&D projects, aims for the evaluation, exploration and exploitation of geo-

thermal energy for power generation and direct uses, with an initial budget of USD 87 million [55].

In 2015, an update of the Los Azufres III Phase I turbine was commissioned by Comisión Fede-

ral de Electricidad (CFE), also assigning the design, manufacturing, civil work and installation to

Mitsubishi Hitachi Power Systems, LTD (MHPS). The aforementioned improvements to Mexico’s

installed capacity represented 17% of the global additions to geothermal power capacity in that

year [37], as already shown in Figure 2.4.

The same year, MHPS installed two 5 MWe plants in the Domo San Pedro field, owned by

Geotérmica para el Desarrollo S.A.P.I. de C.V. (GEODESA), the first private company operating a

geothermal power plant; in early 2016, upon a second request from GEODESA, MHPS finished the

installation of a new 27 MWe turbine in the Domo San Pedro field to replace the two previous units

[56], [57]. Table 2.3 shows an update of the geothermal fields in Mexico and their corresponding

additions throughout the years.
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Additionally, as part of the 2015 Mexican International Renewable Energy Congress (MIREC),

Green Power considered Mexico as one of the most anticipated emerging markets for private in-

vestors, forecasting several regions for geothermal developments including both power generation

and direct uses, as shown in Figure 2.8.

After this new scenario, electricity generation using renewables is going towards a surprisingly

positive direction; at the same time, an overwhelming reduction in the use of oil and coal for

electricity generation is contemplated, as shown in Figure 2.9.

Table 2.3: Geothermal fields in Mexico. Adapted from [57]–[59].

Installed capacity Running capacity

Geothermal MWe MWe

field Operator Year 2014 2015 2016 2014 2015 2016

Cerro Prieto CFE 1973 720 720 720 570 570 570

Los Azufres CFE 1982 191.4 227.4 227.4 191.4 224.4 224.4

Los Humeros CFE 1991 93.6 93.6 93.6 68.6 68.6 68.6

Las Tres Vírgenes CFE 2001 10 10 10 10 10 10

Domo San Pedro GEODESA 2015 0 10 27 0 10 25.5

Figure 2.8: Forecast of regions with future geothermal developments in Mexico [60]
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Figure 2.9: Projected electricity generation in Mexico by source. Adapted from [49].

2.4 Low-scale geothermal projects

When talking about low-scale geothermal power projects, many criteria have appeared, show-

ing that a formal definition of what a small project is remains ambiguous. A basic distinction

between the scale of the project taking into consideration the electrical load can be made. For

example, some authors have proposed narrow ranges not exceeding 100 kWe to be small, others

have broaden the range, up to 1 MWe [61], [62]. In the end, characteristics besides the output

power, such as a remote location and rural electrification as main goal may be added when defining

a project as small.

One relevant topic in the discussion is the cost associated with the Operation and Maintanance

(O&M) of the plant. Sometimes, a small BPP may be installed next to a large GPP to make use of

the still-hot brine, augmenting the efficiency of the overall cycles. The associated costs to these

secondary cycles are reduced because of the previous technical expertise in the same area. This

situation is completely different when the same BPP is installed at a remote, isolated location,

where financial security is still in risk. Thus, the success of a small geothermal project may be

compromised, making it more risky at first glance [44].

2.4.1 Worldwide

There are plenty of examples depicting the enthusiasm towards low-scale GPPs. Out of the

projects that have gained notoriety one can list the rural electrification program proposed for Indo-

nesia back in 1995; in late 2016, Indonesia announced the addition of 4,013 MWe, ranking first in

the list of capacity under development that year [31], [63] and exceeding the forecast expedited

in 2015 of 1,340 MWe by 2020 [33].
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Another example of a country encouraging these projects is Germany, who has managed to

stimulate the use of power generation even with the lack of high-enthalpy geothermal energy

through the use of a Kalina or an Organic Rankine Cycle (ORC) [33]. Regarding direct uses, the

city of Munich has attracted a lot of attention since the announcement of the Stadwerke München

(SWM), stating that, by 2040, the district heating of Munich will be the first in Europe fully sup-

plied from geothermal sources [64]. With the addition of the annually average of 15.32 million

euros spent by the Bundesministerium für Wirtschaft und Energie (BMWi) for geothermal R&D

between 2004 and 2013, the German government keeps supporting renewables with the objective

of supplying 80% of the demand in electricity with renewable sources by 2050 [65], [66].

There are other not so fortunate examples of countries having low-enthalpy geothermal energy

and using it for power generation. One major example is Greece, installing and operating a 2 MWe

geothermal power plant between 1985 and 1989 before shutting it down as a consequence of the

social pressure put in the project and reported technical issues [67].

2.4.2 Mexico

Since 2000, many hot spots have been identified in Baja California Peninsula, a place also

known for its water scarcity, making it a remarkable site for the installation of desalination units

using geothermal energy [68].

Back in the 1990s, CFE paid for two 1.5 MWe BPPs (using isopentane) developed by ORMAT

Technologies — a US-based provider of technology in the renewables market — with the objective

of having them installed in the Los Azufres field with waste brine as primary heat source.

The next decade, CFE also acquired four 300 kWe BPPs from ORMAT. After drilling a 300 m–

depth well with temperatures exceeding 120 ◦C and a mass flow rate of 32 tons of water per hour,

one of these units turned into a pilot for rural electrification in Maguarichic, Chihuahua, providing

off-the-grid electricity to 380 inhabitants. Table 2.4 shows the most relevant information about the

aforementioned projects.

Table 2.4: Low-temperature binary power plants in Mexico. Based on data from [69].

Year Location
Net output Number of

units
Temperature Years in

operationkWe
◦C

1997 Los Azufres, Michoacán 1,500 2 175 17

2001 Maguarichic, Chihuahua 300 1 120 – 170 7
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2.5 Electricity generation using geothermal energy

By the end of 2015, 23.7% of the world’s electricity generation was provided by some kind of

renewable energy, geothermal contributing with less than 0.4%, as shown in Figure 2.10. Concern-

ing the installed capacity of renewables in the same year, 28.9% was the total share, making an

increment of 9% with respect to the previous year [37].

Even when geothermal makes up a small percentage of the global share of renewables, one

must bear in mind that GPPs operate 24/7, having high load factors and as a consequence, leading

to more electricity generated per installed MWe when compared to other renewable sources of

energy [70].

The use of geothermal energy to produce electricity has unique aspects differentiating it from

conventional power generation (i.e. fossil-fuel power plants), being the most relevant the ones

shown below [11], [13], [38], [71]:

1. Pollution is extremely reduced due to the absence of combustion and the reinjection of brine.

2. GPPs have, generally, lower efficiencies (around 15% for steam and flash power cycles, 5%

for BPPs) when compared to fossil-fuel power plants as a consequence of lower steam tem-

perature and the presence of NCG.

3. GPPs are usually more convenient when used as base-load units (constant power supplied

to the grid, as opposed to peak-load power, used when there is an increase in consumption).

4. As a way to avoid heat losses, geothermal units are frequently located close to the well.

Still, geothermal power generation can be controlled based on the extraction rate of the

geothermal fluid.

5. As a result of the demand of steam (an average of 80 tons of steam per hour for a 100 MWe

power plant), sometimes multiple wells serve a single unit.

6. Geothermal steam contains minerals that, when used directly in a power plant, cause corro-

sion.

A typical method to measure the competitiveness of a power generation technology is the

Levelized Cost of Electricity (LCOE). Fundamentally, this criterion is based on the actual cost per

unit of produced energy taking into consideration the associated expenditures of building and

operating a power plant, including capital, fuel, fixed and variable costs over a finite financial and

operational period [72].
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Figure 2.10: Renewable energy share of global electricity production in 2015. Due to rounding,
percentages do not add up. Adapted from [37].

Based on a recent survey, conducted in late 2016, wind and solar1 are still considered the

most cost-competitive sources (46 USD/MWh to 56 USD/MWh for the former, 32 USD/MWh to

62 USD/MWh for the latter) closely followed by natural gas reciprocating engines, biomass and

geothermal [73]. Still, according to a short-term forecast, this scenario may change by year 2022

in the US, where the average LCOE for upcoming geothermal plants is expected to be the lowest

compared to any other source, renewable or not, reaching 39.5 USD/MWh [72].

2.5.1 Distributed Renewable Energy

As discussed in Section 2.3.3, one can realize that most of the global population without access

to electricity is in a rural environment. Three main alternatives to energy access can be enunciated

to provide a solution [37]:

1. The use of off-the-grid power generation systems.

2. Creation of a mini or micro-grid for certain community.

3. Extension of the electrical grid beyond regular urban areas.

Projections made in 1994, discussing the relevance of geothermal units for off-the-grid powering

considered that, depending on the development of the area, the demand for electricity per person

would range between 0.2 kWh and 1 kWh [13], [61]. Even when geothermal potential is highly

asserted and well-known in a large scale, low scale power generation in isolated areas is still trying

to reach its maturity, mainly due to market issues and profitability. Still, one can highlight the

benefits of installing off-the-grid power plants as follows [74]:

1Solar Photovoltaic (PV) - Thin film utility scale
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1. Local power plants may be an option to the expansion of grids, which is an expensive option.

2. Small geothermal plants can avoid the use of diesel generators, reducing costs associated to

fuels and transportation.

3. Local power plants improve the development of poor areas.

A survey conducted in 2008 demonstrated that 95% of the world’s inhabitants were located

in 10% of the total Earth’s surface. Another interesting fact is that only the tenth part of this

surface was considered to be remote (i.e. a region more than 48 hours away from a major city)

[75]. These remote (also known as rural) regions have at least one of the following elements: long

distance to the nearest electrical grid, challenging routes of access or harsh climatic conditions [74].

In addition to the arguments later reviewed in Subsection 2.6.4, the use of binary cycles for

remote powering includes the following distinctive highlights [13], [61]:

1. Given the fact that BPPs are usually designed in a modular fashion (hundreds of kWe to tens

of MWe), they can be easily transported.

2. They are versatile enough to fit a wide range of low-temperature reservoirs (100 ◦C – 150
◦C). If the temperature is higher, another kind of GPP may be more suitable in terms of the

cost, however, independent binary units can be installed together to obtain greater capacities.

3. Considering the overall size of a binary plant and the number of wellheads serving it, piping

costs are generally low.

4. Geothermal waste water can be used in secondary direct uses.

5. Even when geothermal power plants have large load factors (as mentioned in Sections 2.1

and 2.5), if the application is critical, the need of a backup source is prevailing.

When it comes to the economically viable use of Distributed Renewable Energy (DRE), Elec-

tratherm suggests the following requisites [76]:

1. Accessible hot source of water surrounding 150 ◦C.

2. A potential electrical demand between 25 kWe and 110 kWe.

3. To avoid potential losses, the electrical load (on or off-the-grid) must be close to the power

unit.

4. The regular cost of electricity expanding the current available electrical grid is greater than

10 cents per kWh.

In regard to the current market of modular, low-scale power generation units, one can mention

the following engineering firms:
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Infinity turbine, LLC As one of the first companies to start mass-producing low power ORCs

(with designs covering from 1 kWe to 50 kWe), their main market is the installation of modular

units using waste heat to provide supplementary energy. According to the information provided

by the company, the standard efficiency of their units ranges between 5% and 15%, making them

a good option when the heat source is already available [77].

Electratherm One of the singular aspects of the Power+Generator, the series of ORCs designed

and built by Electratherm, is the use of screw expanders in the expansion stage — contrary to the

more common use of turbines — focusing on the exploitation of waste heat and low-temperature

geothermal resources (below 122 ◦C) [78].

The two previous examples of companies using both waste heat and low-temperature geother-

mal energy concentrate on modularity, scalability and unattended operation, turning them into

well-known competitors in the low-power, low-temperature market, which is about 20 years old

[31].

2.6 Geothermal power plants

One major element sometimes easily overlooked is the fact that power generation, no matter

what the source of energy is, needs water, being this sector responsible for one tenth of the global

water usage [79]. This close relationship between production of electricity and water is a known

subject because of the eventual increase in the demand of both water and energy, mainly due to

an expected increment in global population.

The use of water in power plants can be divided in two categories, described below [80]:

1. Water withdrawn: Volume of water removed from its main source, then returned partially,

keeping its availability.

2. Water consumed: Volume of water removed and depleted, without recovery.

Although conventional power plants demand water as the primary working fluid, sometimes

the use of refrigerants is encouraged (e.g. ORC). As a consequence, power generation relies on

water for cooling purposes. The actual amount of water needed in GPPs depends on the actual

type of power plant, however, the use of both consumption and withdrawal water ranges between

1 – 100,000 liters per MWh [81]. Moreover, waste water coming out of GPPs is sometimes an

issue. For example, Yangbajin, a geothermal facility in China is causing the pollution of local water

beyond regional standards [80].
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Focusing on the feasibility of power generation, the following essential parameters must be

well-studied [82]:

Determination of fluid flow rate and temperature These two properties are determinant when

assessing a geothermal reservoir. Given their values it will not only validate the previous geologic,

geophysical and geochemical studies, but also will bring the project one more step towards its

realization.

Type of power plant and working fluid Once the primary properties of the geothermal fluid

are known, the next step is the design of the power cycle and the selection of the working fluid.

This step is crucial since it will be the stage where the dimensioning and selection of equipment

will be conducted.

2.6.1 Exploration and drilling

As previously stated in Subsection 2.3.3 and Section 2.4, one of the downsides related with

power generation using geothermal energy is the fact that it needs previous studies to minimize

the financial risk. The associated cost per installed megawatt ranges between 4,500,000 USD and

5,500,000 USD, where 50% of it is spent during the drilling stage [83]. As a way to ensure and

minimize this risk, the main necessary preliminary stages to assess the feasibility of a reservoir

through exploration are briefly described below [17]:

1. Literature survey Based on public or governmental databases, information about the spe-

cific region of interest can be obtained.

2. Airborne survey Based on aerial exploration and photography, the existence of faults is

appraised.

3. Geologic survey This survey is known to be the first performed on-site, gathering data to

create geologic maps and conceptual models of the reservoir.

4. Hydrologic survey Its main relevance relies on the compilation of meteorological data,

including temperature and flow rates of superficial manifestations, like hot springs.

5. Geochemical survey Identifies the nature of the reservoir (liquid or steam dominated)

along with its temperature and properties; additionally, estimates the mechanisms for re-

charge.

6. Geophysical survey Based on several tests (measurement of heat flux, temperature gradient,

electrical resistivity) this survey identifies the best locations to drill the first deep wells.
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2.6.2 Flash steam power plants

As reviewed in Subsection 2.3.2, BPPs comprise the majority of the worldwide installed capa-

city, making them the first and relatively simplest choice of GPP for biphasic, liquid-dominated

reservoirs. Once the geothermal fluid is extracted from the production well, liquid (brine) and

steam are separated through the use of a cyclone separator. While the generated steam is led to

a single-pressure turbine, the separated saturated liquid is reinjected to the reservoir. Once the

steam comes out of the turbine, it is condensed in a heat exchanger, using water from a cooling

tower. One main issue arisen from using geothermal fluid as working fluid is the handling of NCGs

which generally contain flammable compounds like H2S, H2 and CH4. On the other hand, unlike

conventional power plants, flash steam power plants do use saturated steam, instead of superhea-

ted steam, which requires an additional amount of energy [17].

As the name suggests, these power plants involve a flashing process where the geothermal fluid

is transformed into a biphasic mixture as a consequence of a sudden pressure drop, taking the

fluid from its original condition (pressure and temperature) to a new one below the saturation

pressure. This process can take place in the reservoir, the production well or an orifice plate be-

fore the cyclone separator, however, even when the specific location has a vital relevance in the

actual process in terms of the operation and selection of equipment, thermodynamically, the spot

is negligible [17]. In the case of having a biphasic fluid at the wellhead, the orifice plate can be

omitted, as shown in Figure 2.11, where a simplified single-flash steam plant is shown.

The relevance of the separator in the second stage is crucial. Outlet steam of the separator, now

being the inlet turbine steam, is expected to be at least 99.995% dry [17]. If liquid passes through

the turbine, it will eventually lead to corrosion and scaling in the piping and, in a worst-case scena-

rio will also affect the turbine. A rule of thumb commonly known as the Baumann rule states that

for every 1% of moisture in the steam entering the turbine, a corresponding decrease of 1% in the

efficiency of the turbine will be experienced [84]. It should be noticed that after the separation a

moisture removal process may be needed, depending on the efficiency of the separator and the

distance from the separator to the turbine.

Flash steam power plants can include additional, consecutive separation stages, where each

steam outlet is redirected to a multi-stage turbine, as shown in Figure 2.12. This is usually pursued

when an increase in the overall efficiency of the plant is desired, nonetheless, one must take into

consideration the eventual need to drill supplementary wells to satisfy the new requirements of the

cycle [85] as well as the need to install further orifice plates and separators to acquire the needed

pressure drops.
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Figure 2.11: Schematic diagram of a single-flash steam cycle. Adapted from [17], [58], [86].

Figure 2.12: Schematic diagram of a double-flash steam cycle. Adapted from [17], [58], [86].
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2.6.3 Dry steam power plants

Historically, the first demonstrative prototype using geothermal energy for power generation

was completed in 1904, commissioned by Prince Piero Ginori, who used the dry-steam from a

reservoir to produce 15 kWe and power light bulbs. Out of the steam-dominated reservoirs, Larde-

rello and The Geysers are the only two major dry-steam geothermal fields in the world, being part

of the 5% of all hydrothermal systems producing saturated or superheated steam [87].

One particularity of using dry-steam as main source lies in the outlet steam of the turbine.

Given the nature of the reservoir a back-pressure turbine is usually used, discharging the outlet

steam to the atmosphere, as shown in Figure 2.13, making it not only the simplest but also the

cheapest power cycle for geothermal power generation [88].

Steam pre-treatment is also needed even if the field is steam-dominated. As in the case of the

flash steam power cycle, a cyclone separator, particulate remover, baffled demister or scrubber can

be added to the powerhouse, just before the inlet of the turbine. Additionally, even if the reservoir

contains superheated steam, one common pretreatment includes the addition of clean water to it

in order to desuperheat it and turn it to saturated steam. Although this may seem controversial,

the contained compounds in the steam causing scaling issues concentrate in the added liquid so

when the added moisture is finally removed before the turbine inlet, they are left out [89].

Figure 2.13: Schematic diagram of a dry-steam power cycle. Adapted from [17], [58], [86].
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2.6.4 Binary power plants

There is documentation showing that the first BPP operated in the island of Ischia, Italy, during

World War II (WW2) with an installed capacity of 300 kWe [90]. Due to the period in which it

was installed and operated, information about it is not widely accessible. In 1967, 24 years after

its shutdown, the second BPP was installed in Paratunka, Russia. Regardless of the apparent slow

development of BPPs, their current distribution is greater than that of any other kind of power

plant due to the availability and allocation of low-temperature reservoirs, as recalled in Section 2.3.

Even when BPPs can generate power with resources at relatively low temperatures (up to 73
◦C), ordinarily they are meant to be used with hydrothermal reservoirs around 150 ◦C, with power

outputs reaching 10 MWe [82], [91].

Unlike the preceding power cycles, where the geothermal fluid is used as working fluid in

an “open” circuit passing over auxiliary equipment including the turbine, it goes through a heat

exchanger, ceding part of its thermal energy to a closed secondary circuit, containing a working

fluid with a higher molecular mass and a lower boiling point when compared to those of water.

The working fluid, now turned into steam, is led to the turbine, generating power when ex-

panded, then it is condensed to repeat the process. When the working fluid is organic, the plant

is commonly known as an ORC, first demonstrated in 1961 [10]. The environmental impact of

BPPs during operation is essentially due to thermal pollution, since the geothermal fluid is always

contained and never discharged to the atmosphere or surrounding reservoirs of fresh water. A

schematic diagram of a BPP is shown in Figure 2.14.

Figure 2.14: Schematic diagram of a binary cycle power plant. Adapted from [17], [58], [86].
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Table 2.5: Comparison of geothermal power plants. Adapted from [17].

Type of plant
Reservoir temperature Efficiency

Cost and complexity Current usage◦C %

Single-flash 200 – 360 30 – 35 Moderate Widespread

Double-flash 240 – 320 35 – 45 Moderate→ high Widespread

Triple-flash 260 – 320 40 – 50 High Selected sites

Dry-steam 180 – 300+ 50 – 65 Low→ moderate Special sites

BPP 125 – 165 25 –45 Moderate→ high Widespread

2.6.5 Final remarks

As examined earlier in Subsection 2.6.2, the extraction and compression of NCGs is critical. Gas

removal systems generally employ ejectors — devices without moving parts capable of generating

high vacuum. Their principle of operation includes the use of a primary working fluid (also known

as motive fluid) to drag a secondary fluid originally contained inside a chamber, generating vacuum

in this reservoir. Depending on the availability and economics of the resource, steam or air may

be used as primary fluid.

In relation to the overall characteristics of each cycle, Table 2.5 gathers a general overview of

each cycle. One special BPP worth mentioning is the Kalina cycle. Its main modification relies on

the use of an ammonia-water mixture as working fluid, passing through the turbine as superheated

steam. One of the main advantages of this cycle over a BPP lies in the efficiency, being up to 40

percent more efficient [13]. The efficiency of a BPP is intrinsically linked to the temperature of the

reservoir, decreasing at lower temperatures [61].

2.7 Conclusions

This Chapter introduced the reader to the fundamentals of geothermal energy. The basic ele-

ments regarding its nature, classification, potential and means of exploitation for power generation

were summarized, exhibiting the enormous contributions that geothermal is making to the renew-

ables sector. In addition to the above, a survey of current trends and local policies was conducted.

Finally, this Chapter serves as a background for the exposition of the Flash Evaporation Binary

Cycle, examined in later chapters.
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Chapter 3

Theoretical framework

This chapter briefly reviews some of the needed foundations used for this dissertation. It covers

the theory behind thermodynamic relations, putting special emphasis on the Gibbs free energy.

Subsequently, the Flash Evaporation Binary Cycle is discussed, covering its thermodynamic states

and basic operation. Additionally, the used experimental setup is also summarized. As support

topics, an outline of instrumentation systems and Digital Signal Processing (DSP) are included.

Finally, an outline of reliability analysis wraps up the chapter, preceeding the main discussion.

3.1 Thermodynamic relations

In engineering processes, properties such as pressure, temperature and flow rate are commonly

directly measured, however, when it comes to other valuable – and sometimes essential — thermo-

dynamic properties such as enthalpy or entropy, the use of generalized thermodynamic relations

is a must. This section deals with this background.

3.1.1 T dS relations

Recall the mathematical definition of entropy of an internally reversible system, stated in the

following equation:

dS =
�

δQ
T

�

(3.1)

If one integrates Equation (3.1), the change in entropy can be found, as shown below:

∆S =

∫ 2

1

�

δQ
T

�

(3.2)
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Equation (3.2) is distinctively relevant because it implies an isothermal process. This is not

an unique case, hence the need to develop two auxiliary equations, known as the T dS relations

[92]. Conservation of energy for a closed system comprehending an incompressible substance in

an internally reversible process can be expressed as:

δQ−δW = dU (3.3)

Notice that Equation (3.3) includes differential work, which can be expressed in terms of

pressure and the differential of volume, as follows:

δW = P dV (3.4)

Thus, substituting Equation (3.1) into Equation (3.3) leads to the first T dS relation:

T dS = dU + P dV (3.5)

Or, in terms of specific properties:

T ds = du+ P dv (3.6)

Comparing Equations (3.5) and (3.6) one can notice that equations in terms of specific proper-

ties are self explanatory based on their notation (lowercase letters). This assumption will be used

throughout the rest of the document without further clarification. If the reader needs additional

assistance, the Nomenclature section may be consulted.

In order to find the second relation, one must recall the definition of specific enthalpy:

h= u+ PV (3.7)

Finding the differential, the following equation is obtained:

dh= du+ P dv + v dP (3.8)

Finally, substituting Equation (3.8) into Equation (3.6), the second relation is acquired:

T ds = dh− v dP (3.9)

Equations (3.6) and (3.9), known as the T dS relations, are usually written in terms of specific

internal energy and specific enthalpy, in the following manner:

du= T ds− P dv (3.10a)

dh= T ds+ v dP (3.10b)
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3.1.2 The Gibbsian equations

Section 3.1.1 examined the first two fundamental relations of the set known as Gibbsian equa-

tions. This section will elaborate on the remaining two, introducing the specific Helmholtz free

energy equation (a) and the specific free Gibbs energy equation (g), defined by the following

equations [93]:

a = u− Ts (3.11a)

g = h− Ts (3.11b)

Essentially, the Helmholtz free energy is the “maximum amount of work a system can do at

constant volume and temperature”; similarly, the Gibbs free energy is “the maximum amount of

work a system can do at constant pressure and temperature”[94].

Differentiating Equation (3.11a):

da = du− T ds− s dT (3.12)

Substituting Equation (3.10a) into Equation (3.12):

da = −P dv − s dT (3.13)

Likewise, differentiating Equation (3.11b):

d g = dh− T ds− s dT (3.14)

Substituting Equation (3.10b) into Equation (3.14) produces:

d g = v dP − s dT (3.15)

Equations (3.10a), (3.10b), (3.13), (3.15) constitute the Gibbsian equations, summarized be-

low:

du= T ds− P dv (3.10a revisited)

dh= T ds+ v dP (3.10b revisited)

da = −P dv − s dT (3.13 revisited)

d g = v dP − s dT (3.15 revisited)
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3.1.3 Maxwell relations

In pursuance of the review of Maxwell equations, one should consider a brief study on partial

derivatives and exact differentials [92]. Let z be a function of one dependent variable z, and two

independent variables x and y , such as:

z = z(x , y) (3.17)

Then, the differential change of z with respect to changes in x and y is expressed as:

dz =
�

∂ z
∂ x

�

y
d x +

�

∂ z
∂ y

�

x
d y (3.18)

Introducing auxiliary variables M and N , Equation (3.18) can be written as:

dz = M d x + N d y (3.19)

Where:

M =
�

∂ z
∂ x

�

y
(3.20a)

N =
�

∂ z
∂ y

�

x
(3.20b)

Then, the partial derivative of Equation (3.20a) with respect to y yields:

�

∂M
∂ y

�

x
=

∂ 2z
∂ x∂ y

(3.21)

Equivalently, taking the partial derivative of Equation (3.20b) with respect to x generates:

�

∂ N
∂ x

�

y
=

∂ 2z
∂ y∂ x

(3.22)

Given the thermodynamic context in which the discussion is based on, function z and variables

x and y represent physical properties, which have exact differentials. Therefore, dismissing the

order of differentiation, Equations (3.21) and (3.22) are equal:

�

∂M
∂ y

�

x
=
�

∂ N
∂ x

�

y
(3.23)
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Equation (3.23) is enormously important because it can be applied to the Gibbsian Equations

(Eqs. (3.10a), (3.10b), (3.13), (3.15)) previously discussed in Section 3.1.2 and having the same

structure as Equation (3.18), generating the set of Maxwell relations, shown below:

�

∂ T
∂ v

�

s
= −

�

∂ P
∂ s

�

v
(3.24a)

�

∂ T
∂ P

�

s
=
�

∂ v
∂ s

�

P
(3.24b)

�

∂ s
∂ v

�

T
=
�

∂ P
∂ T

�

v
(3.24c)

�

∂ s
∂ P

�

T
= −

�

∂ v
∂ T

�

P
(3.24d)

3.1.4 The Gibbs free energy function as a generating function

The specific Gibbs free energy as a function of pressure and temperature, g(P, T ), is a major

relation because it allows finding every thermodynamic property [95] in terms of the two most

commonly measured and controlled properties [96].

Going back to the differential specific Helmholtz equation and differential specific Gibbs equa-

tion (Eqs. (3.13) and (3.15)) and taking advantage of the property of partial derivatives explained

in Equation (3.23), they can be rewritten in the following form:

da =
�

∂ a
∂ v

�

T
dv +

�

∂ a
∂ T

�

v
dT (3.25)

d g =
�

∂ g
∂ P

�

T
dP +

�

∂ g
∂ T

�

P
dT (3.26)

After analyzing Equations (3.13) and (3.25) along with Equations (3.15) and (3.26), the fol-

lowing additional expressions can be attained:

P = −
�

∂ a
∂ v

�

T
(3.27)

s = −
�

∂ a
∂ T

�

v
= −

�

∂ g
∂ T

�

P
(3.28)

v =
�

∂ g
∂ P

�

T
(3.29)
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Notice that Equation (3.29) shows that specific volume can be obtained as a partial derivative

of the Gibbs function. At the same time, Equation (3.28) is expressly pertinent considering that it

allows expressing specific entropy as a function of the partial derivative of g(P, T ), as follows:

s = −
�

∂ g
∂ T

�

P
(3.30)

Lastly, Equation (3.30) can be substituted into the specific Gibbs function (Eq. (3.11b)), ge-

nerating the following equation for specific enthalpy, also in terms of the function g(P, T ) and its

derivative:

h= g(P, T )− T
�

∂ g
∂ T

�

P
(3.31)

3.1.5 Dimensionless specific Gibbs free energy function

Notice that the Gibbs free energy function (Eq. (3.15)) was shown in its specific form, in terms

of P, T , v and s; nonetheless, as discussed in Section 3.1.4, when it is presented solely as a function

of P and T , its capabilities for finding thermodynamic properties are boosted. Additionally, it is

usually written in a dimensionless form with the aid of the specific gas constant of water R, with

the following value [97], [98]:

R= 0.461526
kJ

kg K
(3.32)

Then, the dimensionless nature of the Gibbs free energy function is presented below:

�

g(P, T )
RT

�

u
=

�

kJ
kg

�

�

kJ
kg K

�

[K]
= [1] (3.33)

Let
g(P, T )

RT
be the dimensionless Gibbs free energy function, its total differential is shown:

d
�

g(P, T )
RT
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Substituting Equations (3.11b) and (3.15) into Equation (3.34):
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The resulting equation, shown as Equation (3.35), follows the structure of exact differentials

disserted in Section 3.1.3 (Eq. (3.18) and (3.19)), where:

v
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∂ P
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(3.36a)
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(3.36b)

This set of generated equations reveals that the dimensionless Gibbs function and its derivatives

can also work as generating functions for thermodynamic properties. This is specially relevant for

the next Chapter where the International Association for the Properties of Water and Steam (IAPWS)

industrial formulations will be discussed.

3.1.6 Residual properties

The specific Gibbs free energy function and its dimensionless form provide thermodynamic

information for liquids, solids and gases. When it comes to gases, a further analysis can be con-

ducted considering the concept of residual properties.

The elementary definition states that a thermodynamic property of a real gas is not exact

because of limitations of the ideal gas theory, therefore, a residual property is the difference between

the value of the property as an ideal gas and the actual value. Then, for the specific Gibbs free

energy:

g = gR + g IG (3.37)

Where:

g Specific Gibbs free energy

gR Residual specific Gibbs free energy

g IG Ideal gas value of specific Gibbs free energy
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3.2 Flash Evaporation Binary Cycle

As formerly reviewed in Sections 2.5 and 2.6, geothermal energy has been extensively used

for power generation, even when its contribution to the world’s electricity market is still reduced

— compared to other renewables. When it comes to the side-benefits of power generation using

geothermal for rural or isolated communities, distributed networks discussed in Subsection 2.5.1

proved to be feasible possible choices for the emerging market of local generation.

Regarding Mexico, as already examined in Subsections 2.3.4 and 2.4.2, its latent potential is

well known. In addition to its installed capacity, an estimation of the viable potential of geothermal

projects for power generation in Mexico, using small sized plants, predicted 200 MWe based on hyd-

rothermal manifestations [99]. Additionally, a series of surveys have demonstrated the occurrence

of several geothermal prospects in the Baja California Peninsula [100], making it an attractive area

for cascade projects.

Precisely, given the nature of the Baja California Peninsula — having both the thermal resources

and scarcity of fresh water —, the iiDEA R© Group, part of the Engineering Institute of the National

Autonomous University of Mexico (UNAM), currently part of the CeMIE-Geo, is developing low-

enthalpy geothermal projects for power generation, seawater desalination and food dehydration,

aiming for the use of these prototypes in an isolated fashion (for use with geothermal resources

or waste heat) or as part of a cascade project. The Flash Evaporation Binary Cycle (FEBC) is the

proposed alternative for low-power, off-the-grid power generation using geothermal.

3.2.1 Introduction

The FEBC is a modified version of a binary cycle, which may be considered a hybrid between

a Conventional Binary Cycle (CBC) and a single-flash steam cycle. It is versatile enough to use

water or a refrigerant as working fluid, and low-to-medium enthalpy geothermal fluid or waste

heat, depending on the operating conditions and availability of the resource. Furthermore, given

its modular nature, it can be connected in series to achieve a greater output power. Among its

advantages, one can mention the following [101]:

1. Change of phase does not occur in the heat exchanger. Instead, passive devices such as an

orifice plate and a cyclone separator are used.

2. Minor footprint.

3. Numerous environmental benefits when using water as working fluid.

4. Short maintenance periods given the use of plate heat exchangers.
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3.2.2 General overview

Figure 3.1 shows a schematic representation of the FEBC, depicting the main elements involved

in the cycle. Notice the binary nature of the cycle in the plate heat exchanger, where the geothermal

resource and the working fluid do not enter in contact with each other, avoiding corrosion and

scaling in the turbine — the most critical component. Once the working fluid is heated and brought

to saturated liquid conditions, it passes through an orifice plate, suddenly dropping its pressure and

turning it into a biphasic mixture. This process is known as flash evaporation, hence the name of the

cycle. The mixture is then taken to a cyclone separator, where the separated steam enters the tur-

bine and the remaining liquid is mixed with the now condensed steam before restarting the process.

A comparison of the theoretical energetic performance of a CBC and a FEBC (CBC using

isopentane as working fluid, FEBC using water) conducted by the iiDEA R© Group demonstrated

some facts about the viability of the FEBC for a 1.2 MWe plant [101], shortly discussed below:

1. Given a geothermal resource below 146 ◦C, and an ambient temperature of 25 ◦C, the second-

law-efficiency of the FEBC is greater than that of a CBC.

2. Mass flow rate of working fluid in a FEBC is significantly greater than the one needed for

a CBC. On the other hand, necessary mass flow rate of geothermal fluid is slightly less in a

FEBC for a fixed net output power.

3.2.3 Thermodynamic states

For the sake of clarity, a new schematic diagram with numbered thermodynamic states is shown

in Figure 3.2. An accompanying T − s diagram for water as a working fluid is also shown in Figure

3.3. As already mentioned in Subsection 3.2.2, the working fluid is heated up to saturation liquid

state (6 – 7) before passing through the orifice plate. Flashing (7 – 8) is modeled as an isenthalpic

process because it occurs spontaneously, adiabatically and does not comprise work [17]. Separated

steam (1) enters the turbine, expanding to the condenser pressure (2, for real expansion; 2s, for

isentropic one), while separated liquid (5) is brought to the mixer (5’), where it joins condensed

steam (3) pumped up (4) to the mixer pressure.

Note that the flashing process in the orifice plate minimizes the energetic requirements of the

cycle; additionally, a throttling valve can also be used, offering a variable pressure drop — and as

a consequence, a variable steam fraction — as a function of its opening position. Finally, observe

that thermodynamically, the working fluid is essentially going through the same process as the one

carried out in a single-flash steam cycle, with the advantages previously discussed in Subsection

3.2.1.
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Figure 3.1: Flash Evaporation Binary Cycle

Figure 3.2: Thermodynamic states of Flash Evaporation Binary Cycle
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Figure 3.3: T − s diagram of Flash Evaporation Binary Cycle. Adapted from [101].

3.2.4 Experimental setup

For testing purposes, an experimental steam generation unit was set up by the iiDEA R© Group,

thoroughly detailed in previous dissertations [3]–[5], [58]. Several modifications were conducted

on the original theoretical cycle in order to produce a reduced version, capable of generating

steam. Among the modifications, geothermal fluid was simulated using an electric boiler, and the

inclusion of a radiator for cooling substituted the original wet cooling system. For a 1 kWe output,

Table 3.1 shows the theoretical data for the system. Finally, Figure 3.4 shows the elements of the

experimental steam generation system, with the inclusion of states U and V.

Table 3.1: Theoretical conditions of steam generation system. Adapted from [5].

Device State
Pressure Temperature

kPa ◦C

Heat exchanger
B 412 140

C 362 106.7

V 487 103.7

Orifice plate 7 332 137

Cyclone separator
5 130 107.1

8 130 107.1
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Figure 3.4: Steam generation experimental unit

3.3 Instrumentation

Instrumentation systems have become ubiquitous elements in industrial processes. Their inher-

ent relevance extends throughout the whole specter of industries, providing valuable information

which contributes to control, safety and quality consents. In its most basic form, instrumentation

can be illustrated through Figure 3.5, where the three main elements of the process are present.

Simply put, once a physical variable of interest is measured through a device known as sensor,

raw information about the physical media is now contained in its output signal. Later on, signal

processing is conducted through digital or analog means and depending on the final application,

it may be recorded, transmitted or visualized by the operator. In essence, instrumentation systems

gather information about the world, which later can be used in a vast number of applications.

Figure 3.5: Basic instrumentation scheme. Adapted from [102].

46



3.3.1 Sensors

Sensors can be simply categorized as active or passive, depending on its interaction with the

physical media. The former type adds energy to the environment in which the measurement is

being conducted; on the other hand, the latter type of sensors do not add energy but may remove

energy contained or stored in the media while in operation [103]. With reference to its output

signal, it can be analog or digital, single-ended or differential. When it comes to quality, cost and

application, numerous characteristics of a sensor come to mind, including accuracy, operating condi-

tions, operating range, precision, reliability, resolution, sensitivity, specificity and uncertainty [104].

Accuracy is primarily affected by systematic errors (bias) and/or random error (regarding

precision). While systematic errors have to do with a — sometimes known and constant – shift in

the input–output response of the sensor, random errors are intrinsically present [103].

3.3.2 Signal processing

Signal processing refers to the process in which the raw output signal from the sensor is

conditioned to satisfy the requirements of the receiver equipment [105]. Among the most common

processes, one can include Digital-to-Analog conversion, amplification and filtering, being the last

a quite interesting one since it may be conducted by analog or digital means.

3.3.3 Visualization / data logging

As previously mentioned in Section 3.3, the last stage of the instrumentation process may

include recording, transmission or visualization of data gathered by the sensors. At an industrial

level, several protocols are known for their reliability and extended use; additionally, a Human-

Machine Interface (HMI) installed in several stages of a process has become common over the

years.

3.4 Digital Signal Processing (DSP)

As the name implies, DSP focus on signal manipulation exclusively through digital means. Even

with the significant amount of inner areas involved in it, ranging from electronics and numerical

analysis to probability and statistics, DSP has demonstrated its usefulness in science and engineer-

ing.

Back in the 1960s DSP applications were concentrated in a few areas and still restricted to a

minority; nowadays, the widespread use of DSP techniques is actively known in space, medical,

commercial, military, industrial and scientific areas [106].
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3.4.1 Analog-to-Digital conversion

In order to take an analog input to transform it into a digital input, one must review the di-

gitization process, which is made out of two inner processes. Sampling refers to the process in

which time is converted from a continuous variable to a discrete variable, in terms of the number

of samples per second. On the other hand, quantization relates to that in which the dependent

variable (commonly voltage) is turned into a discrete variable [106].

Sampling is ruled by the Sample and Hold (S&H) unit while quantization precision relates to

the number of bits in the Analog to Digital Converter (ADC). In order to represent an analog input

in the most representative way and avoid aliasing, the sampling theorem states that the sampling

frequency must — at least — double the highest frequency of the signal. In practice, it is often

recommended that sampling frequency must exceed ten times the largest frequency component of

the original analog signal to be sampled [1].

3.4.2 Digital filters

One of the most well-known applications of DSP techniques is digital filtering. They usually

serve one of the following two main purposes: separation and restoration of signals [106]. Given

their nature, and in contrast to analog filters, they provide flexibility in design, mitigate costs and

reduce electronic footprint.

Filter classification can be described in terms of the mathematical method of implementation

(convolution or recursion) and their main objective (smoothing, Direct Current (DC) removal,

separating frequencies and deconvolution). Furthermore, depending on the desired manipulation,

time domain parameters like step response, overshoot and linear phase may be of interest. On the

other hand, if frequency domain parameters are more relevant, low-pass, band pass, high-pass or

band-reject responses should be taken into consideration [106]. Table 3.2 shows filter classification

in terms of the two criteria previously outlined.

Table 3.2: Filter classification. Adapted from [106].

Convolution Recursion

Finite Impulse Response (FIR) Infinite Impulse Response (IIR)

Time domain Moving average Single pole

Frequency domain Windowed-sinc Chebyshev

Custom FIR custom Iterative design
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3.4.3 Moving average filter

One of the most prevailing and advantageous DSP techniques for smoothing signals is the

Moving Average Filter (MAF). As a consequence of having exceptional results in the time domain,

it suffers from a poor frequency domain performance, however, given its main target, it does not

represent a noticeable drawback. Moreover, it is the fastest digital filter available [106].

MAFs can be computed in their most basic form through recursion or in a more elegant way,

using convolution. As the name suggests, arithmetically is an average of consecutive samples. When

the consecutive numbers are taken in one side, it can be computed as follows [106]:

y[i] =
1
M

M−1
∑

j=0

x[i + j] (3.38)

Where:

i, j Indexes

M Number of points in MAF window

x[] Input

y[] Output

If the filter takes points from the input signal symmetrically around the output signal, then

Equation (3.38) can be rewritten in the following way, where M must be an odd number and

N = M − 1:

y[i] =
1
M

N/2
∑

j=−N/2

x[i + j] (3.39)

One disadvantage of the MAF is the presence of delays in its output. One–sided MAF with M

number of points in its window have a delay of M−1 samples; on the other hand, every symmetric

MAF will display a delay of (M − 1)/2 samples [107].

In relation to the computation of the filter using convolution, one can notice from Equation

(3.39) that the MAF is a convolution of the input signal x[] with a kernel k with M number of

elements, describing a rectangular pulse with unit area [106], defined by:

k =
�

1
M

,
1
M

,
1
M

, · · · ,
1
M

�

(3.40)
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Finally, Equation (3.39) can be rewritten using convolution sum, displayed below:

y[i] =
M−1
∑

j=0

k[ j] x[i − j] (3.41)

3.5 Reliability

Reliability is defined as “the ability of certain element to perform a required function under

given conditions, for a given interval” [108]. Reliability analysis extends to numerous areas be-

sides engineering itself. Its applicability is broadly employed by many industries, including, but not

limited to at least one of the following departments: customer service, environmental, financial,

insurance, legal, quality, risk management, safety and security [109].

As with other areas of engineering, origins of reliability engineering date back to WW2, when

the German army started to execute reliability concepts — previously applied to electric power

generation by some researchers — on V1 and V2 rockets [110]. Afterwards, in 1952, the United

States Department of Defense (US–DoD) created a dedicated area, responsible for publishing

numerous military reliability handbooks (MIL–HDBK) and standards (MIL–STD).

3.5.1 Reliability fundamentals

Reliability deals with the performance of a system through time. A system is fault-tolerant when

even in the presence of a fault, the system accomplishes its required function. When describing

the difference between faults and failures, a standardized definition published by the International

Federation of Automatic Control (IFAC) is reproduced [111]:

Fault An unpermitted deviation of at least one characteristic property (...) of the system from the

acceptable/usual/standard condition.

Failure A permanent interruption of a system’s ability to perform a required function under specified

operating conditions.

Notice that the definition exhibited implies that a device may still perform after a fault, pro-

ducing an error as a consequence, which is the mathematical difference between an ideal — or

desired — value, and the actual value. Furthermore, a failure can lead to a catastrophic situation

in which the process can be unrecoverable and may need a replace or major maintenance.

A failing system can be classified according to its failure mode, defined as the array of possibi-

lities in which a system can fail [112]. A previous dissertation reviewed a popular methodology

known as Failure Mode and Effect Analysis (FMEA) aimed at the mitigation of risks [58]. Table

3.3 portrays an overall view of primary faults prone to be found in different components.
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Table 3.3: Primary faults for different components. Adapted from [113].

Type of faults Components

Mechanical
components

Electrical
components

Electronic
hardware

Software

Form
Systematic Ø Ø Ø

Random Ø Ø Ø

Time
behavior

Permanent Ø Ø

Transient Ø Ø Ø

Noise Ø Ø

Drift Ø Ø Ø

Extent
Local Ø Ø Ø Ø

Global Ø Ø

3.5.2 Hardware faults

Numerous reliability and safety guides point at nuclear facilities as the best example where

keeping a safe environment through Instrumentation and Control (I&C) is a serious matter, ne-

vertheless, this is not exclusive of nuclear power plants. Every power generation system carries an

extensive number of subsystems where I&C is not only necessary for monitoring and supervision

of critical variables, but also for safety measures.

Regarding power systems, the relevance of redundancy as a way to improve reliability is known

[114]. Additionally, there is evidence pointing at the added value of reliable power systems and

how the added cost can be justified [115]. In preliminary stages of the design of the fault-tolerant

instrumentation system, aimed at increasing the reliability of power supplies for sensors, an overall

reliability of 99.77% was achieved with a 12.44% increase in the total cost [58].

Finally, as previously shown in Table 3.3, part of Subsection 3.5.1, electronic hardware is

subject to every major known fault, subsequently, assuring the reliability of electronic hardware

and associated electrical components is crucial. The aforementioned facts are an essential part of

this dissertation, where fault-tolerant power supply modules are assembled, evaluated and tested.

As a side note, Figures 3.6 and 3.7 show some common faults and failures attributable to actuators

and sensors.
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Figure 3.6: Fault and failures on actuators. Adapted from [116].

Figure 3.7: Fault and failures on sensors. Adapted from [116].
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3.5.3 Screening methods

As reviewed in Subsections 3.5.1 and 3.5.2, electronic and electrical components are prone

to faults. Manufacturers put special emphasis on testing their products through exhaustive assess-

ments before being available on the market. Laboratory tests made by manufacturers mostly try

to cover a wide set of scenarios where faults are caused by external factors, including — but not

limited to — the following [117]:

• Electrical noise caused by power lines

• Electromagnetic Interference (EMI)

• Extreme environments

• Ionizing radiation

• Unstable power supplies

• Usage issues attributed to the end user

• Wearing out of components due to programming cycles

Table 3.4 demonstrates some typical screening methods for electronic devices; on the other

hand, Table 3.5 displays the usual accelerated lifetime tests conducted on them.

Table 3.4: Typical screening methods for semiconductors. Adapted from [118].

Type Screening method

Non-stress methods

Visual inspection before packaging

Visual inspection after packaging

X-ray inspection

Thermal stress methods

Temperature cycling

Thermal shock

Low-temperature testing

Mechanical stress methods

Drop testing

Constant acceleration test

Particle Impact Noise Detection (PIND)

Electrical stress methods
Burn in

High-voltage application
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Table 3.5: Representative accelerated lifetime tests. Adapted from [118]

Stress method Accelerated test Main stressor Failure mechanism

Constant
stress

High-temperature
storage

Temperature
Junction degradation,

impurities deposit,
ohmic contact

Operating
lifetime

Current,
temperature,

voltage

Surface contamination,
junction degradation,

electromigration

High humidity
and temperature

storage

Humidity,
temperature

Corrosion, surface
contamination, pinhole

High humidity and
temperature bias

Humidity,
temperature,

voltage

Corrosion, surface
contamination, juntcion

degradation

Cyclic
stress

Temperature
cycle Duty cycle,

temperature
difference

Cracks, thermal fatigue,
broken wires,
metallization

Power
cycle

Insufficient adhesive strenght of
ohmic contact

Humidity-
temperature

cycle

Humidity and
temperature
difference

Corrosion, surface
contamination, pinhole

Step
stress

Operating
test

Current,
temperature,

voltage Surface contamination,
junction degradation,

electromigrationHigh-temperature
reverse

bias

Temperature,
voltage
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3.5.4 Software faults

Software faults should not be dismissed in embedded systems. Back in the late 1980s they

were still making up to 60% of the faults in computational systems [119]. One special attribute

of software faults is that they do not follow the usual behavior assumed in hardware reliability

analysis since they are systematic faults caused by the design of the software itself [120].

Given the complex nature of the functions involved in the IAPWS–IF97 standard — as later

examined in Subsection 4.5.3 —, quantitative evaluation of every function involved was conducted

according to the numerical tests proposed by the standard itself. As an additional source of re-

ference, the results obtained were compared with those generated by the X–Steam MATLAB R©
function, found on the MathWorks R© database and developed by X–Engineering [121].

3.5.5 Reliability evaluation

It should be noticed, as a warning, that the terms fault and failure are sometimes used indis-

tinctly in literature, as opposed to the definition given in Subsection 3.5.1, but one must be careful

and discern based on the context if it has to do with one or another. This dissertation primarily

deals with non-catastrophic unrepairable faults.

Dependability is considered the major goal of reliability engineering techniques. Its standard-

ized definition states it as “the (...) state used to describe the availability performance and its

influencing factors: reliability, maintainability and maintenance support performance” [108]. Re-

liability evaluation is a major area of reliability engineering and is determinant in the design stage

to minimize the occurrence of faults and failures. In relation to reliability evaluation, three main

approaches may be taken [58]:

Quantitative Probabilistic evaluation to estimate the attributes of dependability: reliability, avai-

lability, maintainability and safety. Common techniques include Markov Models, Transition

Matrices and State Diagrams.

Qualitative Evaluation of possible consequences of faults and failures. FMEA, Failure, Modes,

Effects and Criticality Analysis (FMECA) and Fault Tree Analysis are some well known tech-

niques.

Other Axiomatic and experimental methods are sometimes used based on the availability of data

and available time.

In regard to quantitative evaluation, failure rate λ is one of the most common dependability

measures for repairable and unrepairable devices, defined as the number of failures over time:

λ=
Failures

T ime
(3.42)
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A second measure for unrepairable systems is the Mean Time To Failure (MTTF), which express

the time of the occurrence of a failure since its first time of continuous operation [112], defined in

terms of the failure rate:

M T T F =
1
λ

(3.43)

For electronic components, failure rates range between 10−10 f ailures
hour and 10−7 f ailures

hour , gene-

rating an auxiliary measure to deal with failure rates for electronics easily [122], known as Failure

in Time (FIT), defined below:

F I T =
f ailures

109h
(3.44)

To compute the reliability of a device over certain mission time t, the following expression is

used [123]:

R(t) = e−
∫ t

0 λ(t)d t (3.45)

Where:

R(t) Reliability over time

λ(t) Failure rate as a function of time

In general, failure rate changes over time based on three main regions: early failure, useful life

and wear out, commonly displayed in a bathtub curve. Nevertheless, during the useful life region,

the failure rate remains constant [123], yielding the expression known as the exponential failure

law, displayed below [112]:

R(t) = e−λt (3.46)

Reliability of interconnected systems is computed based on the relationship between them —

frequently displayed in a Reliability Block Diagram (RBD). Elements are connected in series when

a single fault makes the whole system fail, and in parallel when the fault only disables the affected

unit. Expressions for computing parallel (Rp(t)) and series (Rs(t)) reliability for n elements are

introduced below [112]:

Rp(t) = 1−
n
∏

i=1

[1− Ri(t)] (3.47a)

Rs(t) =
n
∏

i=1

Ri(t) (3.47b)

56



3.5.6 Fault-tolerant systems

Dependability of a system can be reached – or enhanced — through the use of fault tolerance

and a combination of the following additional means: fault forecasting, fault prevention and fault

removal [112]. The essence of fault tolerance lies in redundancy, either in hardware, software,

information or time.

Fault tolerance, in its most elemental definition, can be stated as a feature of a device or system

in which its required function is performed even in the presence of faults. With the inherent addition

of redundancy, a fault-tolerant system is prone to follow as many as the following eight stages,

concisely reviewed below [124]:

1. Fault confinement Limitation of the spread of fault effects after a primary fault.

2. Fault detection Recognition of an unexpected state of a component or system. The time be-

tween the occurrence of the fault and its detection is known as fault latency. Detection of

faults is online when it provides a real–time detection, contrary to offline detection, where

the process must be stopped to perform a test on it.

3. Diagnosis If the previous stage did not provide the location or properties of the fault, an offline

diagnostic must be conducted.

4. Reconfiguration In the presence of a fault, the system must keep its functional specifications,

this is achieved replacing or isolating the faulty component.

5. Recovery After the manifestation of a fault, it is necessary to remove its effects. In computer

science fault-masking and rollback are common techniques.

6. Restart After recovery, a hot restart resumes operations immediately after fault detection, a

warm restart resumes part of the process and a cold one reloads the system from its starting

point.

7. Repair Online or offline replacement of a faulty component takes place. If an element is instantly

replaced by a backup spare, it is considered equivalent to a reconfiguration process.

8. Reintegration If the defective element is repaired, then it must be reinstalled.

Although Fault Detection and Isolation (FDI) is regularly found among fault-tolerant systems,

the presence of FDI techniques does not imply fault–tolerance, and vice versa. On the other hand,

fault diagnosis is a more general assignment due to the addition of analytic and heuristic procedures,

most frequently described by Fault Detection and Diagnosis (FDD) [125], [126].
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3.5.7 Cold-standby redundancy

As per the previous statement found in Subsection 3.5.6, redundancy is an inherent part of

fault tolerance, however, in order to accomplish a complete fault-tolerant system, it must be both

meaningful and useful to keep the system running. Hardware redundancy may be the most expen-

sive type of redundancy due to its nature, still, it is one of the most used kinds of redundancy in

systems that are not easily reachable and maintenance becomes a complex maneuver [112].

Active, passive and hybrid redundancy comprise the alternative techniques that a system may

encompass. The first one involves the detection of a fault before being able to tolerate it; the second

one deals with masking faults without external intervention. Lastly, the two previous techniques

may be joint together to form a hybrid, sometimes called warm redundancy [112], [122].

Among active redundancy, standby redundancy holds a special place given its unique dynamic

characteristics. In hot standby systems, a main module is powered with a set of spare modules —

also powered up — ready to substitute the main module in case of failure [125]. Cold standby is

similar in nature, with the main difference that spare modules are only powered and reconfigured

once a failure in the main module has been detected. Figure 3.8 shows a schematic diagram of

cold standby redundancy.

Notice that as a consequence of the detection–reconfiguration mechanism, downtime is an

undesired attribute. Additionally, the technique relies in a perfect switching instrument. The expres-

sion used to find the reliability of a cold standby system of n identical spare elements and perfect

switching is given by the following equation [127]:

Rs(t) = e−λ t
n−1
∑

j=0

(λt) j

j!
(3.48)

Figure 3.8: Cold standby hardware redundancy. Adapted from [112].
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3.6 Conclusions

This Chapter exhibited the core of the theoretical subjects required to comprehend further

discourses unfold in the next one. Starting with mathematical relations found in Thermodyna-

mics, a later study of the FEBC introduced the reader to its foundations and distinctive features.

Subsequently, a brief outline of instrumentation systems preceded basic DSP theory. Finally, nota-

ble reliability concepts and models were reviewed, highlighting cold standby redundancy and its

characteristics.
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Chapter 4

Fault-tolerant data acquisition

system

Once the theoretical framework needed for the dissertation has been settled, this Chapter

concerns the actual implementation of the data logging system, examining each stage of the process.

Beginning with the fault-tolerant power supply modules, hardware specifications and software

flow is reviewed, before conducting an update on the reliability evaluation of the system. Then,

an analysis of the digital filtering carried out is described. Finally, an exhaustive inspection of the

algorithm used for calculating thermodynamic properties of the system is discoursed, along with

the developed graphical user interface.

4.1 System implementation

In a previous dissertation [58], the theoretical design of the main core of the instrumentation

system was outlined, including a first reliability analysis and a preliminary interface based on the

modification of a commercial software (PLX–DAQ R©). This Section reviews the elements of the

fully functional system.

4.1.1 Pressure transducers

After the specifications of the FEBC and the experimental setup, it was concluded that the use

of heavy duty pressure sensors with absolute pressure reference offered a wide range of versatility.

Honeywell R©’s PX2 and PX3 series are designed to meet the requirements of industrial applications

offering reliable, cost-effective products. Table 4.1 shows the general specifications for the pressure

transducers used, corresponding to PX2 Series.
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Table 4.1: Specifications of transducers Honeywell PX2EN1XX100PAAAX. Adapted from [128]

Electrical specifications

Supply current 5 mA

Operating supply voltage 5 V

Output transfer function Ratiometric, [0.5, 4.5] V

Performance specifications

Accuracy ±0.25 % Full Scale Span (FSS)

Compensated temperature range [-40, 125] ◦C
Offset error ±1 % FSS

Operating temperature range [-40, 125] ◦C
Port type 1/4 - 18 NPT

Pressure range [0, 100] psi

Pressure reference Absolute

Response time < 2 ms

Total error band ±2 % FSS

4.1.2 Temperature sensors

Resistive Temperature Detectors (RTD) were selected as temperature sensors due to their advan-

tages over other temperature measurement devices, such as thermistors or thermocouples [129].

These advantages include accuracy, linearity, long-term stability, repeatability and temperature

range. Some downsides include the relatively high response time and cost. Table 4.2 displays the

characteristics of the 4-wire RTD used for the FEBC.

Table 4.2: General specifications of temperature sensors USW3577

Lead wires 24 AWG, stranded conductor

Port type Stainless steel 3/8 in - 16

RTD probe Platinum

RTD element resistance at 0 ◦C 2000 Ω± 0.06%

RTD element acuracy at 0 ◦C ±0.15 ◦C

RTD element DIN 43760 accuracy class A

TCR 3850 ppm/◦C
Temperature range [-50, 180] ◦C

Wires 4
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4.1.3 Fault-tolerant power supply modules

As reviewed in Section 3.5 and Subsection 3.5.2 in Chapter 3, power supplies have been

elements of interest for reliability analyses throughout history. To overcome the problems and

consequences associated with power supplies for sensors — previously found in preliminary stages

of the design [58]—, fault–tolerant modules were assembled for each DC power bus used in the

system, corresponding to 5 V for pressure sensors and 3.3 V for RTDs. An additional power bus

of 12 V was designed for the purpose of serving LEDs attached to each sensor, but unlike the two

previous buses, it was not designed as fault–tolerant, as will be described later.

In relation to faults associated with failures in power supplies or as an after–effect of high

temperature environments, electronic devices are frequently incorporated with a set of features

enhancing automatic shutdown or reset, being thermal shutdown and brown-out detection some

of the most popular. While these features are useful to keep the electronic device safe from harm,

they do not solve the problem of instability or outage of power supplies.

The use of a Low–dropout Voltage Regulator (LDO) as power supply diminishes the energy re-

quirements of the overall system by virtue of its high efficiency. The TPS72XX family of micro-power

LDOs produced by Texas Instruments (TI) was selected given their exceptional characteristics, re-

viewed in Table 4.3. These LDOs are complemented with an external Enable Input (EN) and

Power–Good (PG) status output indicator, determinant features for the development of the fault–

tolerant power supply modules. Finally, features of the TI TL750L12 12 V LDO used for the 12 V

bus is also shown in Table 4.3.

A fault-tolerant Power Supply Module (PSM) will be defined as a set of LDOs, where one is

operating continuously and the remaining spare LDOs operate as cold standby redundant units.

Table 4.3: Basic features of TI TPS72XX and TL750L12 LDOs. Adapted from [130], [131].

TPS7233 TPS7250 TL750L12

Typical output voltage 3.3 V 5.0 V 12.0 V

Maximum Output Current (MOC) 250 mA 250 mA 150 mA

Minimum input voltage @ MOC 3.98 V 5.41 V 13 V

Enable Input Ø Ø
Power–Good Indicator Ø Ø

Reverse Voltage Protection (RCP) Ø Ø Ø
Internal Current Limiting (ICL) Ø Ø Ø

Thermal protection Ø Ø Ø
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Figure 3.8, displaying the theoretical strategy of cold standby redundancy as previously revie-

wed in Subsection 3.5.7 is revisited below. Along with it, Figure 4.2 shows the equivalent cold

standby concept using actual components. Notice that, in theory, the Fault Detection Unit (FDU)

and the switching unit act separately, however, in the equivalent schematic, the Tiva C Series eva-

luation board executes both the role of the FDU and the enabling unit. The resemblance in colors

is kept to aid in the description.

Observe that each LDO output is supervised by the EK-TM4C1294XL board through a PG signal.

The first module is the only active once the PSM is powered. If a fault is detected by the evaluation

board by means of the PG signal, the faulty LDO is deactivated before activating one of the spare

modules through its EN input.

Clearly, the developed approach satisfies the eight stages previously described in Subsection

3.5.6, primarily limiting, detecting and isolating faults, as well as reconfiguring and recovering

the main process. The Interrupt Service Rutine (ISR) leading the aforementioned process will be

illustrated in later Subsection 4.8.5.

Figure 3.8: Cold standby hardware redundancy. Adapted from [112]. Revisited from page 58.

Figure 4.2: Fault-tolerant power supply module
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4.1.4 Hardware platform

Over the extensive portfolio of Microcontrollers (MCUs) designed and developed by Texas

Instruments, performance MCUs includes 32-bit microcontrollers aimed at control and safety appli-

cations. More specifically, the TM4C12x ARM R© Cortex R©-M4F core-based MCUs, commercially

known as the Tiva R© C Series, provide a cost-effective solution for industrial applications with

outstanding performance and reliability. Table 4.4 displays some essential characteristics of the

evaluation board used.

4.1.5 Software platform

An Integrated Development Environment (IDE) is a software tool used for code edition, de-

bugging and compiling. Applications for the evaluation board EK-TM4C1294XL can be developed

and debugged in multiple professional software tools, ranging from proprietary tools like Men-

tor Embedded Sourcery R© and IAR R© Embedded Workbench, to free, professional IDEs like Keil

µVision R©. Code Composer Studio R© is a professional, industrial–grade free IDE developed and

maintained by Texas Instruments R©, taking the foundations of the Eclipse R© framework and en-

hancing it with specific features for TI products. With this in mind, CCS was the selected IDE to

work with.

4.1.6 Prototype

Testability of the instrumentation system throughout the implementation process was taken

into account as a way to keep track of possible faults before its completion and as a recommended

element of the design [120]. On the other hand, modularity as a methodology and as a way to im-

prove maintainability was extensively used, proposing a design inspired by those used in CubeSat

satellites, where each floor contains a dedicated subsystem.

Figure 4.3 depicts the hardware block diagram of the instrumentation system, where each block

symbolize a 10 cm x 10 cm PCB while colored arrows represent the connections made between

them and the direction of the signals. Notice that signals from the Tiva C Series evaluation board

to cold standby modules and LEDs power modules are shown through the connections board. A

photograph of the actual prototype is also shown in Figure 4.4.

As already introduced in Subsection 4.1.3, LEDs were attached to each sensor and powered

with a single 12 V LDO without fault–tolerance capabilities. Their main purpose is to serve as a

visual alarm and localized diagnosis tool at start up, however, given the accompanying Graphical

User Interface (GUI), the role of the power supply for LEDs is not considered vital.
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Table 4.4: Key specifications of evaluation board EK-TM4C1294XL. Adapted from [132].

Performance features

Company Texas Instruments R©
Device class Microcontroller TM4C1294NCPDT

CPU core 32-bit ARM R© CortexT M -M4 with FPU

Performance 120 MHz operation; 150 DMIPS performance

Flash memory 1 MB

SRAM 256 kB

EEPROM 6 kB

Communication interfaces

CAN bus Two 2.0 controllers

Ethernet 10/100 MAC + PHY

I2C bus Ten modules

QSSI Four modules

UART Eight modules

USB 2.0 OTG

System integration

GPIO 15 physical blocks, up to 90 GPIOs

GPTM Eight 16/32-bit blocks

µDMA 32-channel configurable controller

WDT Two timers

Advanced Motion Control

PWM One module, four blocks, eight outputs

Analog Support

ADC Two 12-bit modules, 20 channels, up to 2 MSPS

Analog comparators Three independent

Digital comparator Sixteen

Package information

Current consumption 105.3 mA at 3.3 V, all peripherals on, 120 MHz

Operating range Industrial [-40, 85] ◦C
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Figure 4.3: Hardware block diagram of instrumentation system prototype

Figure 4.4: Fault-tolerant instrumentation system
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4.2 Reliability evaluation

Reliability evaluation of the two PSMs mentioned in Subsection 4.1.3 was performed based on

the quantitative technique reviewed in Subsection 3.5.5. Based on this premise, it is important to

classify and enumerate the elements involved in each PSM. Only after this preliminary stage the

reliability evaluation can be computed.

This Section starts reviewing the reliability of each LDO in their most basic form to establish the

groundwork of the reliability objectives. Afterwards, based on established operational conditions

several reliability factors will be introduced. Finally, the discussion covers the updated reliability

of cold standby redundancy in PSMs.

4.2.1 Assumptions made for reliability analysis

With the purpose of limiting the analysis, some assumptions are made, enlisted below:

1. Failure Rate of each element λ remains constant.

2. Reliability of each component follows the Exponential Failure Law R(t).

3. Components are identical, nonrepairable, and statistically independent.

4. Human interaction is not taken into account as a source of failure.

5. Catastrophic failures are not taken into consideration.

Additionally, based on the former requirements of the instrumentation system, the required

function of the modules is described as follows:

1. Steady supply of 5 V and 3.3 V for each power bus

2. FDI capabilities

3. Maximum temperature of operation: 50 ◦C

4. Mission time t of 10 years (87660 h)

Regarding sensors and Current Limiting Diodes (CLD) used for powering RTDs, extensive

screening tests and reliability data was requested to the manufacturers, collecting the received

documents in Appendix A. Finally, with regard of the reliability of the EK-TM4C1294XL evaluation

board, TI only provides reliability data for the TM4C1294NCPDT microcontroller, without detailing

further reliability of the module. Since an additional analysis of the whole board is not part of the

dissertation, the reliability analysis is limited to a perfect switching cold standby redundant system.

68



4.2.2 Reliability of Low–dropout Regulators

Figure 4.5 shows the schematic diagram of the TPS7233 LDO while Figure 4.6 illustrates the

schematic diagram of TPS7250. In essence, both figures have the same arrangement of elements,

with the exception of the added resistor R2 at the PG output — an open–drain output signal — of

the TPS7250 LDO to satisfy the 3.3 V admissible input voltage of the EK-TM4C1294 board.

The first stage of the process deals with the reliability evaluation of each LDO in their most basic

form, including additional auxiliary components, without considering soldering or copper paths.

Table 4.5 shows the failure rate of each component based on data released by TI and available

data from the MIL–HDBK–217F handbook [133], [134]. Lastly, a RBD for each module is shown

in Figure 4.7 and 4.8.

Figure 4.5: TPS7233 Low–dropout Voltage Regulator. Adapted from [130]

Figure 4.6: TPS7250 Low–dropout Voltage Regulator
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Table 4.5: Failure rate of LDOs and auxiliary elements. Adapted from [133], [134].

Device λ (failures / h)

TPS7233QP 2.0619 x10−9

TPS7250QP 2.0619 x10−9

Capacitor (ceramic) 9.9 x10−10

Capacitor (tantalum) 4 x10−10

Resistor (carbon) 1.7 x10−9

Figure 4.7: Reliability block diagram of 3.3 V PSM

Figure 4.8: Reliability block diagram of 5.0 V PSM

Note that even when the MIL–HDBK–217F corresponds to a Second Generation Handbook

[122], it is specifically aimed at electrical and semiconductor devices, making it a widely used

source for reliability calculations in electronics. Of course, numerous standards and handbooks

have been available recently for intrinsically critical industries — nuclear being an extensively ico-

nic one —, however, they use a more general view including mechanical elements such as springs

and bearings.

The military handbook used presents two main ways to calculate the part failure rate for elec-

tronic equipment depending on the development stage: Parts Count and Part Stress Analysis. The

first, useful in early stages of the development, makes use of part quantities, quality level and

application environment; the second requires more details about the equipment used and is com-

monly used when the hardware is not only being designed but also when it is being built. The latter

is the method used for obtaining the part failure rate of capacitors and resistors used in this update.

The basic overall failure rates of PSMs using Equations (3.46) and (3.47b) are shown below:

λ33 = λT PS7233 +λcc +λtc +λr (4.1a)

λ50 = λT PS7250 +λcc +λtc + 2λr (4.1b)
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Where:

λ33 Basic overall failure rate of 3.3 V PSM

λ50 Basic overall failure rate of 5.0 V PSM

λcc Failure rate of ceramic capacitor

λtc Failure rate of tantalum capacitor

λr Failure rate of carbon resistor

Finally, the basic reliability of each module, for the specified mission time t defined in Subsection

4.2.1 is shown below:

R33 = e−λ33·t = 99.95% (4.2a)

R50 = e−λ50·t = 99.93% (4.2b)

Where:

R33 Basic reliability of 3.3 V PSM

R50 Basic reliability of 5.0 V PSM

Given the fact that an update is being conducted, part failure rate for capacitors and resistors is

now defined in terms of the following two equations, adding different operational factors including

temperature, environment and quality, among others:

λcap = λbπCπEπQπSRπTπV (4.3)

Where:

λcap Part Failure Rate of Capacitor

λb Base Failure Rate

πC Capacitance Factor

πE Environment Factor

πQ Quality Factor

πSR Series resistance Factor (for tantalum capacitors)

πT Temperature Factor

πV Voltage Stress Factor
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λres = λbπEπPπQπSπT (4.4)

Where:

λres Part Failure Rate of Resistor

λb Base Failure Rate

πE Environment Factor

πP Power Factor

πQ Quality Factor

πS Power Stress Factor

πT Temperature Factor

Used values for the aforementioned factors are briefly discussed in Tables 4.6 and 4.7, which

are self explanatory, with the exception of the definitions of Circuit Resistance (CR), Voltage Stress

(SV ) and Power Stress (SP), explained in the following equations:

CR=
Resistance between capaci tor and power suppl y

Vol tage applied to capaci tor
(4.5)

SV =
Operating vol tage

Rated vol tage
(4.6)

SP =
Actual power dissipation

Rated power
(4.7)

Taking the following values:

CR= 0.06
Ω

V
(4.8)

SV = 0.3394 (4.9)

SP < 0.1 (4.10)

Equations (4.3) and (4.4) revealed that some factors do not apply to every component, however,

it is easier to display their values and applicability in an overall collection, displayed in Table 4.8.
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Table 4.6: Correction factors used for capacitor failure rate

Factor Description
Value (ceramic) Value (tantalum)

(failures / 106 h)

λb Fixed capacitor, general purpose 0.00099 0.00040

πC 0.1 µF (ceramic), 8 µF (tantalum) 0.81 1.6

πE
Ground, mobile. Equipment installed on

wheeled vehicles or manually transported
20

πQ Commercial level 10

πSR Function of CR – 3.3

πT Temperature of operation (50 ◦C) 2.9 1.6

πV Function of SV 1.1 1

Table 4.7: Correction factors used for resistor failure rate

Factor Description
Value

(failures / 106 h)

λb Fixed resistance 0.0017

πE
Ground, mobile. Equipment installed on

wheeled vehicles or manually transported
16

πP Power dissipation 0.17

πQ Commercial level 10

πS Function of SP 0.66

πT Temperature of operation (50 ◦C) 1.8

Table 4.8: Correction factors in failures/106 h for capacitors and resistors

Element λb πC πE πP πQ πS πSR πT πV

Carbon
0.0017 – 16 0.17 10 0.66 – 1.8 –

resistor

Ceramic
0.00099 0.81 20 – 10 – – 2.9 1.1

capacitor

Tantalium
0.0004 1.6 20 – 10 – 3.3 1.6 1

capacitor
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Now that failure rates of capacitors and resistors have been modified through correction factors,

the updated failure rates of PSMs, denoted with an asterisk (∗), are shown below:

λ*
33 = λT PS7233 +λ

*
cc +λ

*
tc +λ

*
r (4.11a)

λ*
50 = λT PS7250 +λ

*
cc +λ

*
tc + 2λ*

r (4.11b)

Thus, the updated reliability is computed:

R*
33 = e−λ

*
33·t = 89.44% (4.12a)

R*
50 = e−λ

*
50·t = 88.79% (4.12b)

4.2.3 Reliability of power supply modules

Figure 4.9 displays a plot of the attained reliability in terms of the number of modules n and

the product λt using Equation (3.48), with up to six elements. Notice that for a fixed value of λt,

spare cold standby modules notably improve the overall reliability of the system. Even when this

process can be extended ad infinitum, the more modules are added, the more expensive it becomes,

with a decrease in the reliability improvement rate.

Figure 4.9: Reliability of cold standby modules for n modules
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Table 4.9: Reliability of PSMs using cold standby redundancy

Number of modules n 3.3 V PSM 5.0 V PSM

1 89.443% 88.792%

2 99.422% 99.347%

3 99.978% 99.974%

Table 4.10: Final reliability of power modules

PSM
Basic

reliability
Corrected
reliability

Cold standby
redundancy reliability

3.3 V 99.95% 89.44% 99.97%

5.0 V 99.93% 88.79% 99.97%

Using the updated failure rates λ*
33 and λ*

50, along with the cold standby techniques discussed,

a new reliability was acquired, reaching up to 99% when three LDOs are used. Table 4.9 displays

the results of each computation using Equation (3.48). Finally, the final results gathered in this

Section can be found in Table 4.10.

4.3 Digital filtering

The relevance of digital filters is remarkable, offering versatility in its employment in numer-

ous applications, as incorporated in Subsection 3.4.2. The main goal of using digital filters in this

platform has to do with their time–domain applications, specifically, smoothing signals.

During early stages of the experimental steam generation unit, the equipment was set up in

a noisy environment, where high voltage wires, pumps and motors were also installed. At that

time preliminary PCBs had been deployed, thus, going backwards to design intermediate stages of

analog filters was not a feasible option. As a result, the examination of digital filters presented in

this section was conducted.

To test the performance of Equations (3.38) and (3.39), a known signal with added random

noise was generated using MATLAB R©, with a maximum of 200 samples. Then, different values

of M were used for both MAFs and applied to the same signal. Figures 4.10 and 4.11 display the

performance of one–sided and symmetric MAFs, respectively.
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Figure 4.10: One–sided Moving Average Filter (a) M = 5, (b) M = 10, (c) M = 20

Figure 4.11: Symmetric Moving Average Filter (a) M = 5, (b) M = 11, (c) M = 21

76



4.4 Implementation of IAPWS–IF97

In previous studies involving the thermodynamic analysis of the FEBC, the Reference Fluid

Thermodynamic and Transport Properties Database (REFPROP), developed by the National In-

stitute of Standards and Technology (NIST) has been extensively used [135]. The advantages

associated with the use of this software are many, however, one of its primary downsides relates

to the cost of purchasing and updating it. Subsequently, given the use of water as a working fluid,

an extensive database like REFPROP — which includes organic and inorganic fluids — exceeds

the requirements of the project.

Fortunately, properties of water have been exhaustively studied and information related to their

mathematical modeling has been available through the years. The International Association for the

Properties of Water and Steam (IAPWS) is a decentralized non-profit organization whose central

objectives deal with the development of formulations for thermodynamic properties of steam and

water and technical counseling for steam power cycles [136].

There are two main formulations for the thermodynamic properties of steam and water pub-

lished by the IAPWS. The first formulation, originally issued in 1995 and known as IAPWS–95,

describes the models for general and scientific use, which, according to the IAPWS itself, is the

most accurate formulation, specially for scientific applications. Even when the use of this publi-

cation is recommended for most uses, as previously mentioned, the IAPWS has a strong interest

in the use of its formulation in the industry, which naturally, has different needs than those of

academia, exchanging accuracy for speed in computation and long-term stability over continuous

updates [137]. The answer to these needs was accomplished in the publication of the IAPWS–IF97

industrial formulation, adopted in 1997.

The relevance of the work conducted by the IAPWS — specially that in relation to the IAPWS–

95 and IAPWS–IF97 formulations — is notorious. Proof of it is the abundant number of printed

steam tables and both commercial and open-source software implementations (including online

calculators, software for pocket calculators and smart phones) of thermodynamic properties of

steam and water using them as a foundation [138].

Additionally, institutions like the NIST, the Ruhr-Universität Bochum (RUB), the Moscow Po-

wer Engineering Institute (MPEI), the Hochschule Zittau/Görlitz University of Applied Sciences

(HSZG), the American Society of Mechanical Engineers (ASME) and Springer-Verlag GmbH have

used these standards [139]–[150].

77



Figure 4.12: P – T diagram describing the regions used in IAPWS–IF97. Adapted from [97].

Unlike IAPWS–IF97, which has five regions and discontinuities between them, the IAPWS–95

formulation is capable of computing thermodynamic properties with the sole use of one region

— the Helmholtz free energy equation. Figure 4.12 shows the five regions in which IAPWS–IF97

divides the thermodynamic specter. Notice that the lower the temperature, the higher is the pres-

sure range, and vice versa. Regions 1, 2, 3 and 5 are defined by a unique fundamental equation —

the specific Gibbs free energy g or the specific Helmholtz free energy a — in terms of two of the

following variables: pressure (P), temperature (T) and density (ρ). Region 4 is defined by either

a saturation-pressure or a saturation-temperature equation, while the boundary between regions

2 and 3 is defined with an equation known as B23.

Formerly discussed, the main purpose of the IAPWS–IF97standard is the calculation of ther-

modynamic properties at high speeds at the cost of simplicity in some of the models. This led to

a new set of equations for regions 1, 2 and 4, known as backwards equations – T (·) for regions 1

and 2, Ts(·) for region 4 – in terms of the following variables: pressure, enthalpy (h) and entropy

(s). According to the IAPWS–IF97 standard, calculations are on average five times faster than the

ones using the old IAPWS–95 standard.

After the theoretical conditions of the FEBC discussed in Subsection 3.2.4 and observing Figure

4.12, one can notice that the thermodynamic properties of interest lie within regions 1 to 4. This

is specially relevant for the algorithm used in the process of finding the thermodynamic properties

of states 7 and 8 in the throttling process.
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4.5 Dimensionless Gibbs free energy equation for Region 1

In Section 3.1.5, a preliminary discussion of the dimensionless Gibbs free energy was conducted.

It can be rewritten numerically in terms of two dimensionless terms known as reduced pressure

and inverse reduced temperature, as follows [97]:

g(P, T )
RT

= γ (π,τ) =
34
∑

i=1

ni(7.1−π)Ii (τ− 1.222)Ji (4.13)

Where:

g Specific free Gibbs energy

P Pressure

R Specific gas constant of water, defined in Equation (3.32)

T Temperature

γ (π,τ) Dimensionless Gibbs free energy

π Reduced pressure

τ Inverse reduced temperature

Reduced pressure and inverse reduced temperature are defined by the equations shown below.

Table 4.11 shows the values for the reducing quantities used in Equations (4.14) and (4.15). Finally,

Table B.1, found in Appendix B, displays the values of coefficients ni and exponents Ii and Ji .

π=
P

P*
(4.14)

τ=
T *

T
(4.15)

Table 4.11: Reducing quantities for Equation (4.13). Adapted from [97].

Reducing quantity Value

P* 16.53 MPa

T * 1386 K
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4.5.1 Enthalpy

As already discussed in Section 3.1.4, every thermodynamic property can be obtained based

on the specific Gibbs free energy (dimensionless or not) as a function of pressure and temperature.

To find the specific enthalpy, recall its definition and dimensionless form, shown below:

h= g(P, T )− T
�

∂ g
∂ T

�

P
(3.31 revisited)

h
RT
= −T







∂

�

G
RT

�

∂ T







P

(3.36b revisited)

Which in terms of Equation (4.13) and its derivative can be written as follows [97]:

h(π,τ)
RT

= τγτ (4.16)

Where:

γτ =
�

∂ γ

∂ τ

�

π
=

34
∑

i=1

ni(7.1−π)Ii Ji(τ− 1.222)Ji−1 (4.17)

4.5.2 Entropy

With regard to the expression of entropy founded on the dimensionless specific Gibbs free

energy for Region 1, let us evoke its definition, revisited below:

s = −
�

∂ g
∂ T

�

P
(3.30 revisited)

Which, in terms of Equation (4.13) can be written in the following manner [97]:

s(π,τ)
R

= τγτ − γ (4.18)

4.5.3 Validation

The IAPWS–IF97 suggests to verify the performance of the generated code using specific input

values provided by the standard itself and comparing the calculated results with the reference ones.

The advice also includes the use of 8-byte real values, equivalent to a 64-bit floating point value.

Given the characteristics of the evaluation board previously discussed in Subsection 4.1.4, a native

32-bit Floating Point Unit (FPU) was used. Tables 4.12 and 4.13 reveal the comparison between

the reference (hI F97, sI F97) and calculated values (hcal , scal) using the EK-TM4C1294XL board.

80



Table 4.12: Specific enthalpy for suggested values of T and P calculated from Equation (4.16)

hI F97

�

kJ
kg

�

hcal

�

kJ
kg

�

Absolute Error

T = 300 K
115.331273 115.3312 0.000073

P = 3 MPa

T = 300 K
184.142828 184.142761 0.000067

P = 80 MPa

T = 500 K
975.542239 975.542236 0.000003

P = 3 MPa

Table 4.13: Specific entropy for suggested values of T and P calculated from Equation (4.18)

sI F97

�

kJ
kg K

�

scal

�

kJ
kg K

�

Absolute Error

T = 300 K
0.392294792 0.392294645 0.000000147

P = 3 MPa

T = 300 K
0.368563852 0.368563712 0.00000014

P = 80 MPa

T = 500 K
2.58041912 2.58041906 0.00000006

P = 3 MPa

4.5.4 Range of validity

Equation (4.13) is valid for the range of pressure and temperature shown in Table 4.14, where:

Psat(T ) Saturation pressure as a function of temperature, defined in Equation (4.29). Region 4,

Subsection 4.7.1.

Table 4.14: Range of validity for dimensionless Gibbs free energy in Region 1. Adapted from [97].

Property Range

P [Psat(T ), 100]MPa

T [273.15,623.15]K
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4.6 Dimensionless Gibbs free energy equation for Region 2

Although the basic equation defining Region 2 is also based on a dimensionless form of the

specific Gibbs free energy, is a modified version of Equation (4.13) in terms of the ideal-gas part

and the residual part, as discussed in Subsection 3.1.6, shown below [97]:

g(P, T )
RT

= γ(π,τ) = γo(π,τ) + γr(π,τ) (4.19)

Where:

γo Ideal-gas part of specific Gibbs free energy

γr Residual part of specific Gibbs free energy

Defined by the following equations:

γo = lnπ+
9
∑

i=1

no
i τ

J o
i (4.20a)

γr =
43
∑

i=1

niπ
Ii (τ− 0.5)Ji (4.20b)

Tables 4.15 show the value of reducing quantities. Values of coefficients no
i and exponents Jo

can be found in Table B.2. Finally, Table B.3 comprises coefficients ni and exponents Ii and Ji .

4.6.1 Enthalpy

As with the discussion conducted in Section 4.5 regarding Equation 4.13, thermodynamic

properties of Region 2 can be gathered after the derivatives of Equation (4.19). Recalling Equation

(3.31), it can be rewritten in terms of the dimensionless Gibbs free energy, as follows:

h= g(P, T )− T
�

∂ g
∂ T

�

P
(3.31 revisited)

h(π,τ)
RT

= τ
�

γo
τ + γ

r
τ

�

(4.21)

Table 4.15: Reducing quantities for Equation (4.19). Adapted from [97].

Reducing quantity Value

P* 1 MPa

T * 540 K
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Where:

γo
τ =

�

∂ γo

∂ τ

�

π
(4.22a)

γr
τ =

�

∂ γr

∂ τ

�

π
(4.22b)

Defined by the following equations:

γo
τ =

9
∑

i=1

no
i J o

i τ
J o

i −1 (4.23a)

γr
τ =

43
∑

i=1

niπ
Ii Ji(τ− 0.5)Ji−1 (4.23b)

4.6.2 Entropy

Similarly to the discussion of Entropy in terms of the dimensionless specific Gibbs free energy

for Region 1 in Subsection 4.5.2, let us revisit the definition of entropy:

s = −
�

∂ g
∂ T

�

P
(3.30 revisited)

Which, in terms of the dimensionless Gibbs free energy for Region 2, can be rewritten in terms

of ideal and residual parts, shown below [97]:

s(π,τ)
R

= τ(γo
τ + γ

r
τ)− (γ

o + γr) (4.24)

4.6.3 Validation

As mentioned in Subsection 4.5.3, validation of computed results using reference values is part

of the IAPWS–IF97. Comparison between reference and calculated values for Region 2 are shown

in Tables 4.16 and 4.17.
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Table 4.16: Specific enthalpy for suggested values of T and P calculated from Equation (4.21)

hI F97

�

kJ
kg

�

hcal

�

kJ
kg

�

Absolute Error

T = 300 K
2549.91145 2549.91162 0.00017

P = 0.0035 MPa

T = 700 K
3335.68375 3335.68359 0.00016

P = 0.0035 MPa

T = 700 K
2631.49474 2631.49414 0.0006

P = 30 MPa

Table 4.17: Specific entropy for suggested values of T and P calculated from Equation (4.24)

sI F97

�

kJ
kg K

�

scal

�

kJ
kg K

�

Absolute Error

T = 300 K
8.52238967 8.52239037 0.0000007

P = 3 MPa

T = 300 K
10.1749996 10.1750002 0.0000006

P = 80 MPa

T = 500 K
5.17540298 5.17540264 0.00000034

P = 3 MPa

4.6.4 Range of validity

Table 4.18 shows the valid range of pressure and temperature of Equation (4.19), where

Psat(T ) Saturation pressure as a function of temperature, defined in Equation (4.29). Region 4,

Subsection 4.7.1.

π(θ ) Equation B23, auxiliary equation for the boundary between Regions 2 and 3.

Table 4.18: Range of validity for dimensionless Gibbs free energy in Region 1. Adapted from [97].

Range Pressure [MPa] Temperature [K]

1 (0, Psat(T )] [273.15, 623.15]
2 (0,π(τ)] (623.15, 863.15]
3 (0,100] (863.15,1073.15]
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Table 4.19: Coefficients for Equation B23 (Equation (4.25). Adapted from [97].

Coefficient Value

n1 3.4805185628969 x102

n2 1.1671859879975

n3 1.0192970039326′, x10−3

Table 4.20: Reducing quantities for Equation B23 (Equation (4.25)). Adapted from [97].

Reducing quantity Value

P* 1 MPa

T * 1 K

Equation B23 is defined below:

π(θ ) = n1 + n2θ + n3θ
2 (4.25)

Where θ , the reduced temperature, is defined by the following equation:

θ =
1
τ

(4.26)

Finally, Tables 4.19 and 4.20 show the values of coefficients n1 to n3 and the reducing quantities

for Equation (4.25).

4.7 Saturation-pressure and Saturation-temperature equations for

Region 4

As declared in Section 4.4, regions 1 to 4 are of special interest because of the thermodynamic

range they cover. Region 4 is a prominent one, describing the saturation line, described by an

implicit quadratic equation in terms of the saturation pressure (Psat) and saturation temperature

(Tsat) [97], as described by the following equation:

β2ϑ2 + n1β
2ϑ+ n2β

2 + n3βϑ
2 + n4βϑ+ n5β + n6ϑ

2 + n7ϑ+ n8 = 0 (4.27)

Where:

β Transformed pressure

ϑ Transformed temperature
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Table 4.21: Values of reducing quantities (Equations 4.28a and 4.28b). Adapted from [97].

Reducing quantity Value

P* 1 MPa

T * 1 K

Defined by the following equations:

β =
� Psat

P*

�

1
4 (4.28a)

ϑ =
Tsat

T *
+

n9
�Tsat

T *

�

− n10

(4.28b)

Table B.4 describe the values used for coefficients n1 to n10. On the other hand, Table 4.21

displays the reducing quantities P* and T *, respectively.

Equation 4.27 can be solved with regard to Psat or Tsat . These solutions are described in the

following subsections.

4.7.1 Saturation–pressure equation

The solution of Equation 4.27 for saturation pressure is the following:

Psat

P*
=

�

2C

−B +
p

B2 − 4AC

�4

(4.29)

Where:

A= ϑ2 + n1ϑ+ n2 (4.30a)

B = n3ϑ
2 + n4ϑ+ n5 (4.30b)

C = n6ϑ
2 + n7ϑ+ n8 (4.30c)
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Table 4.22: Saturation pressures for selected values of T

T [K] PI F97 [MPa] Pcal [MPa] Absolute Error

300 0.00353658941 0.00353658712 0.00000000229

500 2.63889776 2.63889861 0.00000085

600 12.3443146 12.3443089 0.0000057

Table 4.23: Saturation temperatures for selected values of P

P [MPa] TI F97 [K] Tcal [K] Absolute Error

0.1 372.755919 372.7559181 0.000001

1 453.035632 453.035675 0.000018

10 584.149488 584.149719 0.000048

4.7.2 Saturation–temperature equation

The solution of Equation 4.27 for saturation pressure is shown below:

Tsat

T *
=

n10 + D−
q

(n10)
2 − 4(n9 + n10D)

2
(4.31)

Where:

D =
2G

F −
p

F2 − 4EG
(4.32a)

E = β2 + n3β + n6 (4.32b)

F = n1β
2 + n4β + n7 (4.32c)

G = n2β
2 + n5β + n8 (4.32d)

4.7.3 Validation

Following the validation of enthalpy and entropy for Regions 1 and 2, formerly examined in

Subsections 4.5.3 and 4.6.3, reference values (PI F97, TI F97) are compared with the calculated ones

(Pcal , Tcal) for Region 4, shown in Tables 4.22 and 4.23.
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Table 4.24: Range of validity for dimensionless Gibbs free energy in Region 2. Adapted from [97].

Equation Range

Saturation–pressure [273.15, 647.096] K

Saturation–temperature [611.213, 22.064] MPa

4.7.4 Range of validity

Equations (4.29) and (4.31) are valid for the range of pressure and temperature shown in

Table 4.24.

4.8 Throttling process

Figure 4.13 illustrates the orifice-plate/throttle-valve before the separator, where the thermody-

namic properties of interest — both upstream and downstream — are shown. Table 4.25 describes

each property, where an asterisk (*) indicates the properties directly measured.

After the measured properties, it is possible to determine the missing ones following the im-

plementation of the IAPWS–IF97, which will be described in the following subsections. The first

two subsections involve the upstream stage, while the last two analyze the downstream stage. An

auxiliary flowchart of the algorithm, demonstrated in Figure 4.16, is shown in Subsection 4.8.5.

4.8.1 Finding saturation temperature given upstream pressure

Once the initialization of variables is finished and the measured properties previously described

in Section 4.8 are acquired, the first step is finding out if the upstream state is saturated liquid or

not. To attain this result, saturation temperature at upstream pressure (Tsat@Pu), is found using

Equation (4.31), from Region 4. Then, three alternatives will arise:

1. Tu < Tsat@Pu, then upstream state is compressed liquid.

2. Tu = Tsat@Pu, the state is saturated liquid.

3. Tu > Tsat@Pu, then the state is overheated steam

The first two cases discussed in Subsection can be joint (Tu ≤ Tsat@Pu) because overheated

steam is the only state wanted to be discarded.
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Figure 4.13: Thermodynamic properties of interest in orifice plate

Table 4.25: Thermodynamic properties of interest in orifice plate

Upstream properties Downstream properties

hu Specific upstream enthalpy hd Specific downstream enthalpy

su Specific upstream entropy sd Specific downstream entropy

Pu Upstream pressure* Pd Downstream pressure*

Tu Upstream temperature* Td Downstream temperature*

xd Downstream vapor fraction

4.8.2 Finding specific enthalpy and entropy at upstream pressure and temperature

Upstream enthalpy (hu) and entropy (su) can be computed using Equations (4.16) and (4.18)

respectively, both part of Region 1. As per the previous review in Subsection 3.2.3, throttling process

is modeled as an isenthalpic process, therefore, downstream and upstream enthalpy are the same:

hd = hu = h (4.33)

4.8.3 Finding downstream steam fraction

To find downstream steam fraction, preparatory properties must be attained, including the

following:

Tsat@Pd Saturation temperature at downstream pressure

h f @Pu, Tsat Specific enthalpy of saturated liquid at upstream pressure and saturation temperature

hg@Pd , Tsat Specific enthalpy of saturated vapor at upstream pressure and saturation temperature
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Table 4.26: Auxiliary properties for finding downstream steam fraction

Property Equation Region

Tsat@Pd (4.31) 4

h f @Pu, Tsat (4.16) 1

hg@Pd , Tsat (4.21) 2

Table 4.26 displays the equations used for each of the aforementioned properties, including

the regions in which they are located. Notice that Tsat@Pd is necessary to compute the calculation

of h f @Pu, Tsat and hg@Pd , Tsat . Later, calculation of downstream steam fraction xd is directly

calculated using the following expression:

xd =

�

hu − hf

hg − h f

�

· 100 (4.34)

4.8.4 Finding downstream entropy

As the final step, the following two auxiliary properties are calculated:

h f @Pd , Tsat Specific entropy of saturated liquid at upstream pressure and saturation temperature

hg@Pu, Tsat Specific entropy of saturated vapor at upstream pressure and saturation temperature

Equation (4.18), part of Region 1, is used to determine h f @Pd , Tsat ; on the other hand, hg@Pu, Tsat

is found using Equation (4.24), part of Region 2. Finally, downstream entropy is found using the

following expression:

sd = s f +
� x

100

�

(sg − s f ) (4.35)

4.8.5 Software structure and flow

Software developed for the Tiva C Series evaluation board can be divided in 4five modules,

briefly described below:

1. Initialization of variables and software modules

2. Monitoring of pressure and temperature

3. FDI Interrupt Service Rutine (ISR)

4. Computing of thermodynamic properties through IAPWS–IF97 functions

5. Graphical User Interface (GUI)
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Figure 4.14 displays a data flow graph of the overall instrumentation system in its most basic

nature (i.e. omitting redundancy) including Application-specific Integrated Circuitry (ASIC) part

of the pressure sensors. Additionally, Figure 4.15 displays a basic flowchart of the main program

along with the FDI ISR, activating when there is a change of state in the PG outputs, from high to

low.

Figure 4.14: Data flow graph, showing hardware (rectangles) and software (ovals)

Figure 4.15: Data flow of main program and ISR
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Figure 4.16: Flow chart of computation of thermodynamic properties
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4.9 Graphical User Interface

According to the previous review found in Subsection 4.1.5 concerning the software platform

used, Code Composer Studio R© was used given its superior features, free availability and guaran-

teed compatibility with the Tiva C Series platform. Besides the preceding arguments, the utilized

version of the IDE was complemented with GUI Composer, a powerful open–source editor for

creating GUIs, based on a modification of the Maqetta application, run by International Business

Machines (IBM).

The following subsections examine the different sections of the developed GUI for the expe-

rimental setup. Even when processing sample time is shorter, to be able to visualize data in a

comfortable manner, refresh rate of every GUI is fixed to 1 s. Table 4.27 displays the localization

of the sensors used in the experimental steam generation setup; in addition to the known states,

two reference sensors measuring ambient temperature and atmospheric pressure were used.

4.9.1 ADC values

Early phases of the development required an agile interface to test correct wiring of sensors

and acquire preliminary readouts. Figures 4.17 and 4.18 display ADC readouts for pressure and

temperature sensors, respectively. One important feature of the shown plots — and the next ones

in the following subsections — is that the generated data can be exported in CSV format, ready to

be used in MATLAB R© or Microsoft R© Excel, for latter processing.

Table 4.27: Localization of sensors in steam generation experimental setup

Device State Pressure Temperature

Heat exchanger
B Ø Ø
C Ø

Radiator
U Ø
V Ø

Orifice plate
7 Ø Ø
8 Ø Ø

Separator 5 Ø Ø

Reference Ø Ø
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Figure 4.17: ADC values of pressure sensors (simulated values)

Figure 4.18: ADC values of temperature sensors (simulated values)
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4.9.2 Diagnostics

Subsection 4.1.3 dealt with the operation of the fault–tolerant PSMs, generally describing its

additional capabilities of fault detection and isolation. Figure 4.20 shows the diagnostics panel,

displaying the state of the PG and EN signals, as well as an overall online indicator, specifying the

availability of the system. In case of a catastrophic failure or faults in the complete set of LDOs

contained in PSM, this indicator would reveal them.

4.9.3 Main panel

The main panel shown in Figure 4.19 contains two inner tabs in which individual gauges for

each sensor are displayed. In the event of a variable reaching a previously set threshold, a red

indicator would be turned on, alerting the operator.

4.9.4 T – s diagram

One of the essential features of this tab, shown in Figure 4.22, is a T – s diagram where upstream

and downstream states of the orifice plate are shown. Visualization of these states is meant to be

used just as a guide, since the exact downstream steam fraction xd and specific enthalpy hd are

also displayed.

4.9.5 Simultaneous data logging

The last tab of the GUI displays two plots where simultaneous plots for pressure and temperature

are displayed. As already explained in Section 4.9, displayed data can be exported immediately,

providing the opportunity to export data for both variables simultaneously.

4.10 Performance evaluation

Subsection 3.5.6, part of the theoretical framework introduced in Chapter 3 and Subsection

4.1.3, part of this Chapter, stressed the multiple advantages and features of the cold standby redun-

dancy for PSMs and their deployment. This section includes the evaluation of the commutation

process after the introduction of a fault in one of the 3.3 V PSMs.

On the other hand, one way to assess the performance of the generated code is code profiling, a

dynamic tool commonly used by developers to identify specific characteristics of the code, such as

memory usage, time of execution, frequency and duration of function calls [151]. The availability

of this data may be crucial for future improvements or optimization of execution.
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Figure 4.19: Diagnostics panel for standby power modules

Figure 4.20: Panel for pressure readouts (simulated values)
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Figure 4.21: Panel for temperature readouts (simulated values)

Figure 4.22: Online T-s diagram (simulated values)
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Figure 4.23: Pressure and temperature readouts (simulated values)

Figure 4.24: Commutation of cold standby redundant power supplies
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Table 4.28: Execution times for embedded operations at 120 MHz

Operation Number of cycles Time of execution

Overall initialization 1,754,835 14.6 ms

FPU initialization 36 0.3 µs

Data logging 99,162 0.82 ms

IAPWS functions 3,252,806 27.1 ms

4.10.1 Cold-standby redundant module commutation

The test explained in Section 4.10 is illustrated in Figure 4.24. Channel 1 displays the main

LDO, while Channel 2 represents one of the spare cold standby units. It can be noticed that the

time scale is set to 100 ms per division, with an additional zoom of 10x, resulting in a scale of 10

ms per division. Commutation process involving FDI and reconfiguration takes less than 1 ms.

4.10.2 Code profiling

Execution time becomes crucial in software development when a considerable number of

computations are performed in real time. Based on the capabilities of the IDE used, execution

times for the most important operations were computed, shown in Table 4.28.

4.11 Conclusions

Arrangement of the actual instrumentation system was deployed taking special care of mo-

dularity and reproducibility using available commercial components, satisfying the cold standby

redundancy theory. It must be noted that even when a reliability update was deliberated, it serves

as an improvement of a previous analysis, and it does not represent a final or exhaustive analysis

since other elements like connectors, wiring and soldering — not considered — may affect the

overall reliability of each PSM.

When environmental and operational aspects are added to the discussion, offering a more rea-

listic approach, a decrease in the overall reliability is notorious. Once the cold standby redundancy

techniques are applied, the updated reliability even surpasses the original basic reliability, reaching

up to 99% for a 10-year mission period. One downside of the proposed fault-tolerant arrange-

ment is that LDOs part of each PSM rely on the same input voltage before regulation, making it a

common-mode failure. In this dissertation, reliability analysis focused on the reliability of the PSM

regardless of the aforementioned risk.
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On the processing stage, both MAFs demonstrate a superior performance even at lower values

of M , satisfactorily displaying the essential outline of the original signal. Finally, contrary to the

symmetric MAFs, in one-sided MAFs the delay is drastically more evident as the value of M increases.

Also, at higher values of M , the smoothing behavior is enhanced, as expected. One downside of

symmetric MAFs is that, computationally, using recursion, they need two nested for-loops, slowing

down the process.

Computation of thermodynamic properties using the IAPWS–IF97 standard was validated

throughout the entire process using values provided by the formulation itself and the X–steam

MATLAB R© function.

Finally, results of code profiling show that even when the computing is not optimized, execu-

tion times are satisfactory for the requirements of the system. Furthermore, it can be eventually

minimized, moving floating point operations to SRAM as these are processing/power intensive, as

advised by the Code Composer Studio R© Optimizer Assistant.
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Results and discussion

Introduction

As previously mentioned in Subsection 1.2.2 of Chapter 1, one of the most relevant modifi-

cations of the setup, in comparison to previous incarnations of the system, is the replacement

of two gas boilers connected in series for a single electric boiler. While safety and the constant

purchase of gas was a crucial reason for the substitution, the electric boiler allowed members of the

iiDEA R© group to modify it and reach constant temperatures through a control system. Regarding

instrumentation, a temperature sensor part of the aforementioned control system was set at state

C, measuring the outlet temperature of the hot side of the heat exchanger. Finally, both sides of

the heat exchanger were pumped by 120 W Grundfos R© pumps. Figure 3.4 displays a revisited

schematic diagram of the setup.

Figure 3.4: Steam generation experimental unit. Revisited from page 46.
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Procedure

Once the proposed instrumentation system in this dissertation was finished and each subsystem

was thoroughly tested, a series of online tests were performed on the experimental setup. Given the

availability at the time of the experiment, a resistor of 2,000 W was used in the boiler, maintaining

an average steady temperature of 82 ◦C at state C with the pump in the hot side running.

Once the maximum temperature was reached, the pump in the cold side of the heat exchan-

ger was turned on. After completing the stabilization period, a manual throttling valve was used

to change the downstream pressure drop. Figure 4.26 shows the obtained results for both up-

stream/downstream pressure and temperature. Additionally, basic statistical measures (mean x̄

and standard deviation σ) are displayed in Table 4.29.

As already dissected in Subsection 4.3 of Chapter 4, MAFs were used for the purpose of smoo-

thing signals in the time-domain. Figures 4.27 and 4.28 display the filtered pressure data for

different values of M . Likewise, Figures 4.29 and 4.30 show corresponding filtered temperature

data. Delay periods have been omitted to demonstrate the usefulness of the filtered data. In the

same way, statistical measures were obtained for each new set of filtered data, shown in Tables

4.31 and 4.32.

Notice that even when these results display the largest pressure drop acquired during the expe-

riment, steam generation could not be achieved. In previous dissertations [152], which conducted

experiments using the previous heating setup (gas boilers in series), larger pressures and tempe-

ratures were achieved with a 2 mm-diameter orifice plate and a steady temperature of 120 ◦C at

state B, as shown in Table 4.30.

Table 4.29: Raw data analysis

Measure
Pu Pd Tu Td

kPa kPa ◦C ◦C

Mean 148.775 76.987 81.352 80.389

Standard deviation 0.4652 0.4400 0.3681 0.3378

Table 4.30: Historical experimental data from previous setup. Adapted from [152].

Pu Pd Tu Pd

kPa kPa ◦C ◦C

160 100 110 105
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Table 4.31: Summary statistics of Pu and Pd data after MAF

Data
M = 5 M = 11 M = 21

x̄ σ x̄ σ x̄ σ

Pu [kPa] 148.7683 0.2408 148.7644 0.1818 148.7637 0.1411

Pd [kPa] 76.9898 0.2237 76.9930 0.2209 77 0.1116

Table 4.32: Summary statistics of Tu and Td data after MAF

Data
M = 5 M = 11 M = 21

x̄ σ x̄ σ x̄ σ

Tu [
◦C] 81.354 0.2601 81.356 0.2222 81.3587 0.1966

Td [
◦C] 80.3842 0.1874 80.382 0.1812 80.386 0.1234

Figure 4.26: Raw data of pressure and temperature readouts
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Figure 4.27: Filtered Pu data for different values of M . (a) M = 5 (b) M = 11 (c) M = 21

Figure 4.28: Filtered Pd data for different values of M . (a) M = 5 (b) M = 11 (c) M = 21
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Figure 4.29: Filtered Tu data for different values of M . (a) M = 5 (b) M = 11 (c) M = 21

Figure 4.30: Filtered Td data for different values of M . (a) M = 5 (b) M = 11 (c) M = 21
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Table 4.33: Needed downstream pressures for different hypothetical values of steam fraction

Hypothetical steam fraction Downstream pressure

% kPa

1 40

2 31

3 24

4 19

5 14

Taking upstream pressure and temperature data with the largest value of M (Pu = 148.7637

kPa, Tu = 81.3587 ◦C), already presented in Tables 4.31 and 4.32, the resulting enthalpy is the

following:

h= 340.7
kJ
kg

(4.36)

Since the throttling process is isenthalpic, downstream enthalpy remains constant, as previously

reviewed in Subsection 3.2.3, Chapter 3. To attain a flash evaporation process with a hypothetical

steam fraction of 1%, based on the previous conditions, a downstream pressure of 40 kPa should

be achieved. Table 4.33 demonstrate the needed downstream pressures for different hypothetical

values of steam fraction based on the conditions of the experiment (i.e. keeping the values of Pu,

Tu and Td constant).
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Summary and conclusions

Summary

This thesis demonstrated the creation of a fully functional fault-tolerant instrumentation sys-

tem designed to serve a steam generation unit part of an experimental geothermal power cycle

developed by the iiDEA R© group. It covered the foundations of geothermal energy as a way to

stress the potential and usefulness of geothermal energy, outlining the current trends and policies

on the subject. After the review, several topics constituting the needed theoretical framework were

introduced, focusing on the features of the Flash Evaporation Binary Cycle along with thermody-

namic relations, fundamentals of digital signal processing and reliability evaluation. Finally, the

hardware and software platform was exhaustively documented, including an updated reliability

evaluation, an open-source GUI and the implementation of the IAPWS–IF97 formulation.

Conclusions

After the dissertation, several conclusions can be made, compiled below:

1. The development of a fully functional data acquisition system was accomplished, being able

to display and record values of pressure and temperature at five and eight states, respectively.

Additionally, at the throttling valve, upstream/downstream enthalpy and entropy is computed.

Finally, downstream steam fraction is also calculated for the purpose of verifying a flash

evaporation process.

2. A reliability update on the PSMs for a mission time of 10 years — considering environmental

and operational conditions — was conducted, achieving an overall reliability of 99.978% for

the 3.3 V PSM and 99.974% for the 5.0 V PSM.

3. An open-source stand-alone GUI was developed, providing the thermodynamic properties

already discussed, with a sample time of 1 s. At the same time provides diagnostics on the

state of active and cold standby redundant PSMs.
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4. Demonstration of MAFs for smoothing signals was proved using real data acquired during

the experiment in a noisy environment.

5. Due to constrains in the water heating equipment used and modifications in the pipelines

of the experimental setup, steam generation could not be accomplished. For the upstream

pressure and temperature registered at the throttling valve, a downstream pressure of 40

kPa would be needed to accomplish a 1% steam fraction.

Suggested future research

Unfortunately, the Maqetta plattform — in which TI GUI Composer was based on — stopped

its active development in 2013 and ceased offering free hosting for existing projects in 2014

[153], limiting the GUI developed in this dissertation for local platforms. As an alternative, TI

responded in 2016 with a self hosted cloud service in the next version of its software [154], known

as GUI Composer 2.0, which could be used in the future for integrating the system to the cloud.

Lastly, an upgrade of the algorithm could be developed introducing known models for refrigerants,

diversifying the applications of the proposed platform.
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Appendix A

Reliability and screening data

The following documents are provided:

1. Reliability tests results of Current Limiting Diodes (1N5283 – 1N5314 series)

2. Screening conditions of Current Limiting Diodes (1N5283 – 1N5314 series)

3. US Sensor R© RTD aging chart

4. Evaluation testing of Honeywell R© PX2 series pressure transducers
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Reliability Test Results 
 
 

TESTS :       HTRB LIFE PERIOD : ENDING 12/31/07 

FAMILY : Current Limiting Diode, DO35CLD CASE : DO-35 

PART NUMBERS 
INCLUDED 

: 1N5283 – 1N5314 SERIES, CCL0035 – CCL5750 SERIES, 

CCLH080 – CCLH150 SERIES 

TEST CONDITIONS : TA=150°C, VT=25V 

 
 
 

Statistical Data 
 

CONFIDENCE LEVEL : 60% 

ACTIVATION ENERGY : 0.7 eV 

ACCELERATION FACTOR : 270 

FAILURE RATE AT OPER. TEMP. (55°C) : 2.30 FITS 

MTTF : 4.3 x 108 Hours 

 
 
 
             
 
 
 
 

REPORT DATE : February 5, 2008 

PREPARED BY : CG 

APPROVED BY : JR 

 
 
 
 
 

Reliability Engineering Department 

Central Semiconductor Corp. 
 

cc-478C 



 

Reliability Test Results 
 
 
 

TESTS :       ENVIRONMENTAL PERIOD : ENDING 12/31/03 

FAMILY : Current Limiting Diode, DO35CLD CASE : DO-35 

PART NUMBERS 
INCLUDED 

: 1N5283 – 1N5314 SERIES, CCL0035 – CCL5750 SERIES, 

CCLH080 – CCLH150 SERIES 

 
 

NO. TEST ITEM TEST CONDITION FAILURE RATE 

1 HIGH TEMP. TA=150°C, t=1000 HOURS 0/2400 

2 LOW TEMP. TA=-65°C, t=1000 HOURS 0/2400 

3 HUMIDITY TA=85°C, RH=85%, t=1000 HOURS 0/2400 

4  

TEMPERATURE 

CYCLING 

150°C/25°C/-55°C 

15MIN/<1MIN/15MIN 

10 CYCLES 

 

0/2400 

5  

THERMAL 

SHOCK 

LIQUID TO LIQUID 

0°C/100°C 

10 CYCLES 

 

0/2400 

6 PRESSURE 

COOKER 

TA=121°C, p=15 PSIG 

t=168 HOURS 

 

0/2400 

7 SOLDERABILITY T(SOLDER)=245°C, t=5 SEC 0/600 

8 SOLDER DIP TOTAL IMMERSION, 265°C, 10 SEC 0/240 

 
             
 
 

REPORT DATE : February 5, 2008 

PREPARED BY : CG 

APPROVED BY : JR 

 
 
 

Reliability Engineering Department 

Central Semiconductor Corp. 
 

cc-478B 



U.S. Sensor Corp. Aging Chart
Platinum RTD Element (3,850ppm)
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Honeywell Confidential 

Evaluation Testing - Results Summary 
PX2 Ratiometric Output (AA - AD) 

 
1 Scope 
 
This test report summarizes the results of evaluation testing performed on PX2 Pressure Sensor 
listings which are directly related to the Ratiometric Output configuration.  All testing was performed 
by the Honeywell Evaluation Engineering group at Honeywell’s Freeport, Illinois, USA, site. 
 
 
2 Ratiometric Output (AA - AD) Configurations Applicable 
 

Series Connector 
Type 

Port 
Type 

Pressure Range 
(A=Absolute, S=Sealed Gage) 

PX2 

A = Packard Metripak 150 
B = Micro M12 IEC 61076-2 

C = DIN EN 175301-803C 
D = Deutsch DTM04-3P 
E = Cable 1 meter 

 

N1 = NPT 1/4 - 18 
N2 = NPT 1/8 - 27 
S1 = 9/16-18 UNF SAE J1926-3  
S2 = 7/16-20 UNF SAE J1926-3  
F1 = 45° Flare (Schrader) SAE J512 
M1 = M12 X 1.5 ISO 6149-3  
G1 = G1/4 ISO 1179-3 
G2= G1/8 ISO 1179-3 

100P=100 psi       
150P=150 psi     010B= 10 bar   001G=1 MPa  
200P = 200 psi      
250P = 250 psi   016B = 16 bar  1.6 =1.6 MPa 
300P = 300 psi    
                           025B = 25 bar  2.5G =2.5 MPa 
500P = 500 psi 
                           040B = 40 bar  4.0G=4.0 MPa 
600P = 600 psi 
667P = 667 psi   
                           046B = 46 bar   

 
 

3 Test Summary and Conditions 

Three pressure ranges were tested to validate the entire range from 100P to 500P 100PA, 300PA, 500PA 

SAMPLES TESTED: 

All connectors and ports were qualified. 
Some configurations validated by similarity using Current, Regulated electrical outputs. 

The PX2 Ratiometric Output Pressure Transducer samples must successfully pass all specified criteria as defined in the product 
specification. All test samples were characterized in an automated characterization test setup prior to and after every test.  The general 
test summary is tabulated in Table C. 

ACCEPTANCE CRITERIA: 
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The test results are summarized in Tables C1, C2 and C3 below. 
 

TEST 
PERFORMED 

TEST 
CONDITIONS 

QTY 
Tested 

PASS 
(Y/N) 

 
COMMENTS 

TEMPERATURE / 
PRESSURE 
CHARACTERIZATION 

Temperature(s):                                                      25,-40,-20,25,85,125,25°C 
Pressure(s):                                        (2,5,10,15,20,25,50,75,100,50,2 )%FSS 
Supply Voltage:                                                                                5.0 VDC 
Soak time:                                                                                       60 Minutes 

240 Y Full Scale Span (FSS), 
Full scale defined as the 
output of a device with 
maximum operational 

pressure applied. 

SERIAL LEG:  The following tests were performed in series.  The durations are shorter than their stand alone equivalent tests, but the same sample set was 
exposed to multiple environments. 

SUPPLY VOLTAGE 
CHECK 

All test samples were characterized at the minimum, nominal and maximum 
rated supply voltage in an automated characterization test setup. 
Supply Voltage:                                          4.5, 4.75, 5.0, 5.25, and 5.5 VDC 

20 Y  

FULL SCALE DRIFT Test Temperature:                                                     25°C 
Supply Voltage:                                               5.0 VDC  
Sampling Time:                                           10 Minutes 
Pressure:                                                                             Full scale 
Duration:                                            1000 Hours 
Monitoring:                                                                                                 Yes 

20 Y Full scale defined as the 
output of a device with 
maximum operational 
pressure applied. 
Only performed on 
500psi configuration. 

MECHANICAL SHOCK 
MIL-STD-202F 

Method 213B 
Cond. F 

Shock Pulse Profile:                                                                 Half-Sine wave 
Shock Pulse Amplitude:                                                                        100 Gs 
Shock Pulse Duration:                                                               6 Milliseconds 
Shock Pulse per Axis:                                                                                     3 
Number of Axis Tested:                                                                                 6 
Total Number of Shock Pulses:                                                                    18 

20 Y  

VIBRATION – SINE 
SWEEP 

Amplitudes (sine):                                                    20G’s 
Frequency Range:                                            Sweep from 10Hz, 2000, 10Hz 
Axis Tested:                                                            3 
Sweeps per Axis:                                                            3 
Sweep Time:                                            20 Minutes 
Time per Axis:                                                  1 Hour 
Total Time:                                                 3 Hours 

20 Y  

DROP TEST Samples were dropped on a concrete floor from a height of 1 meter. Six 
drops per part were recorded. 

5 Y  

FITTING TORQUE TEST Torque was applied continuously and increased until torque reading reached 
100 ft/lbs.   

5 Y Performed on all port 
configurations. 

WARM UP STABILITY 
(24 HOURS) 

Test Temperature:                                                     25°C 
Supply Voltage:                                5.0 VDC  
Supply Cycle Time:       4 Hrs on; 20 Hrs off, 4 Hrs on; 20 Hrs off, 4 Hrs on  
Sampling Time:                            10 Seconds 
Monitoring:                                      Yes 

20 Y  

NULL DRIFT Test Temperature:                                                     25°C 20 Y Only performed on 
100psi configuration. 
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TEST 
PERFORMED 

TEST 
CONDITIONS 

QTY 
Tested 

PASS 
(Y/N) 

 
COMMENTS 

Supply Voltage:                                5.0 VDC  
Sampling Rate:                              10 Minutes 
Pressure:                           Ambient Pressure (0 PSIG)/Uncontrolled 
Duration:                                              500 Hours 
Monitoring:                                      Yes 

LOW TEMPERATURE 
DRIFT 

Test Temperature:                    -40°C 
Supply Voltage:               5.0 VDC 
Test Duration:          1,000 Hours 
Turn On Dwell:             4 Hours powered/monitored prior Cold Exposure 
Sampling Rate:                                10 Minutes 
Monitoring:                                      Yes 

20 Y Only performed on 
100psi configuration. 

OVER PRESSURE TEST Test Temperature:                                                   25°C 
Pressure:                                        3x FSS @ 100 / 300 psi, 2x FSS @500 psi 
Number of Cycles:                                                          5 

20 Y  

BURST TEST Test Temperature:                                                   25°C 
Pressure:                                        5x FSS @ 100 / 300 psi, 3x FSS @500 psi 
Duration at Each Pressure Range:                                              1 minute 

20 Y Test to fail – all met 
requirements 

REVERSE VOLTAGE 
TEST Apply +12.0VDC ±0.25VDC to DUT, measure output voltage. 

Apply -16.0VDC ±0.1VDC to DUT for 15 minutes and remove. 

Apply +12.0VDC ±0.25VDC to DUT, measure output voltage. 

10 Y  

OVERVOLTAGE 
TEST Apply +12.0VDC ±0.25 VDC to DUT, measure output voltage. 

Apply 30.0VDC ±0.1 VDC to DUT for 15 minutes and remove. 

Apply +12.0VDC ±0.25 VDC to DUT, measure output voltage. 

10 Y  

ELECTROSTATIC 
DISCHARGE (ESD) 
IEC 61000-4-2 

Contact Discharge, +/- 4kV 

Air Discharge, +/- 8kV 

2 Y Criterion B 

IEC RADIATED 
IMMUNITY (RI) 
IEC 61000-4-3 

10 V/m (80-1000 MHz) 

 3 V/m (1.4-2.0 GHz) 

 1 V/m (2.0-2.7 GHz) 

2 Y Criterion A 

FAST TRANSIENT 
BURST 
IEC 61000-4-4 

+/- 1000V 2 Y Criterion B 

IMMUNITY TO 
CONDUCTED 
DISTURBANCES 
IEC 61000-4-6 

3V 2 Y Criterion A 

RADIATED EMISSIONS 
CISPR 11 Group 1, Class A Limits 2 Y  

ISO 11452-2 
RADIATED (ALSE) 
IMMUNITY 

100 V/m (200MHz – 2GHz) 2 Y Compliant 

THERMAL SHOCK 1000 
CYCLES 
(AIR TO AIR) 

Cold Chamber Temperature:                                                   -40°C 
Hot Chamber Temperature:                                                  125°C 
Turn On Dwell:                                               4 hours powered/monitored 
Dwell Time at each Temp. Level:                           30 Minutes 
Transfer Time from Cold to Hot:                         < 5 Seconds 

20 Y  



Honeywell 
Sensing and Control 

 

Project No. 109905 

Page 4 of 6 

 

TEST 
PERFORMED 

TEST 
CONDITIONS 

QTY 
Tested 

PASS 
(Y/N) 

 
COMMENTS 

Total Time for Cold-Hot Cycle:                                 1 Hour 
Total Number of Cold-Hot Cycles:                        1,000 Cycles 
Sampling Rate:                             10 Minutes 
Power Supply:                                5.0 VDC 
Monitoring:                                                                                                 Yes 

HIGH TEMPERATURE / 
HUMIDITY WITH BIAS 
(1000 HOURS) 

Temperature:                                      85°C 
Humidity:                               85% R.H. 
Total Number of Hours:                          1,000 Hours 
Supply Voltage:                                5.0 VDC 
Pressure:                                                        Null 
Sampling Rate:                             10 minutes 
Monitoring:                                                                                                 Yes 

20 Y  

PRESSURE 
/TEMPERATURE 
CYCLING 
(4 MILLION CYCLES) 

Total Pressure Cycles:                               4 Million 
Pressure Cycling Range:                           0 to 2x FSS 
Pressure Cycle Rate:                                      5 Hz 
Test medium:                                      Mobil DTE 25 
Temperature Cycling Range:                                    -40°C to 125°C  
Total Length:                                  10 days 

20 Y Performed on all port 
configurations. 

OVER PRESSURE  
CYCLING 
(10 MILLION CYCLES) 

Temperature:                                      25°C 
Total Pressure Cycles:                             10 Million 
Pressure Applied:                            0 to 2x FSS 
Monitored:                                          No 
Duty Cycle:                                       50% 
Frequency:                                        5Hz 

20 Y  

BURN-IN MAX 
TEMPERATURE / 
VOLTAGE 

Test Temperature:                                  125°C 
Supply Voltage:                              5.5 VDC 
Test Duration:                            500 Hours 
Sampling Rate:                             10 minutes 
Monitoring:                                                                                                 Yes 

20 Y  

SERIAL LEG:  The following tests were performed in series.  The durations are shorter than their stand alone equivalent tests, but the same sample set was 
exposed to multiple environments. 

THERMAL SHOCK 
100 CYCLES 

(AIR TO AIR) 

Cold Chamber Temperature:                                                   -40°C 
Hot Chamber Temperature:                                                  125°C 
Dwell Time at each Temp. Level:                           30 Minutes 
Transfer Time from Cold to Hot:                         < 5 Seconds 
Total Time for Cold-Hot Cycle:                                 1 Hour 
Total Number of Cold-Hot Cycles:                           100 Cycles 

20 Y  

HUMIDITY HEAT 
CYCLING 

(168 CYCLES) 

The test samples were subjected to the temperature and humidity sequence 
stated below: 
1) Pre-condition samples at a chamber temperature of 50°C for 24 hours. 
2) Raise chamber temperature to 80°C and  relative humidity to 92.5% in 2 hours. 
3) Soak at these levels for 6 hours. 
4) Lower chamber temperature to 35°C and  relative humidity to 85% in 16 hours. 
5) The above steps constitutes one 24-hour cycle.  Repeat the cycle 7 times for a 

168 hour 7 day test. 

20 Y  
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TEST 
PERFORMED 

TEST 
CONDITIONS 

QTY 
Tested 

PASS 
(Y/N) 

 
COMMENTS 

VIBRATION – SINE 
SWEEP 

Amplitudes (sine):                                                    20G’s 
Frequency Range:                                            Sweep from 10Hz, 2000, 10Hz 
Axis Tested:                                                            3 
Sweeps per Axis:                                                            3 
Sweep Time:                                            20 Minutes 
Time per Axis:                                                  1 Hour 
Total Time:                                                 3 Hours 

20 Y  

SUBMERSION 
(5 DUNKS 125°C TO 0°C) 

Sample Soak Temperature:                                   125°C 
Temperature Soak Duration:                            30 Minutes 
Submersion Depth:                               Connector 76mm below water surface 
Submersion Time:                             30 Minutes 
Water Temperature:                             0°C – 4°C  
Total Number of Cycles:                                5 Cycles 

20 Y  

CONNECTOR 
STRENGTH TEST 

The sample was mounted to mounting plate. A connector was plugged into 
the test sample and the mounting plate was secured in a vise. A 10 pound 
weight was attached to connector wires (bundled together) and suspended 
from them for 1 minute in a parallel direction to the sample housing and 1 
minute in a perpendicular direction to the sample housing. 

20 Y  

SERIAL LEG:  The following tests were performed in series.  The durations are shorter than their stand alone equivalent tests, but the same sample set was 
exposed to multiple environments. 

HIGH TEMPERATURE / 
HUMIDITY WITH BIAS 

(168 HOURS) 

Temperature:                                      85°C 
Humidity:                               85% R.H. 
Total Number of Hours:                             168 Hours 
Supply Voltage:                                5.0 VDC 
Pressure:                                                        Null 

20 Y  

THERMAL SHOCK 
200 CYCLES 

(AIR TO AIR) 

Cold Chamber Temperature:                                                   -40°C 
Hot Chamber Temperature:                                                  125°C 
Dwell Time at each Temp. Level:                           30 Minutes 
Transfer Time from Cold to Hot:                         < 5 Seconds 
Total Time for Cold-Hot Cycle:                                 1 Hour 
Total Number of Cold-Hot Cycles:                           200 Cycles 

20 Y  

OVER PRESSURE  
CYCLING 

(1 MILLION CYCLES) 

Temperature:                                      25°C 
Total Pressure Cycles:                               1 Million 
Pressure Applied:                            0 to 2x FSS 
Monitored:                                          No 
Duty Cycle:                                       50% 
Frequency:                                        5Hz 

20 Y  

Table C1 Durability 
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TEST 
PERFORMED 

TEST 
CONDITIONS 

QTY 
Tested 

PASS 
(Y/N) 

 
COMMENTS 

IP69K HIGH PRESSURE 
WASHDOWN 

Temperature:                                80 ± 5°C   
Equipment:                  Washdown Tester  
Water Pressure:                       1160-1450 PSI 
Flow Rate:            190 ± 5 gallons / hour 
Angle:                     90°, 60°, 30°, 0° 
Distance:                                          100-150 mm 
Spray Duration:                            30 Seconds 
Spray Frequency:                            60 Seconds 
Number of cycles:                                        5 Per Sample 
Basket Rotation Speed:                               3.3 RPM 

5 Y Applicable for Deutsch and 
Cable Harness connectors 

IP67 SUBMERSION TEST Submersion Depth:            1 Meter (3.281 feet) 
Test Duration:            30 Minutes 

5 Y Applicable for Deutsch, 
Cable Harness, Packard, 
DIN and M12 connectors 

IP6x DUST TEST Agitate Duration:                            10 Seconds 
Agitate Interval:                            20 Seconds 
Exposure Time:                                  8 Hours 
Amount of Dust:    6Kg/m3 ± 5% Coarse Dust 

5 Y Applicable for all 
connector options 

SALT FOG TEST The test samples were subjected to the Salt Fog test in accordance with 
ASTM B 117-95 Standard Practice for Operating Salt Spray (Fog) 
Apparatus. 
The test samples were positioned to insure uniform exposure to the salt 
spray.  The samples were exposed to the salt fog continuously for 96 hours.  
The salt solution percentage was 5 % and the temperature of the exposure 
zone was 35°C.  The compressed air supply to the nozzles in the chamber 
was maintained to be between 12 and 15 psi.  The samples were so 
positioned in the chamber so that there was no condensed salt solution 
falling on them.  At the end of the exposure period, the test samples were 
washed in running water not warmer than 38°C and then immediately dried. 

5 Y Applicable for all 
connector options 

Table C2 Environmental 
 
 

TEST 
PERFORMED 

TEST 
CONDITIONS 

QTY 
Tested 

PASS 
(Y/N) 

 
COMMENTS 

MEDIA TESTING per 
Non-Standard Chemical 
Exposure based on 
Modified ASHRAE 97 
Specification 

Samples of each adhesive were mounted onto a stainless steel manifold.  The 
manifolds were filled with the challenge chemical and placed into ovens at the 
requested temperature condition. 

Engine Oil 10W30       125C                               18 days 
Exposure Chemical     Exposure Temperature   Duration 

Brake Fluid DOT3       125C                               18 days 
Tap Water                      90C                               18 days 
R134A Refrigerant        90C                               18 days 

20 Y  

Table C3 Media 
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Appendix B

Auxiliary data for IAPWS–IF97

B.1 Reference constants of IAPWS–IF97

In Section 3.1.5, the value of the specific gas constant of water R was first introduced. This

section deals with supplementary key parameters used by the IAPWS–IF97 standard to establish

the different fundamental equations of each region.

B.1.1 Critical parameters of water

Pc = 22.064 M Pa (B.1a)

Tc = 647.096 K (B.1b)

ρc = 322
kg

m3 (B.1c)

Where:

Pc Critical pressure

Tc Critical temperature

ρc Critical density

B.1.2 Conditions at the triple point

P t = 611.657 Pa (B.2a)

T t = 273.16 K (B.2b)

132



Where:

P t Pressure of the triple point

T t Temperature of the triple point

B.1.3 Critical parameters of water

Pc = 22.064 M Pa (B.3a)

Tc = 647.096 K (B.3b)

ρc = 322
kg

m3 (B.3c)

Where:

Pc Critical pressure

Tc Critical temperature

ρc Critical density

B.1.4 Saturated liquid properties of water at the triple point

ht
sat = 0.611783

J
kg

(B.4a)

st
sat = 0

kJ
kg K

(B.4b)

ut
sat = 0

kJ
kg

(B.4c)

Where:

ht
sat Specific enthalpy of saturated liquid at the triple point

st
sat Specific internal entropy of saturated liquid at the triple point

ut
sat Specific internal energy of saturated liquid at the triple point
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B.2 Coefficients for Region 1

Table B.1: Coefficients ni and exponents Ii and Ji for Equation (4.13). Adapted from [97].

i Ii Ji ni i Ii Ji ni

1 0 -2 1.4632971213167 x10−1 18 2 3 −4.4141845330846 x10−6

2 0 -1 −8.4548187169114 x10−1 19 2 17 −7.2694996297594 x10−16

3 0 0 −3.756360367204 20 3 -4 −3.1679644845054 x10−5

4 0 1 3.3855169168385 21 3 0 −2.8270797985312 x10−6

5 0 2 −9.5791963387872 x10−1 22 3 6 −8.5205128120103 x10−10

6 0 3 1.5772038513228 x10−1 23 4 -5 −2.2425281908 x10−6

7 0 4 −1.6616417199501 x10−2 24 4 -2 −6.5171222895601 x10−7

8 0 5 8.1214629983568 x10−4 25 4 10 −1.4341729937924 x10−13

9 1 -9 2.8319080123804 x10−4 26 5 -8 −4.0516996860117 x10−07

10 1 -7 −6.0706301565874 x10−4 27 8 -11 −1.2734301741641 x10−09

11 1 -1 −1.8990068218419 x10−2 28 8 -6 −1.7424871230634 x10−10

12 1 0 −3.2529748770505 x10−2 29 21 -29 −6.8762131295531 x10−19

13 1 1 −2.1841717175414 x10−2 30 23 -31 1.4478307828521 x10−20

14 1 3 −5.283835796993 x10−5 31 29 -38 2.6335781662795 x10−23

15 2 -3 −4.7184321073267 x10−4 32 30 -39 −1.1947622640071 x10−23

16 2 0 −3.0001780793026 x10−4 33 31 -40 1.8228094581404 x10−24

17 2 1 4.7661393906987 x10−5 34 32 -41 −9.3537087292458 x10−26

B.3 Coefficients for Region 2

Table B.2: Values of coefficients no
i and exponents Jo

i for Equation (4.19). Adapted from [97].

i Jo
i no

i i Jo
i no

i

1 0 −9.6927686500217 6 -2 1.4240819171444

2 1 1.0086655968018 x101 7 -1 −4.383951131945

3 -5 −5.608791128302 x10−3 8 2 −2.8408632460772 x10−1

4 -4 7.1452738081455 x10−2 9 3 2.1268463753307 x10−2

5 -3 −4.0710498223928 x10−1

134



Table B.3: Values of coefficients ni and exponents Ii and Ji for Equation (4.19). Adapted from
[97].

i Ii Ji ni i Ii Ji ni

1 1 0 −1.7731742473213 x10−3 23 7 0 −5.905956432427 x10−18

2 1 1 −1.7834862292358 x10−2 24 7 11 −1.2621808899101 x10−6

3 1 2 −4.5996013696365 x10−2 25 7 25 −3.8946842435739 x10−2

4 1 3 −5.7581259083432 x10−2 26 8 8 1.1256211360459 x10−11

5 1 6 −5.032527872793 x10−2 27 8 36 −8.2311340897998 x100

6 2 1 −3.3032641670203 x10−5 28 9 13 1.9809712802088 x10−8

7 2 2 −1.8948987516315 x10−4 29 10 4 1.0406965210174 x10−19

8 2 4 −3.9392777243355 x10−3 30 10 10 −1.0234747095929 x10−13

9 2 7 −4.3797295650573 x10−2 31 10 14 −1.0018179379511 x10−9

10 2 36 −2.6674547914087 x10−5 32 16 29 −8.0882908646985 x10−11

11 3 0 2.0481737692309 x10−8 33 16 50 1.0693031879409 x10−1

12 3 1 4.3870667284435 x10−7 34 18 57 −3.3662250574171 x10−1

13 3 3 −3.227767723857 x10−5 35 20 20 8.9185845355421 x10−25

14 3 6 −1.5033924542148 x10−3 36 20 35 3.0629316876232 x10−13

15 3 35 −4.0668253562649 x10−2 37 20 48 −4.2002467698208 x10−6

16 4 1 −7.8847309559367 x10−10 38 21 21 −5.9056029685639 x10−26

17 4 2 1.2790717852285 x10−8 39 22 53 3.7826947613457 x10−6

18 4 3 4.8225372718507 x10−7 40 23 39 −1.2768608934681 x10−15

19 5 7 2.2922076337661 x10−6 41 24 26 7.3087610595061 x10−29

20 6 3 −1.6714766451061 x10−11 42 24 40 5.5414715350778 x10−17

21 6 16 −2.1171472321355 x10−3 43 24 58 −9.436970724121 x10−7

22 6 35 −2.3895741934104 x101
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B.4 Coefficients for Region 4

Table B.4: Coefficients for saturation equations in Region 4 (Equations 4.27, 4.28a and 4.28b).
Adapted from [97].

Coefficient Value

n1 1167.0521452767

n2 −724213.16703206

n3 −17.073846940092

n4 12020.82470247

n5 −3232555.0322333

n6 14.91510861353

n7 −4823.2657361591

n8 405113.40542057

n9 −0.23855557567849

n10 650.17534844798
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