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FACULTAD DE INGENIERIA U.N.A.M.
DIVISION DE EDUCACION CONTINUA

CENTRO DE INFORMACION Y DOCUMENTACION
“ ING. BRUNO MASCANZONI

Ei Centro de Informacién y Documentacioén Ing. Bruno Mascanzoni tiene por

objetivo satisfacer [as necesidades de actualizacién y proporcionar una
adecuada informacion que permita a los ingenieros, profesores y alumnos estar
al tanto del estado actual del conocimiento sobre temas especificos, enfatizando
las investigaciones de vanguardia de los campos de la ingenieria, tanto
nacionales como extranjeras.
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Es por ello que se;p&ﬁii‘a}disposicién de los asistentes a los cursos de la DECFI,
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asi como del publico-en: general los siguientes servicios:
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: ta}a los.ban bancos de datos: librunam, L%‘.erllﬁglm en cd-rom.
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.. Libros:

L Pub[icacionels periddicas:
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Publicaciones de Ia Academia Mexicana de Ingenieria.
+ Notas de los cursos que se han impartido de 1988 a la fecha.

En las areas de ingenieria industrial, civil, electronica, ciencias de la tierra,
computacién y, mecanica y eléctrica.

El CID se encuentra ubicado en el mezzanine del Palacio de Mineria, lado
oriente.

El horario de servicio es de 10:00 a 14:30 y 16:00 a 17:30 de lunes a viernes.

Palacio de Mineria Calle de Tacuba Primer piso Deleg. Cuauhtémoc 06000 Mexico, D.F. APDO. Postal M-2285

Telefonos: 5128955 5125121 521-7335  521-1987 Fax 5100573  521-4020 AL 26
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FACULTAD DE INGENIERIA U.N.A.M
DIVISION DE EDUCACION CONTINUA

A LOS ASISTENTES A LOS CURSOS

Las autoridades de la Facultad de Ingenieria, por conducto del jefe de la

Division de Educacién Continua, otorgan una constancia de asistencia a

quienes cumplan con los requisitos establecidos para cada curso.

El control de asistencia se llevara a cabo a través de la persona que le entregd
[as notas. Las inasistencias seran computadas por las autoridades de la
Divisién, con el fin de entregarle constancia solamente a los alumnos que

tengan un minimo de 80% de asistencias.

Pedimos a los asistentes recoger su constancia el dia de la clausura. Estas se
retendran por el perlodo de un aiio, pasado este tlempo la DECFI no se hara
responsable de este documento. . - B '
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Se recomienda a Ios asustent‘esmpartlclp-r m:.t-l:ra;ﬁenta con sus ideas y
experiencias, pues los cursos que ofrece la Dwusnon estan planeados para que
los profesores expongan una tesus peroxf?fa:e tocio para:l“‘ t\;l{:}tjoordmen las
opiniones de todos los mteresados, constltuvendo verdaderos seminarios.
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Es muy importante que todos los asistentes Ilenen y entreguen su hoja de

inscripcién al inicio del curso, informacién que servira para mtegrar un

directorio de asistentes, que se entregara oportunamente.

Con el objeto de mejorar los servicios que la Divisién de Educacién Continua
ofrece, al final del curso "deberan entregar la evaluacion a través de un

cuestionario disefiado para emitir juicios andnimos.

Se recomienda lienar dicha evaluacién conforme los profesores impartan sus
clases, a efecto de no llenar en [a iltima sesién las evaluaciones y con esto

sean mas fehacientes sus apreciaciones.

Atentamente
Division de Educacion Continua.

Palacio de Mineria ' Calle de Tacuba & Primer piso Detleg. Cuauhtémoc 06000 México, D.F. APDO. Postal M-2285
Teléfonos: 5128955  612-6121  521.7335  521-1987 Fax 5100573  521-4020 AL 26
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ALACIO MINERIA

GUIA DE LOCALIZACION
1. ACCESO
2. BIBLIOTECA HISTORICA
= ' b 3. LIBRERiA UNAM
3 % 4. CENTRO DE INFORMACION Y DOCUMENTACION
§ ks "ING. BRUNO MASCANZONI"
2 g 5. PROGRAMA DE APOYO A LA TITULACION
g 5 6. OFICINAS GENERALES
§ 7. ENTREGA DE MATERIAL Y CONTROL DE ASISTENCIA
8. SALA DE DESCANSO
. g SANITARIOS
s 1 e 1 | | * Auas
‘ CLE TACUBA
lIer. PISO
DIVISION DE EDUCACION CONTINUA DIVISION DE EQUCACIEN CONTINUA

FACULTAD DE INGENIERIA U.N.A.M.
CURSOS ABIERTOS




CALLE FILOMENQ MATA
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DIVISION DE EDUCAGION-CONTINUA et o Cpmeacs comtumun
A FACULTAD DE INGENIERIA, UNAM ' ¥
Ol CURSOS ABIERTOS

CURSO: CCO070 Redes de Alto Desemperio: Fast y Giga Ethernet, FDDI-1I, "Switching®...
FECHA: 23 al 27 de octubre del 2000

EVALUACION DEL PERSONAL DOCENTE

(ESCALA DE EVALUACION 12100

COMFERZNIIZTS DOMINIO [USO DE ATUDAS |COMUNICATZION [P LT UALIDAD
DEL TEMAAUDIOVISUALES |CON EL ASISTENTE !

Ing.Sadal 'S. Ragena Cisneros

Promedio

EVALUACION DE LA ENSENANZA

CONCE®TC ICaLlE

ORGANIZACION ¥ DESARROLLO DL CURSC

GRADGC D= PROFUNDIDAD DEL CURSOC

ACTUALIZATION DEL CURSO |

APLICACION PRACTICA DEL CURSC [ . Pramedic

EVALUACION DEL CURSO

CONCEFTC fCALIF

CUMPLIMIENTO DE LOS OBJETIVOSE DEL CURST

CONTINUIDAD EN LOS TEMAS

CALIDAD DEL MLTERIAL DIDACTICO UTILIZADRT Promedic

Ewvaluacién total del curso Continga...2



1. i Le agrado su estancia en la Divisién de Educacién Continua?

‘ Si |

Siindica que "NO" diga porque:

NO

2. Medio a traves del cual se enterd del curso:

Pernodice La Jornada

Folleto anual

Folleto del curso

Gaceta UNAM

Rewvistas técnicas

Otro medio (Indique cual)

3. ;Qué cambios sugerrria al curso para mejorario?

4. (Recomendaria el curso a otra(s) persona(s) ?

I —

5., Qué cursos sugiere que mparta ta Division de Educacion Continua?

NO

€. Otras sugerencias’
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FACULTAD DE INGENIERIA U.N.A_M.
DIVISION DE EDUCACION CONTINUA

DIPLOMADO EN REDES DE COMPUTADORAS

Y TELECOMUNICACIONES

HODULO IV

REDES DE ALTO DESEMPERO: _
FAST Y GIGA ETHERNET, FDDI-II, "SWITCHING",

ATM Y FRAME RELAY

OCTUBRE DEL 2000

qi—

Palacio ae Mingna  Calle de Tacuba 5 Primer oiso - DEIeg. Cuauhtemoc 06000 Meéxico D 7 7 APDO, Postal M-ZéBS
Teletancst 512-8955  512-512° 521-7335 52%1.1987 Fax 5:0-0573 35°2.5:2¢ 522020 AL 26



Diplomado en Redes de Computadoras(LAN, WAN y GAN} Modulo iV

DIVISION DE EDUCACION CONTINUA DE
LA FACULTAD DE INGENIERIA

DIPLOMADO EN REDES DE
COMPUTADORAS (LAN, WANy GAN)

Redes de Alio Desampefio
FAST y GIGA ETHERNET, FDDHI,
AIMyFRAME

Coord. Acadexmco Ing. Satll S. Magafia Clsneros




Diplomado en Redes de Computadoras(L AN, WAN y GAN) Modulo IV

DIPLOMADO EN REDES DE
COMPUTADORAS (LAN, WANY GAN):

REDES DE ALTO DESEMPENQ: FAST y GIGA
ETHERNET FDDIIL SWITCHING ATMy
FRAMERELAY

Presentacion

Coord. Académico: Ing, Sadl S. Magafia Cisneros
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Recks de Alto Desempeid: FAST y GIGA
ETHERNET, FODI-IT, "SWITAHING', ATMY
FRAME RELAY
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1.- FAST ETHERNET y GIGA
ETHERNET

Introduccién

Caracteristicas de 100BaseT
Estandares y Normalizacién
Tipos de cableado
Caracteristicas de los dispositivos
Fast-Ethernet

Caracteristicas de los dispositivos
GIGA-Ethemet

Redes Conmutadas

Alternativas de implementacion

2.- FDDI, FODI It

Iintraduccion

Fibras opticas

Backbcnes

Antecedentes de FDDI y FDDI-H
Caracteristicas

Funcionamiento

Dispositivos

Normalizacion

3.- SWITCHES

Introduccion

Caracteristicas

Tecnologias Store and Forward y
Cut-Through

Switches ATM y Switches Ethernet

4.-ATM

introduccion

Componentes

Servicios

Estructura de la celda

Modelo B-ISDN

Niveles de adaptacion,
convergencia y fisico
Aplicaciones y casos de estudio
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5.- FRAME RELAY

Tecnologias antecesoras
Terminologia y funcionamiento
Estructura de frame
Administracion de la congestion
Técnicas de reduccion de trafico
Interfaces de administracién local
Estandares .
Aplicaciones y casos de estudio

6.- APLICACIONES

Redes Virtuaies

Redes Multimedia

Video Conferencia
Integracion total de Redes;
LAN=MAN=WAN=GAN
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Redes de Alto Dessivpeio: FAST y GIIEA
ETHERNET, FODI-IT, "SWITGHING', ATRY
FRAME RELAY

PRESENTACION

La constante evolucion en las
tecnologias de las redes de computo,
las comunicaciones y las
telecomunicaciones ha temdo como
objetivo  central incrementar su
rendimiento, esto es crear REDES DE
ALTO DESEMPENO para poder
satisfacer las nuevas necesidades de
los usuarios: Transmision de grandes
volumenes de informacion, de datos,
de voz, de video a altas velocidades
y cubriendo grandes distancias,
permitiendo que el que hacer del
hombre en este campo, cada dia
acorte el tiempo, mejore la seguridad
en sus aplicaciones e incremente su
preductividad.

Las nuevas redes de alto rendimiento
seran conformadas por enlaces locales
basados en Fast y Giga Ethernet o
FDDI-Il, las comunicaciones entre
redes estaran sustentadas en los
servicios de Cell Relay que derivan en
la tecnologia ATM vy los enlaces
remotos soportados por Freme-Relay,
todo integrado en poderosos switches
de niveles 2 y 3. Estas tecnologias de
vanguardia, el dia de hoy nos permiten
alcanzar velocidades de transmision
de 622 mbps y "backplanes” de 4Gbps
y su desempefic se seguird
incrementando

La marcada evolucion en la tecnologia
de las Redes a ido acompafiada de un
alto desarrollo en los medios
comunicacion como hoy lo son los
enlaces basados en fibras dpticas y
cables telefénicos de altas velocidades
como FTP y UTP niveles 6 y 7 ademas
de los servicios ofrecidos por las
compafiias telefénicas como ISDN “y
B-ISDN los cuales nos ofrecen
integracion de mdltiples servicios (voz,
datos, imagen y sonido) gracias a
sus amplios anchos de banda
Combinando ambas nnovaciones,
surgen fuertemente a partir de 1995,
las REDES DE ALTQO DESEMPENO
gue definen a las Redes de cuarta
generacion.

Las REDES DE ALTO DESEMPENO
con sus elementos de comunicacion,
implican una serie de tecnologias y
arquitectura modemas y avanzadas,
que generan la necesidad del
conocimiente y dominio de las mismas,
y esto es imperante. Se requiere por lo
tanto, de especialistas y ejecutivos

bien capacitados y bien informados
respectivamente, para un soporte
técnico y toma de decisiones
adecuados en este profundo vy
apasionante campo de las Redes.
Conscientes esta necesidad,
ofrecemos este curso como un modulo
mas del Diplomado, y/fo como una
oportunidad de actualizacion, tratando
de Iog\rar los siguientes

OBJETIVOS

Introducir a los participantes en las
tecnologias de los Servicios
Integrados.de Redes Digitales de
Banda Ancha (B-ISDN) y dar a
conocer los nuevos estandares de
las tecnologias de redes de alto
desempefio

Que el paricipante conozca los
antecedentes y conceptos de las
tecnologias Fast y Giga Ethernet,
FDDI-Il, "SWITCHING", CELL
RELAY, ATM y FRAME RELAY
para poder aplicarlc ‘para la toma
de decisiones o la implantacién de

estas tecnologias, segun Ilas
condiciones del mercado
mexicano.

A QUIEN VA DIRIGIDO

A todos aquellos profesionales y
profesionistas que por sus
necesidades laborales, estén
involucrados con las Redes de
Computo y requieran actualizarse
en las Redes de Alto Desempefio,
y a los Ejecutivos que necesiten
bases técnicas en su
responsabilidad de toma de
decisiones.

REQUISITOS

Los participantes que estén
sustentando el diplomado haber
cursado al menos los modulos i y
I

Para los participantes que tomen este
modulo como un curso abierto; es
necesario tener un buen nivel en
microcomputacion y conocimientos
avanzados en redes de computadoras
y comunicaciones



Nuevas Tecnologias
de redes de

COMPUTAdORAS

Netes: | -

o

elclciciciclelelelelclclclelel el el

doldddddddcddddddelefclcl

Eciciciciciciciciciciciciciciciciciciciciclciciclch clcl el el

S daddddddd daaddddadd dal e el el el el




x DESARROLLO "DE LA -
TECNOLOGIA DE REDES

LAN'S Virtuales

LAN’S de Alto
Desempeiio

INTERNET

LAN'S
Switches

LAN'S Routers

LAN'S Bridges

LAN'S

1980 1985
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Redes de alto
desempeno

* FDDI, FDDI - I REDES VIRTUAL

« FAST ETHERNET @ | ‘TUALES

« TECNOLOGIA « REDES MULTIMEDIA

SWITCHING VIDEOCONFERENCIAS

« ATM

* FRAME RELAY

« B - ISND

" REDES
LAN = MAN = WAN = GAN
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

p—

COMUNICACION DIGITAL

= BANDA BASE

5 BANDA ANCHA
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

—

BANDA BASE

Caracteristicas:

2 Un solo canal

& Bajo costo

E Se modula y demodula la sefal

E Utilizada por los estandares actuales
de REDES locales
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TECNOLOGIAS ENSISTEMAS DE BANDA ANCHA

———— e —————

| — — — ey
— ——

BANDA ANCHA

Caracteristicas:

E Varios Canales Paralelos .

E Multiplexaje por Frecuencia
2 —>Un canal de Transmision
E -<an Canal de Recepcion |
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TECNOLOGIASEN SISTEMAS DE BANDA ANCHA

SERVICIOS CONMUTADOQS DE ALTA VELOCIDAD

Alta Velocidad:
E ISDN Integrated Service Digital Network

E B-ISDN Broadband-Integrated Service Digital Network
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

ISDN

Acceso a los servicios de telecomunicaciones sin ISDN
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TECNOLOGIASEN SISTEMAS DE BANDA ANCHA

|ISDN
Acceso a los servicios de telecomunicaciones con ISDN
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

ISDN

Acceso Basico

dolddddddddddeddddeddd

ol dadddddaadddddadeddd del el el el el
NoOtass

elcicleicielelelcieicielcleleiciele

PRPRFRERRAPRPERFRREREAEEEPEREREE PR

1-8



TECNQOLOGIASEN SISTEMAS DE BANDA ANCHA

| sy 1

- ISDN

Acceso Primario
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TECNOLOGIAS ENSISTEMAS DE BANDA ANCHA

S —1.
1

ISDN Velocidades

Canal Velocidad de Transmision Asociado A
B 64 Kbps ISDN
D 16 Kbps y 64 Kbps ISDN
E 64 Kbps . \ ISDN
HO 384 Kbps = 6B . BISDN
H11 1536 kbps = 24B BISDN
H12 1920 Kbps = 30B ‘ BISDN
H4 120 a 140 Kbps BISDN

Ejemplo: Canal 23B+D = 23X64 Kbps + 64 Kbps
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TECNOLOGIAS ENSISTEMAS DE BANDA ANCHA

INTRODUCCION

LAN'S de Alto
DESARROLLO DE LA Desempefio

:E:ZL—ﬂx,ﬂ—fff/-\f“-ls | WremeT |

LAN’'S
Switches

1980 1985 17990 1995 1996
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA .

Redes de alto desempeiio
* FDDI, FDDI- I , . REDES VIRTUALES
e FAST ETHERNET
= TECNOLOGIA SWITCHING @. REDES MULTIMEDIA
« ATM VIDEOCONFERENCIAS
* FRAME RELAY
* B -ISDN

REDES
LAN = MAN = WAN = GAN
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

| — o |

B-ISDN. Estandares

E En 1988 se establece la recomendacion 1.121 del CCITT.

E En 1990 el grupo de estudio XVIIl aprueba 13 recomendaciones basicas,
entre ellas:

“B Aspectos generales de B-ISDN

“8 Servicios especificos de Red

v3 Caracteristicas fundamentales de ATM

“3 Aplicaciones ATM

“3 Qperacién y mantenimiento de los accesos a B-ISDN

E A partir de 1992, se han generado nuevas recomendaciones y grupos de
estudio, entre ellas la 1.113 de vocabulario y términos.
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

A nivel mundial

CCITT Comité Consultivo Internacional de Telegrafia y Telefonia
ISO - Internacional Standards QOrganization
En Europa
CEPT European Conference of Posts and Telecommunications
Administrations
ETSI European Telecommunications Standards Institute

En Estados Unidos

ANSI American National Standard Institute
ElA Electronic Industries Association
BELLCORE Bell Communications Research
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

| m— e |
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B-ISDN.- INTRODUCCION

Disefiada para soportar conmutacion de acuerdo a la
demanda y conexiones en banda ancha tanto permanentes
como semipermanentes para las aplicaciones punto-a-punto y
punto-a-multipunto.

Soporta servicios de conmutacion de circuitos y de conmutacion
de paquetes, aplicaciones “single media”, “mixed-media” y
“multimedia”.
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

—

BISDN .- CARACTERISTICAS

Conexiones conmutadas por demanda en Banda Ancha
E Permanentes
£ Semipermanentes

Aplicaciones
E Punto a punto

E Punto a multipunto
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

BISDN .- CARACTERISTICAS

Modos de Conmutacion

E Paquetes
& Circuitos

Naturaleza de Servicios

2 “Connection - oriented”
8 “Connectionless”

Configuraciones

B Unidireccionales
2 Bidireccionales
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

b

BISDN. Caracteristicas
Trafico

E Velocidad constante CBR
(Constant Bit Rate)

“% Sin negociacidn de velocidad

E Velocidad variable VBR
(Variable Bit Rate)

“% Con negociacién de velocidad
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

 s—

BISDN CARACTERISITCAS

2 Conmutacion por demanda
2 Conexiones permanentes y semimermanentes

Y3 Punto a Punto
“f Punto a multipunto

E Conmutacion de paquetes y conmutacion de circuitos

“§ Single media

% Mexed media

“3 Multimedia

‘% “Conection less” y “Conection-oriented”
“3 VBR y CBR
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

ISDN.- TERMINOLOGIA:

E Grupos Funcionales.

2 Puntos de referencia.
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

—

ISDN.- TERMINOLOGIA:

Grupos Funcionales.

% Terminadores de Red 1 (NT1).
Funciones equivalentes a las del nivel 1
del modelo de referencia OSI.

“3 Teminadores de Red 2 (NT2)
Funciones equivalentes a las de los niveles
1, 2 y 3 del modelo OSl.

Y3 Equipo Terminal (TE)
Teléfonos digitales, Equipos terminales de
datos y estaciones de trabajo que integran
voz y datos.
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

ISDN.- TERMINOLOGIA:

Grupos Funcionales.

‘8 Equipo terminal tipo 2 (TE2)
Equipo terminal con interfaces no-ISDN
“% Adaptador terminal (TA)
Grupo funcional que incluye las funciones para
conectar equipo TE2 dentro de ISDN.
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

—

ISDN.- TERMINOLOGIA:

Puntos de Referencia:
R: Interface funcional entre un grupo TE2 y un TA.
T: Interface entre el equipo NT2y el NT1.

S: Interface entre equipos de usuario como pueden ser
los TA o los TE1 y el equipo NT2.

U: Interface del lado de la red del equipo NT1.

c

NotasH
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

 s—

=
—

ISDN.- TERMINOLOGIA:

Central Office §
]
&
:

-+ Reference point TA: Terminal Adaptor
TE: Terminal Equipment
NT : Network Termination

] Funcional group
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

ISDN.- EQUIPO

Canales de Acceso:

Y% Canal B: 64Kbps para voz, datos en conmutacion
de circuitos. o datos en conmutacién de paquetes
(B= bearer “portadora”)

“3 Canal D: 16 6 64Kbps para sefalizacién, control o
informacion del cliente en paquetes (D=delta).

Y& Canal H; 384Kbps (H0), 1,536Mbps (H11) 6 1,920 Mbps (H12)
para teleconferencias, datos en alta velocidad o audio de
alta calidad.
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

ISDN.- EQUIPO

UNI: User Network Interface

“i Basic Rate Access (o BRI basic rate interface).
Interface de usuario que provee 2 canales B y un canal D
(2B+D).

“%& Primary Rate Access (o PRI primary rate interface)
Interface de usuario que provee 23 canales B y un canal D
(23B+D).

“& Para canales H se prevee que en el futuro se utlice una
interface de red tipo H+D.
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Diplomado en Redes de Computadoras(LAN, WAN y GAN) Modulo IV

DIPLOMADO EN REDES DE
COMPUTADORAS (LAN, WANY GAN)

REDES DE ALTO DESEMPENO: FAST y GIGA
ETHERNET FDDII, SWITCHING, ATMy
FRAMFRELAY

Fost Ethernet v Giga Fthemet



Fast Ethernet

REQUERIMENTOS DE ALTA VELOCIDAD Y SOLUCIONES PROPUESTAS.

Dia con dia, cada vez mas usuarios de PC’s se agregan a las redes. Al final de 1994 solo el 40%
de las PC ‘s en el mundo estaban conectadas en redes. Al mismo tiempo, |a tecnologia estaba
logrando avances significativos como el lanzamiento comercial de el INTEL PENTIUM vy
tecnologias como POWER PC, tecnologias de sistemas de almacenamiento en disco duro
avanzadas que decrementaban los costos, con el objeto de dar potencia a aplicaciones de redes
basadas en PC’s de proposito critico, aplicaciones que hasta recientemente han sido posibles solo
en un mamframe,

La capacidad de las PC's ha crecido en forma expenencial, al igual que las aplicaciones que
corren en éstas, por lo que las tecnologias para conectar las PC’s entre si, empiezan a ser un
factor determinante en ta funcionalidad de las redes locales.

Aunqgue no todos los usuarios requieren una red con capacidad de 100 mbps. muchas aplicaciones
"lan-intensive” ya empujan los 10 mbps existentes y pueden beneficiarse con la tecnologia actual
de 100 mbps

Surgieron aplicaciones de datos intensivos come multimedia, trabajo en grupo y bases de datos
cliente-servidor, que pronto haran de los 100mbps parte critica de la mayoria de las Lan’s.

Asi mismo, como los servidores de red son ahora mas poderosos, han sido reubicados de
conexiones locales a centrales de datos, donde necesitan conexiones de alta velocidad a 100
mbps al "backbone” para proporcionar capacidad centralizada al costo 6ptimo.

¢Que tecnologia estd mejor situada dentro del crecimientc de los requerimientos de alta
velocidad de las redes de hoy?




La respuesta depende del usuario y de las necesidades de la red. FAST ETHERNET es una
excelente alternativa por las siguientes razones:

ventajas de Fast Ethernet
¢ Alto rendimiento.
¢ Tecnologia basada en estandares.

¢ Migracion a costo aceptable con maximo aprovechamiento del equipo ya
existente { infraestructura de cableado, sistemas de administracion de red
etc...)

¢ Soporte de los principales vendedores en todas las areas de productos de red,
0 Costo 6ptimo.

&, Alto rendimiento.

Una de las mejores razones para cambiar a fast ethernet para grupos de trabajo, es la
disponibilidad de manejo de ambas demandas agregadas, de una red multiusuario y el excesivo
trafico ocasionado por el alto desempeiio de las PC's y las sofisticadas apllcacmnes empleadas.
Fast Ethernet es la solucion 6ptima para grupos de trabajo.

& Tecnologia basada en estandares.

Fast Ethernet esta disefiada para ser la evolucién mas directa y simple de ethernet 10 base-T, la
clave de su simplicidad es que fast ethernet usa csma/cd definido en et media access control.

El 100 base-T es una version escalada del (M.A.C.), usado en ethernet convencional, sblo que
mas rapido, es la misma tecnologia robusta, confiable y econémica usada por 40 millones de
usuarios hasta hoy, 1o que es mas, la misma compatibilidad entre 10 base-T y 100 base-T permite
la facil migracién a conexiones de alta velocidad sin cambiar el cableado, depurando técnicas de
administracion de red y mas.

Adicionalmente, ambas tecnologias ofrecen ambientes comparides con conexiones ethernet
compartidas o conmutadas permitiendo 10 0 100 mbps a todas |las estaciones conectadas al hub,
esto es ideal para grupos de trabajo de tamafo mediano con incrementos de demanda de ancho
de banda ocasionales, ethernet compartido delibera el ancho de banda a un costo muy bajo.

Ambientes conmutados proveen el maximo ancho de banda para cada puerto conmutado del hub.
Para grupos de trabajo grandes con demanda agregada que excede los 100 mbps, ethernet
conmutado es {a mejor solucion.

L Costo efectivo de migracion.

Como el protocolo natural de 10 base-T, virtualmente no cambia en fast ethernet, éste puede ser
introducido facilmente en ambientes de ethernet estandar. la migracién es simple y econdomica en
muchaos aspectos importantes,
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0 Las especificaciones de el cableado para red 100 base-T permiten a fast
ethernet correr en la mayoria de cableados comunes en etherpet, incluso
categorias 3,4 y 5 de utp, stp vy fibra dptica.

¢ Experiencia administrativa. 105 administradores pueden relevar en ambientes
100 base-T con herramientas de analisis de red familiares.

¢ La administracion informatica se traduce facilmente de ethernet a 10MBPS a
redes fast ethemet lo que significa recapacitacion minima del personai de
administracion y mantenimiento de la red.

Software de administracion. Las redes fast ethernet pueden ser administradas con un protocolo
simple como smnp.

Soporte de software. El software de aplicacién y manejo de redes no cambia en redes 100 base-T.

Migracion flexible. Adaptadores autosensibles de velocidad dual pueden correr a 10 & 100 mbps
en el medio existente, al igual que los concentradores con 10 100 mbps permiten el cambio
dependiendo de la transmision que se esté realizando

% Soporte de los principales fabricantes.

Fast ethernet es soportado por mas de 60 fabricantes importantes, incluyendo empresas lider en
adaptadores, conmutadores, estaciones de trabajo y empresas de semiconducteres como 3Com,
SMC, Intel, Sun Microsystems y Synoptics que empezaron a comercializar productos
interoperables a fines de 1994.

Estas empresas son miembros de la Fast Ethernet Alliance (FEA), un consorcio cuyo objetivo es
acelerar la tecnologia fast ethernet a través de la Norma 802.3 del IEEE. Ademas la FEA
establecié procedimientos de prueba y esténdares para asegurar la interoperabilidad para los
fabricantes de productos 100 Base-T.

% Valor 6ptimo.

Como |a estandarizacion progresa rapidamente y los productos estaran disponibles por una gran
variedad de fabricantes, el precio/desempefio de fast ethernet estara regido por la competitividad
de las tecnologias de alta velocidad.

Al principio, {05 precios de fast ethernet superaban 10 veces el desempefio por menos de !a mitad

dei costo por conexion. Ahora los precios estan casi a la par de la tecnologia de 10 Base-T y aun
tienen las ventajas sobre otras tecnologias no ethernet.

G La tecnologia tras fast ethernet.




Fast ethernet es una extension del estandar existente 802.3 del IEEE, la nueva tecnologia usa el
mismo control (Media Access Control), de 802.3 conectado a través de otro control (Media
Independient Interface), a otros tres controles de nivel fisico, la especificacion de M.I1, es similar
a la AUl de 10 mbps y proporciona una sola interface que puede soportar transceivers externcs
con alguna de tas especificaciones 100 Base-T.

100 base-T soporta tres especificaciones: 100 baseTx, 100 base T4 y 100 base Fx, el estandar
100 base-T, también define una interface para concentrador universal y una interface de manejo.

£n el disefio del MAC para 100 base-T, el IEEE reduce el tiempo de transmision de cada bit, del
MAC de 10 mbps de csma/cd multiplicado por un factor de 10 proporcionando turbo velocidad al
paquete. Desde que el MAC estd especificado de manera independiente de la velocidad, la
funcionalidad en el formato del paquete no cambia, la longitud, el control de errores y la
informacion de manejo son idénticos a 10 Base-T.

U Alternativas de cableado.
¢ 100 base-T soporta 3 especificaciones fisicas

¢ 100 Base Tx: Cable UTP o STP de un par trenzado eia 568 o categoria 5 para
datos. .

¢ 100 Base' T4: Cable UTP de 4 pares trenzados para voz y datos calegoria 3,
405,

-—

¢ 100 Base Fx: sistema estandar de 2 fibras dpticas.

i
‘.:-

-----

10 Base-T virtual, permitiendoc a 105 usuarios conservar Ia mfraestructura de cableado mientras™
emigran a fast ethernet.

lL.as especificaciones 100 base Tx y 100 Base T4, juntas cubren todas las especificaciones de
cableado que existen para redes 10 Base-T, las especificaciones fast ethernet pueden ser
mezciadas e interconectadas a un hub como lo hacen las especificaciones 10 Base-T.

100 Base Tx estd basado en la especificacion PMD (Physical Media Dependent), desarrollada por
el ansi x319.5, éste combina el MAC escalado con los mismos chips del transceiver y el PHY
desarroliados para FDDI y CDDI. Como estos chips estan disponibtes y el estandar de sefalizacion
esta completo, 100 Base-T ofrece una solucton de tecnologia aprobada y basada en estandares y
soporta ambientes de cableado 10 Base-T.

100 Base-T permite transmision a través de cable UTP 5 instalado virtualmente en las redes
nuevas.

100 Base T4 es una tecnologia de sefal desarrollada por 3Com y otros miembros de Fast Ethernet
Alljance para manejar las necesidades de cableado UTP 3 instalado en la mayocria de las antigiias
redes basadas en 10 Base-T, esta tecnologia permite a 100 Base-T correr sobre cableados UTP 3,
4 6 S permitiendo a las redes con cableado UTP 5 moverse a la tecnologia de 100 Base-T sin
tener que recablear,




100 Base FX es una especificacién para fibra, ideal para grandes distancias o BackBones o
ambientes sujetos a interferencia electrica.

% Auto-Negociacién 10 / 100 MBPS

Para facilitar la migracion de 10 a 100 MBPS el estandar 100 Base-T, incluye un sensor
automatico de velocidad, esta funcion opcional permite transmitir a 10 0 100 MBPS con
comunicacion automatica dispenible en ambos casoes.

Auto-Negociacién es usado en adaptadores 10 / 100 MBPS este proceso se da fuera de banda sin
interposicién de sefal, para comenzar, una estacidn 100 Base-T advierte sus capacidades
enviando un barrido de puisos de prueba para verificar la integridad del enlace llamados FAST
LINK PULSE, generados automaticamente al encender el equipo.

Si la estacion receptora es un hub con capacidad 10 Base-T Gnicamente, el segmento cperara a
10 MBPS, pero si el hub soporta 100 Base-T, este sera censado por el FLP y usara el algoritmo de
auto-negociacion para determinar la mayor velocidad posible en el segmento, y enviar FLP's al
adaptador para poner ambos dispositivos en modo 100 Base-T.

El cambio ocurre automaticamente sin intervencién manual o de sofiware, (una RED o un

segmento de RED puede ser forzado a operar a 10 MBPS a través de un manejo de mayor
jerarquia, aunque éste sea capaz de trabajar a 100 MBPS, si asi se desea.)

% REGLAS DE TOPOLOGIA.

Fast Ethernet preserva la longitud critica de 100 metros para cable UTP, como resultade del MAC
escalado de |a interface Ethernet.

Otras reglas topolbgicas de 100 MBPS son diferentes de las reglas Ethernet.

La figura 3 ilustra la clave de las reglas topolégicas 10 Base-T y muestra ejemplos de como éstas
permiten la interconexion en gran escala.

L.a maxima distancia en cable UTP es 100 metros igual que en 10 Base-T.
¢ En UTP se permiten maximo 2 concentradores y una distancia total de 205
mts.,

¢ En topologias con un solo repetidor un segmento de fibra optica de hasta 225
metros, puede conectarse a un backbone colapsado.

¢ Conexiones MAC to MAC, Switch to Switch, o End Station to Switch, se usan
segmentos de hasta 450 mts., de fibra 6ptica bajo 100 Base FX.
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¢ Para distancias muy largas una version comptetamente duplex de100 Base
FX puede ser usada para conectar dos dispositivos a mas de 2 KM de
distancia.

Al principio, estas reglas topoiégicas pudieron parecer restrictivas , pero ahora en las redes con
backbone, que usan fibra éptica , concentradores y/o ruteadores o puentes, Fast Ethernet puede
ser facilmente implementado en redes de gran escala ¢ corporativas,

% ETAPAS DE MIGRACION.

La migracidn hacia fast ethernet esta determinada en etapas, permitiendo al Administrador de la
RED emugrar fast ethernet cuando y donde lo necesite.

Agqui tenemos una secuencia tipica.

¢ Determine el tipo de cableado instalado, si este es categoria 5, se usan
adaptadores100 Base TX, tas categorias 3 0 4 requieren adaptadores 100
Base-T4 -

0 Instale adaptadores de velocidad dual 10 /100 MBPS en PC’s nuevas; para
prepararse ala migracién de la nueva tecnologia, las PC’s deben estar
configuradas con adaptadores de velocidad dual, entonces podran
soportar ethernet compartido, ethernet conmutado, fast ethernet y adn fast
ethernet conmutado.

¢ Instale concentradores 100 Base-T conforme el numero de PC's se
incremente, o conforme el trafico de la RED empiece a crecer, comience {a
migracién con hubs de velocidad dual, use un puente 10/ 100 MBPS para
nodos gue trabajen aan con 10 Base-T.

0 Instale hubs conmutados 10/ 100 MBPS para las PC's que ya existen en la
RED, para usarse con las PC’s que no requieren tanta velocidad de
comunicacion, que ademas, necesitan conectarse a backbones o servidores a
alta velocidad, el unico cambic requerido en las conexiones ethernet 10 Base-
T compartido a los puertos conmutados 10 /100 MBPS.

¢ Extienda 100 Base-T a los backbones. Conecle los grupos de trabajo y
servidores a un backbone de alta velocidad, un puente o un ruteador con
capacidad fast ethernet.




Diplomado en Redes de Computadoras(LAN, WAN v GAN) Modulo IV

DIPLOMADO EN REDES DE \
COMPUTADORAS (LAN, WANY GAN)

REDES DE ALTO DESEMPENO: FAST y GIGA
ETHERNET FDDI-I, SWITCHING, ATM y
FRAMERELAY

FDDL FDDI -
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FDDI

Fiber Distributed Data interface

Red anillo Token-Passing 100 Mb/s con redundancia.
(ANSI-X3T9)

Anille ~rincipal = Conexion Punto a Punto entre
nodos para transmisién de datos
Anillo secundario = Transmisidn de datosjrespaldo
del anillo principal en caso de
falla
FDD! proveé comunicaciones par conmutacidn de
paquetes y transmision de datos en tiempo real.
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'FDDI

# FDDI emplea una codificacién 4B!. tasa de transmisién a
100 Mb/-125 Mhz 802%¢ de eficiencia en el ancho de banda

# ETHERNET Y TOKEN-RING emplea una codificacién
Manchester

» Tasa de transmision - ETHERNET: 10Mbis-20 Mhz
-TOKEN-RING 16Mbis-32 Mhz

902 DE EFICIENCIA EN EL ANCHO DE BANDA

el ddddddddddddddddddddadddd dd el
NotasH

cldolcloleld el dlddedd ededcd

elelelcieicieielcelcieicielelelel e

clciciciciclcicicicicicliciciocidud oo o ocicicls



elofclolododoldeloiaioialoaoticialdadaielal

- =~
FDDI

FDDI: VS TOKEN - RING 16 MB/S |
* Reloj distribuide recuperacién { Monitor Activo

de errores

* Doble anillo { Anillo Sencillo

* Rotacion del . { Sistema de reservacion
" TOKEN" por prioridad

* Uso de Fibra Optica  { Uso de Par Trenzado/Fibra Optica
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FDDI

TOKEN-PASSING ofrece una transmision de datos mas eficiente.

ya que conforme aumenta el trafico se requiere un mayor ancho

de banda. TRT 85 %.

CSMAJCD Resulta mas eficiente cuando se utiliza un menor

ancho de banda.
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FDDI

* FDDI Ofrece hasta 1000 conexiones fisicas (600 Estaciones) y
una distancia total de 200 Km. de extremo a extremo.

* LLa distancia maxima entre nodos activos es la de 2 Km
* Fibras Opticas empleadas:

A) Fibra tipo unimodo. con gran ancho de banda {(GHz) |
y largas distancias (20-30 Km)

B) Fibra tipo multimodo. Fibras con nucleo 50-62.5
Micras y Medianas distancias (10-20 Km.) a 1300
nanometros.
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FDDI

CONSIDERACIONES

Manejo

SMT (Interface SNMP)
Estadistica de las estaciones reset. Soparte para

deshabilitar.

@KMJ 80 @

El control es critico para las Redes de gran tamafio y
capacidad. ’
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FDDI: BACKBONES TOPOLOGIAS ‘

Lh — ——
| FDDI1 Concentrador
FDDI Concentrador

t iBM

i =%
Bridge/Router FDD! Concentrador —

C—
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FDDI

ESTACIONES

Tipo Clase A: Se conecta directamente al anillo doble

Tipo Clase B: Se conectan al concentrador  puertos mditiples
en Red estrella o Estaciones »n posibilidad de
conexidn sencilla. Los concentradores pueden ser
conectados en cascada.
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USANDO HOSTS CON FDDI
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= FIBRAS OPTICAS

Hasta hace cerca de una década, las comunicaciones fueron realizadas a través de medios como
cable coaxial o cable telefonico, Desde hace algunos afios y ahora mas fuerte que nunca se
introduce un nuevo medio de comunicacién: las fibras opticas.

El uso de la luz como un medio de comunicacién no es nuevo. El fuego fué usado como sefal de
comunicacion en los amaneceres de la historia humana. La clave Morse fue utilizada
particularmente en comunicaciones de una embarcacién a otra usando espejos para reflejar la luz
y transmitir sefiales.

En 1860 Alejandro Graham Bell demostrd la transmision de voz usando espejos.

Estos vibraban debido a las ondas sonoras generadas por la voz, de manera que la luz reflejada
por los espejos era modufada por el sonido. La luz medulada en el receptor era enfocada en una
lamina de Selenio, la resistencia de la lamina y su respectiva corriente variaba con los cambios de
intensidad de la luz incidente. Esta corriente se aplicaba a un dispositivo parecido a un altavoz
moderno.

Todos estos métodos dependian del medio ambiente y solo cubrian distancias pequefias y para
aplicaciones visuales en linea directa, en 1960 con la invencion del laser, e! interés por la
comunicaciéon luminosa tomo fuerza, aunque, contando con el laser, ios métodos de comunicacion
por fuz al aire libre seguian dependiendo del ambiente y limitados en alcance.

El primer intento para transmitir a larga distancia a través de fibra de vidrio fue realizado en 1966,
pero las excesivas impurezas de la fibra de vidrio generaban grandes pérdidas de energia de la
luz que viajaba a través de ésta. La transmision seguia limitada en distancia, ademas de gue el
tamano de los lasers con gue se contaba en aquel tiempo hacian muy dificil el acoplamiento de la
energia lumingsa en las fibras de manera eficiente.

Con el desarrollo dei diodo laser, del diodo LED, y mas tarde la introduccion de alta pureza, llegé
la era de la comunicacion por fibra: transmisidn a largas distancias sin la necesidad de reamplificar
la sefal.

La historia del desarrollo de la tecnolegia de fibra optica se centra en aplicaciones de
comunicacién y desarrollo e investigacidn gubermamental, los avances mas significativos se
iograron recientemente en la década de los 70's y los 80’s, aunque la teoria general de la
propagacion de la luz se desarrolld a lo largo de muchos afos de investigaciones intentos y
fracasos.

Una fibra 6ptica es una delgada varilla transparente hecha de vidrio o piastico puro, a través del
cual la luz puede praopagarse con una pérdida de séfial muy baja, la estructura de una fipra dptica
moderna consiste en el tubo de vidrio delgado recubierto por otro material con distintas




caracteristicas opticas, éste evita que la seflal que viaja a través de Ia fibra 6ptica se refracte
fuera de la misma ocasionando pérdidas en la sefial.

El uso de fibra optica para transmitir sefiales de comunicacion tiene muchas ventajas importantes
sobre tos medios de comunicacidn convencionales:

¢ La baja pérdida en |a energia de la sednal.

¢ La baja tasa de distorsion en los pulsos de la sefial transmitida

¢ El ancho de banda es mucho mayor que en UTP o coaxial.

N\
¢ No es susceptible de ruido o interferencia eléctrica o electromagnética.
¢ Es muy segura, no es posible “robarse” la sefal de |a fibra 6ptica.

¢ Soporta ambientes hostiles, contaminacién, salinidad, humedad o radiacién.
Es inmune.

0 No existe'una conexién eléctrica entre receptor y transmisor. -
¢ El costo de 13 fibra éptica es casi €l mismo que el de!l cable coaxial.
¢ Las velocidades de transmision son muy altas.

Recientes desarrollos han permitide fibras dpticas con 0.2 dB de atenuacion por kilometro, ademas:
de los desarrolios de equipos para trabajar con fibra optica con capacidad de operacion de hasta 1
Ghz y mas de 3000 canales de comunicacién individuales.

Las fibras dpticas se clasifican en dos tipos: unimodo y muitimodo.
Llamadas asi por el namero de modos de propagacion de la longitud de onda de operacidn

Q‘) Fibra multimodo

Es un tipo de fibra en la cual hay mas de un modo de propagacién de sefal. Van desde las que
tienen dos modos hasta cientos de modos de propagacion. Las aplicaciones tipicas de estas fibras
son la telecomunicacion con anchos de banda de 1 a 2 Ghz, cableado de inmuebles, con anchos
de banda de 500 a 1000 Mhz y enlaces donde la potencia y el ancho de banda son necesarios,
generaimente 50 a 100 Mhz son suficientes.

% Fibra unimodo

La fibra unimodo es fabricada con 10s mismos materiales y bajo l1os mismos procesos que las
fibras multimodo, la diferencia es el tamano del centro de la fibra que es mas pequeno ¥y la
cantidad de impurezas que es diferente a la fibra multimodo, hace la diferencia de caracteristicas
de operacién.




Las siguientes tablas ofrecen un panorama general de caracteristicas

%, Dimensiones

Fibra dptica Tipo

diametro del nacleo

diametro def revestimiento

longitud de onda

{micras) (micras) (Nanometros)
unimodo 8.10 125 1300.1500
muitimodo 50 125 850,1300

%, cuadro comparativo de atenuacion.

Medio de comunicacion Tipo Longitud de onda Atenuacion (dB/Km.)

0 Frecuencia
COAXIAL 100 Mhz 61
Fibra Optica Multimodo 850 Nm 2.4-3.2
Fibra Optica Multimodo 300 Nm 1.0-15
Fibra Qptica Unimodo 1300 Nm menor a 0.5
Fibra Qptica Unimodo 1300 Nm menor a 0.25
U Distancias maximas cubiertas por un segmento de linea de comunicacion
Medio de comunicacién Tipo Distancia maxima sin repetidor (Mts)

(Rango dinamico tipico 35 dB)

COAXIAL 570
Fibra dptica Multimodo a 850 Nm 10, 000
Fibra éptica Multimodo a 1300 Nm 20, 000
Fibra 6ptica Unimodo a 1300 Nm 50, 000
Fibra dptica Unimodo a 1550 Nm 120, 000

ASPECTO DE LA FIBRA OPTICA




existe una gran variedad de presentaciones para fibras oplicas dependiendo de las aplicaciones.
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CABLE DE FIBRA OPTICA PARA ESTRUCTURA X

TUBO DE FIBRA OPTICA DE USO INDUSTRIAL

% CONECTORES DE FIBRA OPTICA.

Son dispositivos de unidn, que realizan la funcién de acoplamiento entre dos fibras opticas o en tos
extremos de éstas, permitiendo un facil manejo, instalacion y mantemimiento de la fibra optica.




Los parametros que definen la calidad de un conector para un sistema de transmisién dado sen los
siguientes:

Peérdida por insercion.

Facilidad para su ensamble y montaje.

Estabilidad al ambiente.

Confiabilidad.

Insercién de perturbaciones al sistema.

o o o o o o

Costo.

Aunque normalmente es imposibie optimizar todos los parametros, la eleccion de un conector es ei
resultado de un balance de necesidades especificas, debe tenerse el cuidado no solo de
seleccionar el conector adecuado, sino que tambien debe ponerse especiai atencion en el
momento del manejo y ensambie de los conectares.

E FDDI

La nuevas tecnologias de interconexion de redes tienden al use de la fibra dptica, ccomo medio de
comunicacion, tiene una capacidad de transmision de datos y de seguridad muy aitas. Las fibras
Opticas pueden soportar transmisiones de varios cientos de Mbps. Los cableados por medio de
fibra optica pueden soportar grandes distancias sin necesidad de repetidores, ademas de ser un
medio inmune a la interferencia electromagnética.

Los costos de conexion con fibra Optica son tipicamente altos, pero podemos esperar que estos
precios bajen significativamente en los proximos afios.

Ya existen en el mercado, proveedores quée cuentan con tas tarjetas necesarias para poder realizar
conexiones con fibra optica para las topologias Ethernet y Token Ring.

Muchas companfias estan optando por la fibra dptica por diversas razones, entre ellas esta la
velocidad de transmision de la que es capaz. Por ejemplo, FDDI' soporta velocidades de
transmisién de hasta 100 Mbits por segundo. En comparacién con Ethernet que transmite a 10
Mbits por segundo ¢ Token Ring que transmite a 4 0 16 Mbits por segundo.

E! comité 802.6 de la IEEE ha adoptado estdndares para redes de area metropolitana, y el
American National Standars Institute ha desarroliado los estandares FDDi y FDDI-1! .

Ademas, la fibra optica tiende a ser mas segura que el cableado de cobre. Una red
interconectada por medio de fibra éptica puede trabajar cerca de equipo eléctrico altamente
sensible sin interferir uno con el otro. Un cable de fibra dptica entre dos edificios no atraera
rayos como el cable de cobre. ,

! Fiber Distributed Data Interface




Al hablar de redes interconectadas por medio de fibra Optica, generalmente se esta hablando de
FDDI, diversos productos capaces de soportar FDDI han estado saliendo lentamente al mercado y
se han dejado ver en diversas exposiciones de computadoras.

Como Token Ring, FDDI usa una topeologia con forma de anillo y un Token eléctrico para pasar el
control de |a red de una estacion a otra, mas no es compatible con Token Ring.

La mayor parte de las redes actuales con FDDI usan un doble anillo en donde cada nodo se une a
los dos anilios independientes, transmitiendo los datos en sentidos opuestos. Esta configuracion
mejora la velocidad de transmision asi como la confiabilidad de la red, perc es muy caro.

\
Hasta ahora, FDDI se ha usado para interconectar PC's de alta velocidad o estaciones de trabajo
con redes, o bien como backbone para interconectar estaciones mas lentas, 'de igual manera que
una carretera une los diferentes pueblos. Conectarse a FDD! es caro, dado el aito costo de los
componentes 6pticos, asi como el costo del transreceptor y los integrados necesarios para FDDI.
Debido a sus caracteristicas de ancho de banda, |a fibra Gptica se usa principalmente para
backbones (que es un segmento que une varias redes locales) .

Existe también FDDI-Il que es una segunda version de FDDI que nos permite transmitir voz y
video ademas de datos. De manera distinta a FDDI que tiene un reloj corriendo de manera
independiente, FDDI-Il tendrd un marco de 125 microsegundos, permitiendo ser sincromzado con
la red de comunicaciones
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FAQ’S sobre FDDI y FDDI-II

Q. What does FDDI{ stand for?
Fiber Distributed Data Interface

Q. What is the difference between FDDI and FDDI-II?
Both FDDI and FDDI-I] runs at 100 M bits/sec on the fiber.
FDDI can transport both async and sync types of frames.
FDDI-II has a new mode of operation called Hybrid Mode.
Hybrid mode uses a 125usec cycle structure to transport
isochronus traffic, in addition to sync/async frames.
FDDI and FDDI-II stations can be operated in the same ring
only in Basic mode.

Q. What is the name of the standards and where can 1 get them?
ANSI X3T9.5 standards
American National Standards Institute
1430 Broadway, New York, NY 10018, USA
Attention: Sales Dept.
- IEEE Standards
IEEE Service Center
445 Hoes Lane, Piscataway, NJ 08855, USA
- X3T9.5 Documents
Global Engineering Documents
(USA) 1-800-854-7179

Q. What are other good sources of printed information?
- FDDI Technology and Applications: Edited Mirchandani and Khanna
- Handbook of Computer Communications Standards Vol 2: By Stallings
- Call up DEC to ask for the free FDDI wutorial book
- Dig up 1986-1992 issue of IEE Local Computer Network Conference

Q. I've heard that FDDI uses a token passing scheme for access arbitration,
how does this work? :
A token is a normal FDDI frame with a fixed format,
The station waits until a token comes by, grabs the token,
transmits the the frames and release the token. The amount
of frames that can be transmitted is determined by timers in
the MAC protocol chips.

[You really need a diagram for the station and/or topology.]
Q. I've heard that FDDI is a counter-rotating ring, what does this mean?
FDDI is a dual ring technology. And each ring is running in

the opposite direction to improve fault recovery.

Q. What is a dual ring of trees?
See the diagram.




Q. What is dual homing?
When a DAS is connected to two concentrator ports, it is called
dual-homing. One port is the active link, where data is transmitted
and the other port is a hot standby. The hot standby will
constantly testing the link and will kick in if the active link
failed or disconnected. The B-port in a DAS is the active port and
the A-port is the hot-standby.

. Q. What is a DAS?
DAS (Dual Attach Station) is a station with two peer ports (A-Port
and B-Port). The A-port is going to the B-Port of another DAS,
and the B-port is going to connect to the A-Port the yet another DAS.
ie:

_— — + '

Q. What is a SAS?
SAS (Single Attach Station) is a station with one peer port (S-Port).
It is usualtly connected to the M-Port of a concentrator.

Q. What is a wrapped ring?
When a link in the dual-ring is broken or not connected, the two
adj ports connecting to the borken link will be disconnected and
the both stations enter the wrap state.

Wrap Wrap

Q. Do I need a concentrator port for each workstation, or can
workstations be
chained together?
Usually you will need a concentrator port {(M-Port) lo connect
each SAS. DAS can be hooked up to the main rings or concentrator
port(s).

Q. If I use a concentrator, what are the advantages/disadvantages?
Advantages: Fault tolerance. When a link breaks, the ring
can be segmented. A concentrator can just bypass the problem
port and avord most segmentations. It also gives you better
physical planning. Usually people prefer tree physical
topology. Generally star configuration of a concentrator system
is easier to troubleshoot.




Disadvatages: A concentrator represents a single point of failure.
There may also be more costly.

you can build a tree as deep as you want. We have
a Q. Can I cascade concentrators? Are there limitations as to how many?
Yes. And dual-rings of concentrator here connecting machine rooms and
wiring rooms. And from the there we connect to other concentrators
to different offices. Then we have a concentrator in the lab to
different machines. There is a maximum of 500 staticns on an FDDI
LAN.

Q. What is a bypass and what are the issues in having or not having one?
Bypass is a ($600-$1200) device that is used to skip a station
on the ring if it is turned off. Therefore, you don't need to
use concentrator to avoid the segmentation problems. One problem with
them is that they increase the db loss of the fiber, so you can't
have too many of them (3 activated in a row maximum, I believe).

Q. What are the minimum/maximum distances on fiber runs?
no min, 2 km max for multimode fiber. 20 km max (may be as high as
60km, we're not sure) for single mode fiber. ‘ -
500 m for the new Low Cost Fiber.

Q. What are the types of fiber that are supported?
Multimode (62.5/125 micron graded index multimode fiber)
and other fiber like 50/125. 85/125. 100/140 allowed
Single mode (8-10 micron)
The new Low Cost Fiber (plastics?) standard.

Q. I've hear of FDDI over Copper, what type of cable does this scheme use?
Type 1 STP® - distance between connections must be less than 100 m
Category 5 UTP - distance between connections must be less than 100 m

(The ANSI standard for STP and UTP is incomplete, but a number
of companies are aiready shipping proprietary twisted-pair
solutions until the standard is completed, which is expected

later this year.)

? Q. Is there any advantage to seperating the fiber pairs (will the ring work
better if only one strand is broken on a DAS connection?)

Q. I have ethernet, can 1 bridge/route hetween the 2 topologies?
Yes. But from what we are hearing some protocols are having problems.
Only TCP/IP is handling frame fragmentation correctly. (See below).
It should also be noted that frame fragmentation will not work for
DECNET, IPX, LAT, Appletalk, NETBEUI etc.
IP is the only protocol that has a standard method of fragmenting.
Other protocols destined for Ethernet Lans must stay below the
1500 MTU.




Q. I've heard that there is a frame length difference, what are the issues
and probiems here?
FDDI frames has a max size of 4500 bytes and Enet only 1500 bytes.
Therefore your bridge or router needs to be smart enough to
fragment the packets (eg into smaller IP fragments). Or you need to
reduce your frame size to 1500 bytes {of data).

Q. What does an FDDI frame look like?

PA Preamble (II)
(8 or more Idle symbol pairs)

SD Starting Delimiter (JK) : .
(J followed by K control symbol)

FC Frame Control (nn)
(Tell you if it is a token, MAC frame, LLC frame,
SMT frame, frame priority, sync or async)

DA Destination Address (nn)
(6 bytes of MAC Address in MSb first format)

SA Source Addrewss {nn)
{6 bytes of MAC Address of this station)

INFO Information field (nn}
(Varibale Length. Usually starts with LLC header,
then SNAP ficld, then the payload eg IP packet)

ED Ending Delimiter (T)

. (one T control symbol)

FS Frame Starus (EAC)
(Three symbols of status of Error, Address_match,
and Copied. Each symbol is either SET or RESET.
eg If EAC == RSS, then then frame has no error,
some station on the ring matched the DA, and some
station on the ring copied the frame 1nto its buffer.

Q. So FDDI is 100 Megbits per second, what is the practical maximum bps?
Depends. You can gei aggregate usage up to 35Mbit/s with no
problem. But 75Mbps is pretty good, Actually, this question depends
so much on how you construct your test, what equipment you use,
etc, that the best 1dea is to let the user decide.

Q. What happens when I bridge between a 100 Mbps FDDI and a 10Mbps
ethernet if the FDDI traffic destined for the ethernet gets above
8 Mbps? 10 Mbps?
After the buffer fills Frames start dropping. This is not a
problem unique to FDDI however. Consider ethernet to T1, or
multiple ethernets to a single ethernet.

Q. What is the latency across a bridge/router? (Yes I know that different
vendors are different, but what is a the window?)
No idea.




Q. Are there FDDI repeaters?
Yes. But it is not a standard yet. A group in the ANSI committee
is looking into making FDDI repeater a standard. Other companies
like ODS has something like simgle mode to multimode converter.

Q. What type of test and trouble shooting equipment is available for FDDI?
Digital Technology Inc (DTI), W&D, HP, and Tekelec all sell FDDI
analyzers. The Sniffer from Network General also has a module that
works with the NPI FDDI Cards. SGI has a nice looking ringmap
program. IBM has a product calied DataglL ANce, Most Ethernet

tools will also work with FDDI in the protocol level. Also a
optical time domain reflectometer (TDR) is recommended for db
toss checking and distance measurements, though it has been
reporied that an FDDI link tester is less expensive and will do
the job.

Q. What about network station management? Does FDDI support SNMP?
Yes. There is a FDDI-SNMP MIB translation from the SNMP
working group.

Q. What is a beaconing ring? Does FDDI beacon?
Beacon is a special frame that FDDI MAC sends when something is
very wrong. - When Beaconing for a while, SMT will kick in trying
1o detect and solve the problem.

Q. How about interoperability, does one manufacture's equipment work with
others?
Just like any networking products, Ethernet, Token, FDDI, ATM, there
is a possibility that one vendor does not work with another. But most
of the equipment shipping today is tested at InterOp, UNH or
ANTC, are this is the equipment that will meet the mimimum
interoperability requirements. Ask the vendor what type of testing
they did and ask them to ship vou a system for field trial before
you pay big bucks for it.

Q. Can 1 interface FDDI to a PC (ISA Bus), PC (EISA Bus), PC (Micro channel
Bus), Macintosh, Sun workstation, DECstation 5000, NEXT computer, Silicon
Graphics, Cisco router, WellFleet router, SNA gateway (McData), other?

Yes. I am not sure if NeXT has any FDDI adapior software, but
there are 5 different NuBus FDDI cards in the market. But FDDI
adaptors are available for all other buses or vendors.

Q. What is the maximum time a station has to wait for media access. What type
of applications care?

MaxTime = ~(#of stations * T neg)

(T neg ist the negotiated target token rotation time)

Usually this won't happened. It is only a very very heavily loaded
ring but the station be waiting for that long. If this is the

case. then change the T_request of the station 1o some lower value
{eg B msec).




Q. Can I bridge/route TCPIP, SNA, Novell, Sun protocols, DecNet,
Banyvan Vines, Appletalk, X windows, LAT?
Yes for IP, Novell, DecNet, X windows.
Don't know about the others.

Q. What are the applications that would use FDDI's bandwidth?
Basically anything will be at least a bit faster. From NFS to
images transmission. Even if a single station cannot take advantage
of the 100M bit/sec, the aggregate bandwidth will help a lot if
vour Ethernet is saturated. However, note that though FDDI has higher
bandwidth than ethernet, the signals travel at the same speed.

The propogation of a signal on the transmission line is the same for
ethernet, token ring, and FDDI.

\

Q.What are the effects of powering off a workstation on a DAS or SAS
connection? :

Depends. Let's do SAS first, it 1s easier. If a SAS is connected to a
concentrator, then the concentrator will bypass the SAS connection using an
internal data path. If the DAS is connected to a concentractor, then the
concentrator will aiso bypass the DAS. [f the DAS is connected to the trunk
rings without using an optical bypass switch, then the trunk ring will wrap.
If muliiple stations power off on the trunk nings, then the rign will be

badly segmented. Now if the DAS is using an optical bypass switch, the
switch will kick in and prevent the ring from wrapping.

Q. What are the effects of disconnecting the fiber on a DAS or SAS
connection?
SAS connecting (o concenirator:
Same as above.
DAS dual-home to a concentrator:
If A-port fiber breaks, no effect on B port since A port is
a backup port. (And SMT will NOT send out alert msg.)
If B-port fiber breaks, A-port will kick in, complete PCM and
be used as the primary connection.
DAS on trunk rings, with no optical bypass:
If one fiber breaks, then the ring will wrap. .
If both fibers break. ring will wrap, station won't be communicate.
DAS on trunk rings using optical bypass:
If one fiber between bypass and the next station breaks, then
the ring will wrap.
If both fibers between bypass and the next station break, ring
will wrap, station won't be able to communicate.
If one fiber between bypass and the host station breaks,.then
the ring will wrap.
If two fiber between bypass and the host station breaks, then
the ring will wrap.




Q. What is one recommended topolpgy?
Connect backbeone concentrators and ring monitors to the trunk rings,
and connect all the workgroup concentrators and users stations
to the backbone concentrators. Connect bridges and routers
to backbene concentrators using dual-homing.

Q. What is Gracefu) Insertion? Should I demand it from my vendors?
Graceful Insertion is a method to insert a station {or a tree)
in a concentrator without losing any data frames (and not
going into Ring Non_Op mode). The theory goes as Graceful
Insertion can minimize ring non_op and losing frame, therefore
it saves you transmission timeout of lost frame in upper layer
protocol (eg TCP) and retransmission effort. The following is
the counter argument: Graceful Insertion can hold up the ring
for more time that the FDDI ring non-op recovery time. And
Upper layer protocol is designed to perform frame recovery and
retransmission anyway. And no vendor can gaurantee 100%
Graceful Insertion anyway. Should I get Graceful Insertion in
my concentrators? If ir is free, take it. You are going to
get ring_op no matter what (eg insertion 1n the trunk ring and
station power down).

Q. Is there a Graceful De-insertion?
No.

Q. Can vou name a few FDDI Concentrator vendors?
IBM, Optical Data System, SynOptics, Cabletron, DEC,
Chipcom, NPI, Synemetics, 3Com, Interphase,
Ungermann-Bass, Timeplex, Crescendo/Cisco, Sumitomo efc ...
(vendors feel free to email me to be included here)

Q. Can I run FDDI on electrical cable?
DEC is already sell a FDDI link that runs on coax.
ANSI is currently finishing up the TP-FDD! Standard for
running FDDI on twisted-pair media (Category 5 Cable).
ANSI is also working on a standard (long term TP working group)
t0 run FDDI on telephone cable. [Please comment. ]
IBM and a group of vendors (SynOptics, National Semiconductor ...}
promote SDDI that rans FDDI on Shielded Twisted-Pair cable.
(this 1s incomplete), there is much work being done on FDDI over
various types of electrical cable, most notably twisted pair,

Q. What does SMT stand for? What does it do? Do I need it?
Station ManagemenT (SMT). It is part of the ANSI FDDI Standards
that provides link-level management for FDDI. SMT is a low-level
protocol that addresses the management of FDDI functions provided
by the MAC, PHY, and PMD. It performs functions like ring recovery,
frame level management, link control, etc. Everv stations on
FDDI need to have SMT. The latest version of the SMT standard is
version 7.3, but most vendors ship products with SMT version 6.2.




Q. Who supports FDDI-II?
National Serniconductor Corp, IBM, Apple Computer, XDI,
Alpha Inc, etc

Q. Who is working on Synchronous frame type utilitization?
Alpha, IBM, and many more companies. Try to contact
scoopd@aol.com and warren@lgevm?2.vnet.ibm.com. They
are working with a group of companies to define the
usage of SYNC frame in FDDI-I rings.

Q. Can I connect two Single attach stations together and form
a two stations ring without a concentrator?
yes. You can do that if both stations support the S-S
port connection. Most vendors support the S-S connections.

Q. What are ports? What are the different type of ports?
A port is the basically the fiber optic connector on the card.
FDDI SMT defines 4 types of ports (A, B, M, 8). A dual-auach
station has two ports, one A-port and one B-port. A single
attach station has only one port (S-port). A concentrator will
have many M-port for connecting to other stations' A, B or S-ports.

Q. What are the port connection rules?
When connecting DASs, one should connect the A-port of one
station to the B-port of another. S-port on the SAS is to
connect 10 the M=port on the concentrators. A and B-port on
DASs can also connect to the M-port of concentrator. But M-ports
of the concentrator will not connect to each other.
In more detail, SMT suggested tthe following rules:

A B M S
A - + + -
B + - + -
M + + X +
S - - + -

= > '4' is the preferred connection
==1> '-’ connection has possible problems, and a vendor can
choose to disable that connection in the default configuration

==> 'X" indicates a legal connection and will be rejected
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ATM and Cell Relay Service
1.1 Introduction
1.1.1 Background

Asynchronous transfer mode (ATM), as the term is used in current parlance,
refers to a high-bandwidth, low-delay switching and multipiexing technology
that is now becoming available for both public and private networks. ATM
principles and ATM-based platforms form the foundation for the delivery of a
variety of high-speed digital communication services aimed at corporate users
of high-speed data, LANs interconnection, mmaging, and multimedia
applications. Residential applications, such as wvideo distribution,
videotelephony, and other information-based services, are also planned. ATM
is the technology of choice for evolving broadband integrated services digital
network (B-ISDN) public networks, for next-generation LANSs, and for high-
speed seamless interconnection of LANs and WANs. ATM supports
transmission speeds of 155 Mbits/s and 622 Mbits/s, and will be able to
support speeds as high as 10 Gbits/s in the future. Networks operating at
these speeds have been called gigabit networks. As an option, ATM will
operate at the DS3 (45 Mbits/s) rate; some proponents are also looking at
operating at the DS1 (1.544 Mbits/s) rate. While ATM in the strict sense is
simply a Data Link Layer protocol, ATM and its many supporting standards,
specifications, and agreements constitute a platform supporting the integrated
delivery of a variety of switched high-speed digital services.

Cell relay service (CRS) is one of the key new services enabled by ATM.
CRS can be utilized for enterprise networks that use completely private
communication facilities, use completely public communication facilities, or
use a hybrid arrangement. It can support a variety of evolving corporate
applications, such as desk-to-desk videoconferencing of remote parties,
access to remote multimedia video servers (for example, for network-based
client/server video systems), multimedia conferencing, muitimedia massaging,
distance learning, business imaging (including CAD/CAM), amimation, and
cooperative work (for example, joint document editing). CRS is one of three
“fastpacket™ technologies, that have entered the scene in the 1990s [the other
two are frame relay service and Switched Muitimegabit Data Service
(SMDS)]. A generic ATM platform supports all of these fastpacket services
(namely, it can support cell relay service, frame relay service, and SMDS), as
well as circuit emulation service.
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1993 saw the culmination of nine years of ATM standards-making efforts.
Work started in 1984 and experienced an acceleration in the late 1980s and
early 1990s. With the ITU-TS (International Telecommunications Union
Telecommunication Standardization) standards and the ATM Forum
implementers’ agreements, both of which were finalized m 1993, the
technology is ready for introduction in the corporate environment. In
particular, a user-network interface (UNI) specification that supports
switched cell relay service as well as the crtical point-to-multipoint
connectivity, important for new applications, has been finalized (multiservice
UNIs are also contemplated). In 1993, the ATM Forum also published a
broadband intercarrier interface (B-ICI) specification; this specification is
equally cntical for wide-area network (WAN) inter-LATA service. At press
time, a variety of vendors were readying end-user products for 1994 market
introduction; some prototype products have been on the market since the
early 1990s. A number of carriers either already provide services or are
poised to do so in the immediate future.

A key aspect of B-ISDN in general and ATM i1n particular is the support of
a wide range of data, video, and voice applications in the same public
network. An important element of service integration is the provision of a
range of services using a limited number of connection types and
multipurpose user-network interfaces. ATM supports both nonswitched
permanent virtual connections (PVCs) and switched wirtual connections
(SVCs). In a PVC service, virtual connections between endpoints in a
customer's network are established at service subscription time through a
provisioning process; these connections or paths can be changed via a
subsequent provisioning process or via a customer network management
(CNM) application. In SVC, the wirtual connections are established as
needed (that is, in real time) through a signaling capability. ATM supports
services requiring both circuit-mode and packet-mode information transfer
capabilities. ATM can be used to support both connection-oriented (e.g.,
frame relay service) and connectionless services (e.g., SMDS).

1.1.2 Course of Investigation:
applying ATM to enterprise networks

This book is aimed at corporate practitioners who may be interested in
determming how they can deploy ATM and cell relay technology in their
networks at an early time and reap the benefits. The purpose of this first
chapter is to provide an overview of key ATM/cell relay service concepts.
These concepts will be revisited in more depth in the chapters that follow.



The book has four major segments: (1) platform technology applicable to all
B-ISDN services, (2) cell relay service, (3) interworking and support of basic
multimedia, and (4) use ofATM in corporate enterprise networks. Table 1.1
provides a roadmap of this investigation.

The text is not a research monograph on open technical issues related to
ATM, such as traffic deseriptors, ingress/egress traffic policing, object-
oriented signaling, etc. A hterature search undertaken 1n the spring of 1993
showed that about 5000 papers and trade articles have been written on ATM
in the previous nine years, including Refs. 7 through 15. The' purpose of this
book, therefore, is to stick to the facts and avoid unnecessary hype. There are
a few books already available, but these tend to focus on protocol issues.
This text aims at a balance between standards, platforms, interworking, and,
most important, deployment issues.

In summary, a network supporting cell relay service accepts user data units
(called cells) formatted according to a certain layout and sends these data
units i a connection-ortented manner (1.e., via a fixed established path), with
sequentiality of delivery, to a remote recipient (or recipients)..Every so often:
a cell may be dropped by the network to deal with network congestion;
however, this is a very rare event. The user needs a signaling mechanism in’
order to tell the network what he or she needs. The' signaling mechanism
consists of a Data Link Layer capability (where the Data Link Layer has been
partitioned into four sublayers) and an application-level call-control layer.
ATM switches and other network elements supporting cell relay service can
also support other fastpacket services. If the user wishes to use ATM to
achieve a circuit-emulated service, certain adaptation protocols in the user
equipment will be required. Other adaptation protocols in the user equipment
are also needed to obtain fastpacket services over an ATM platform. ATM
supports certain operations and maintenance procedures that enable both the
user and the provider to monitor the “health™ of the network. Figure 1.1 is a
physical view of an ATM network. '

A glossary of some of the key ATM and related concepts, based on a
variety of ATM standards and documents, 1s given in Table 1.2

1.1.3 Early corporate applications of ATM

Table 1.3 depicts some of the proposed applications for ATM/cell relay
service.



TABLE 1.1 Areas of Investigation In This Text

1.  ATM and cell relay service: an overview

2. ATM platform aspects and ATM proper

3 ATM Adaptation Layer

4. Signaling

5. Cell relay service-a formal definition

6. Cell relay service-traffic and performance issues
7. Support of fastpacket services and CPE

8. ATM interworking: support of basic multimedia
9. Third-generation LANs

10. Network management

11, Typical user equipment and public carrier service availability

12 How to migrate a pre-ATM enterprise network to CRS

1.2 Basic ATM Concepts

1.2.1 ATM protocol model: an overview

ATM’s functionality corresponds to the Physical Layer and part of the Data
Link Layer of the Open Systems Interconnection Reference Model (OSIRM).
This protocol functionality must be implemented in appropriate user
equipment (for example, routers, hubs, and multiplexers) and in appropriate
network elements (for example, switches and service multiplexers). A cell is
a block of information of short fixed length (53 octets) that is composed of an
“overhead” section and a payload section (5 of the 53 octets are for
overhead and 48 are for user information), as shown in Fig. 1.2. Effectively,
the cell corresponds to the Data Link Layer frame that is taken as the atomic
building block of the cell relay service. The term cel/ relay is used because
ATM transports user cells reliably and expeditiously across the network to
their destination. ATM 1s a transfer mode in which the information is
organized into cells; it is asynchronous in the sense that the recurrence of
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cells containing information from an mdividual user is not necessarily
periodic.
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Figure 1.1 A physical view of an ATM/CRS private/public network. BSS = broadband
switching system (B-ISDN switch), BTA = broadband terminal adapter, B-ISSI =
broadband interswitching system interface, BICI = broadband intercarrier interface, LEC
= local exchange carrier; IC = interexchange carrier. .
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The ATM architecture utilizes a logical protocol model to describe the
functionality it supports. The ATM logical model 1s composed of a User
Plane, a Control.Plane, and a. Management Plane. The User Plane with its
layered structure, supports user information transfer. Above the Physical
Layer, the ATM Layer provides information transfer for all applications the
user may contemplate; the ATM Adaptation Layer (AAL), along with
assoclated services and protocols, provides service-dependent functions to
the layer above the AAL.

Figure 1.2 ATM cell layout



TABLE 1.2 Glessary of Key ATM Terms

AAL

AAL connection

Asynchronous time-diviston

multiplexing

Asynchronous transfer mode

ATM Layer connection

ATM Layer link

ATM link

ATM peer-to-peer’
connection

ATM traffic descriptor

ATM user-user connection

Broadband

Call

Cell
Cell delay variation

A layer that adapts higher-layer user protocols {e.g , TC/IP,
APPN) to the ATM protocol (layer).

An association established by the AAL between two or

more next higher layer entities.

A multipiexing technique in which a transmission capability

is organized in a priori unassigned time slots. The time slots

are assigned to cells upon request of each application's

instantaneous real need. .

A transfer mode in which the information is organized into

cells. It is asynchronous in the sense that the recur rence of

cells containing information from an individual user is not

necessarily periodic.

An association established by the ATM Layer to support

communication between two or more ATM service users

(i.e., between two or more next higher layer entities or

between two or more ATM management entities) The

communication over an ATM Layer connection may be

either it 1s bidirectional -or unidirectional. When it is

bidirectional, two VCCs are used. When it 1s unidirectional,

only one VCC is used.

A section of an ATM Layer connection between. two

adjacent active ATM Layer entities (ATM entities).

A virtual path link (VPL) or a virtual channel link (VCL).

A virtual chamnel connection (VCC) or a virtual path

connection (VPC).

A generic list of traffic parameters that can be used to

capture the intrinsic traffic characteristics of a requested

ATM connection

An assoctation established by the ATM Layer to support

communication between two or more ATM service users

{i.e., between two or more next-higher-layer entities or

between two or more ATM management (ATMM)

entittes]. The communication over an ATM Layer

connection may be either bidirectional or unidirectional

When 1t is bidirectional, two VCCs are used When it is

unidirec tional, only one VCC is used.

A service or system requiring transmission channels capable

of supporting rates greater than the Integrated Service

Digital Network (ISDN) primary rate.

An association between two or more users or between a

user and a network entity that is established by the use of

network capabilities. This association may have zero or

more connections.

ATM Layer protocol data unit.

A quantification of variability in cell delay for an ATM

Layer connection.



TABLE 1.2 Glossary of Key ATM Terms (continued)

Cell header
Cell loss ratio

Cell transfer delay
Connection
Connection admission
control (CAC)
Connection endpoint (CE)
Connection endpoint
identifier (CEI)
Corresponding entities
Header

Layer connection
Layer entity

Layer function
Layer service

Layer user data

Multipoint access

Multipoint-to-multipoint
connection

Multipoint-to-point
connection

Network node interface

(NNI)

ATM Layer protocol control information,

The ratio ofthe nutnber of cells “lost” by the network (i.e.,
cells transmitted into the network but not received at the
egress ofthe network) to the number ofcells transmitted to
the network

The transit delay of an ATM cell successfully passed
between two designated boundaries

The concatenation ofATM Layer links in order to provide
an end-to-end information transfer capability to access
points. ‘

The procedure used to decide if a request for an ATM
connection can be accepted based on the attributes of both
the requested connection and the existing connections

A terminator at one end of a layer connection within a
SAP )

Identifier of a CE that can be used to identify the
connection at a SAP.

Peer entities with a lower-layer connection among them.
Protocol control information located at the beginning of a
protocol data unit,

A capability that enables two remote peers at the same
layer to exchange information.

An active element within a layer.

A part of the activity of the layer entities

A capability of a layer and the layers beneath it that is
provided to the upper-layer entities at the boundary
between the layer and the next higher layer.

Data transferred between corresponding entities on behalf
of the upper-layer or layer management entities for which
they are providing services

User access in which more than one terminal equipment
(TE) 1s supported by a single network termination.

A collection of associated ATM VC or VP links and their
associated endpoint nodes, with the following properties
(1) All N nodes in the connection, called endpoints, serve as
root nodes in a point-to-multipoint connection to all of the
(N - 1) remaining endpoints. (2) Each of the endpoints on
the connection can send information directly to any other
endpoint [the receiving endpoint cannot distinguish which
of the endpoints is sending information without additional
(e.g., higher-layer) information].

A multipoint-to-point connection where the bandwidth
from the root node to the leaf nodes is zero, and the return
bandwidth from the leaf node to the root node is nonzero.
The interface between two network nodes.



TABLE 1.2 Glossary of Key ATM Terms ({continued)

Operation and maintenance
(OAM) cell

Peer entities
Physical Layer (PHY)
connection

Point-to-multipoint
connection

Point-to-point connection
Primitive

Protocol
Protocol control informa
tion (PCI)

Protocol data unit (PDU)

Relaying
Service access point (SAP)

Service data urut (SDU)

Source traffic descriptor

A cell that contains ATM Layer Management (LM)
information It does not form part of the upper-layer
information transfer.

Entities within the same layer.

An association established by the PHY between two or
more ATM, entities. A PHY connection consists of the
concatenation of PHY links in order to provide an end-to-
end transfer capability to PHY SAPs.

A collection of associated ATM VC or VP links, with
associated endpoint nodes, with the following properties’
(1) One ATM link, called the root link, serves as the root in
a simple tree topology. When the root node sends
information, all of the remaining nodes on the connection,
called Leaf Nodes, receive copies ofthe information. (2)
Each of the leaf nodes on the connection can send
information directly to the root node. The root node cannot
distinguish which leaf is sending information without
additional (higher-layer) information. (3) The leaf nodes
cannot communicate with one another directly with this
connection type.

A connection with only two endpoints

An abstract, implementation-independent interaction
between a layer service user and a layer service provider or
between a layer and the Management Plane

A set of rules and formats (semantic and syntactic) that
determines the communication behavior of layer entities in
the performance of the layer functions

Information exchanged between corresponding entities,
using a lower-layer connection, to coordinate their joint
operation.

A unit of data specified in a layer protocol and consisting of
protocol control information and layer user data.

A function of a layer by means of which a layer entity
receives data from a corresponding entity and transmits
them to another corresponding entity.

The point at which an entity of a layer provides services to
its layer management entity or to an entity of the next
higher layer. .

A unit of interface information whose identity is preserved

from one end of a layer connection to the other

A set of trafric parameters belonging to the ATM traffic
descriptor used during the connection setup to capture the
intrinsic traffic characteristics of the connection requested
by the source.
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TABLE 1.2 Glossary of Key ATM Terms (continued)

Structured data transfer

Subiayer
Switched connection
Symmetric connection

Traffic parameter |

Trailer
Transit delay

Unstructured data transfer

Virtual channel (VC)

Virtual channel connection®

(VCC)

Virtual channel link (VCL)

Virtual path (VP)
Virtual path connection
(VPC)

Virtual path link (VPL)

The transfer of AAL user information supported by the
CBR AAL when the AAL user data transferred by theAAL
are organized into data blocks with a fixed length
corresponding to an integral number of octets,

A logical subdivision of a layer.

A connection established via signaling.

A connection with the same bandwidth value specified for
both directions.

A parameter for specifying a particular,traffic aspect of a
connection. .

Protocol control information located at the end of a PDU.
The time differcnce between the instant at which the first
bit of a PDU crosses one designated boundary and the
instant at which the last bit of the same PDU crosses a
second designated boundary.

The transfer of AAL user information supported by the
CBR AAL when the AAL user data transferred by the AAL
are not organized into data blocks.

A communication channel that provides for the sequential
unidirectional transport of ATM cells.

A concatenation of VCLs that extends between the points
where the ATM service users access the ATM Layer The
points at which the ATM cell payload is passed to or
received from the user of the ATM Layer (i.e., a.higher
layer or ATM management entity) for processing signify
the endpoints of a VCC. VCCs are unidirectional. '
A means of unidirectional transport of ATM cells between
the point where a VCI value is assigned and the point
where that value 1s translated or removed.

A unidirectional logical association or bundle of VCs

A concatenation of VPLs between virtual path terminators
(VPTs). VPCs are unidirectional.

A means of unidirectional transport of ATM cells between
the point where a VPI value is assigned and the point where
that value is translated or removed.

In approximate terms, the AAL supplies the balance of the Data Link Layer
not included in the ATM Layer. The AAL supports error checking,
multiplexing, segmentation, and reassembly. It is generally implemented in
user equipment but may occasionally be implemented in the network at an
interworking (i.e., protocol conversion) point. The Control Plane also has a
layered architecture and supports the call control and connection functions.
The Control Plane uses AAL capabilities as seen in Fig. 1.3; the layer above
the AAL in the Control Plane provides call control and connection control.



11

TABLE 1.3 Possible early applications of ATM in real enviroments (partial list)

Application

WAN interconnection
of existing enterprise
network

WAN interconnection
of existing LAN,
especially FDD] (fiber
distributed data
interface) LANs
WAN interconnection
of mainframe and
supercomputer
channel

WAN interconnection
of ATM-based LANs

Support of distributed
multimedia

Support of statewide
distance learning with
two way video

Support of
videoconferencing
(including desktop
video)

Residential distribution
of video (video dial
tone)

Advantages of ATM use
High bandwidth; switched
service

High bandwidth, switched
service

High bandwidth; only
service that supports
required throughput (200
Mbits/s); switched service
High bandwidth; switched
service, multipoint
connectivity

High bandwidth; switched
service; muitipoint
connectivity

High bandwidth; switched
service; multipoint
connectivity

High bandwidth, switched
service; multipoint
connectivity

High bandwidth; switched
service, multipoint con-
nectivity

[t deals with the signaling necessary to

connections. The

Management Plane

Associated true-to-life business
issues

Unknown cost; geographic
availability; equipment availability

Unknown cost; geographic
availability

Unknown cost; geographic
availability; equipment availability

New application, not widely
deployed; unproven business need,;
unknown cost; geographic
availability

New application, not widely
deployed; unproven business need;
unknown cost, geographic
availability

New application, not widely
deployed, unproven market; other
solutions exist; unknown cost;
geographic availability

Not widely deployed; unproven
market; other solutions exist,
particularly at lower end (e.g , 384
Kbits/s H.200 video); unknown cost;
geographic availability

Unproven market., other solutions
exist, particularly CATV, expensive
for this market; needs MPEG 11
(Motion Picture Expert Group)
hardware; geographic availability

set up, supervise, and release
provides network supervision

functions. It provides two types of functions: Layer Management and Plane
Management. Plane Management performs management functions related to
the system as a whole and provides coordination among all planes, Layer
Management performs management functions relating to resources and
parameters residing in. its protocol entities. See Fig. 1.3. (The wvarious
protocols identified in this figure will be discussed at length later.)
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Figure 1.3 Planes constituting the ATM protocol model.
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As noted in this description, four User Plane protocol layers are needed to
undertake communication in an ATM-based environment:

A layer below the ATM Layer, corresponding to the Physical Layer. The
function of the Physical Layer 1s to manage the actual medium-dependent
transmission. Synchronous Optical Network (SONET) 1s the technology
of choice for speeds greater than 45 Mbits/s.

The ATM Layer (equating approximately, for comparison, to the upper
part of a LAN's medium access control layer), which has been found to
meet specified objectives of throughput, scalability, interworking, and
consistency with intermational standards. The function of the ATM layer
i1s to provide efficient muitiplexing and switching, using cell relay
mechanisms.

The layer above the ATM Layer, that is, the AAL. The function of the
AAL 1is to insulate the upper layers of the user's application protocols
[e.g., TCP/IP (Transmission Control Protocol/Internet Protocol)] from the
details of the ATM mechanism.

Upper layers, as needed. These include TCP/IP, IBM APPN, OSI TP,
ete. -
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Several layers are needed in the Control Plane. Early PVC service users do
not need the signaling stack in the Control Plane (this situation 1s analogous
to the early PVC frame relay environment). SVC service needs both an
information transfer protocol stack and a companion signaling protocol stack.

ATM is intended to support a variety of user needs, including highspeed
data, video, and multimedia applications. These applications have varying
quality of service (QOS) requirements. For example, video-based services
have stringent delay, delay vanation, and cell loss goals, while other
apphications have different QOS requirements. Carriers are proposing to
support a number-of service classes in order to tailor cell relay to a variety of
business applications. In particular, there have been proposals to support a
“guaranteed” and a “best efforts™ class.

1.2.2 Classes of ATM applications.

Two main service categories of ATM have been identified (from the
network point of view): (1) interactive broadband service and (2) distributive
broadband service. See table 1.4,

1.2.3 Virtual connections

Just as 1n traditional packet switching or frame relay, information in ATM 1s
sent between two points not over a dedicated, physically owned facility, but
over a shared facility composed of virtual channels. Each user is assured that,
although other users or other channels belonging to the same user may be
present, the user's data can be reliably, rapidly, and securely transmitted over
the network in a manner consistent with the subscribed quality of service.
The user's data i1s associated with a specified virtual channel. ATM'’s
“sharing™ is not the same as a random access technique used in LANs, where
there are no guarantees as to how long it can take for a data block to be
transmitted: in ATM, cells coming from the user at a stipulated (subscription)
rate are, with a very high probability and with low delay, *guaranteed”
delivery at the other end, almost as if the user had a dedicated line between
the two points. Of course, the user does not, in fact, have such a dedicated
(and expensive) end-to-end facility, but it will seem that way to users and
applications on the network. Cell relay service allows for a dynamic transfer
rate, specified on a per-call basis. Transfer capacity is assigned by
negotiation and is based on the source requirements and the available
network capacity. Cell sequence integrity on a virtual channel connection is
preserved by ATM.
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Cells are identified and switched by means of the label in the header, as
seen in Fig. 1.2. In ATM, a virtual channel (VC) is used to describe
unidirectional transport of ATM cells associated by a common unique
identifier value, called the virtual channel zdennf ier (VCI). Even though a
channel is unidirectional, the channel identifiers are assigned bidirectionally.
The bandwidth in the return direction may be assigned symmetrically, or
asymmetrically, or it could be zero. A virtual path (VP) is used to describe
unidirectional transport of ATM cells belonging to virtual channels that are
associated by a common identifier value, called the virtual path’ zdennf er
(VPI). See Fig. 1.4.

VPIs are viewed by some as a mechanism for hierarchical addressing. In
theory, the VPI/VCI address space allows up to 16 million virtual
connections over a single interface; however, most vendors are building
equipment supporting (2 minimum of) 4096 channels on the user's interface.
Note that these labels are only locally significant (at a given interface). They
may undergo remapping in the network; however, there is an end-to-end
identification of the user's stream so that data can flow relhiably. Also note that
on the network trunk side more than 4096 channels per interface are
supported.

Figure 1.5 illustrates how the VPI/VCI field is used in an ATM WAN.
Figure 1.6 depicts the relationship of VPs and VCs as they might be utilized
in an enterprise network.

Network
[public or private]

Physical tink

[possibly a single /
facility, e.g.. a hub)

Figure 1.4 Relationship of VCs VPs
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TABLE 1.4 Broadband Service Supported by ATM/Cell Relay

Interactive services Conversational services provide the means for bidirectional

communication with real-time, end-to-end information transfer
between users or between users and servers, Information flow
may be bidirectional simmetric or bidirectional asymmetric.
Examples: High speed data transmission, image transmission,
videotelephony, and videoconferencing.

Messaging services provide user-to-user communication between
individual users via storage units with store-and-forward, mailbox,
and/or message handling (e.g., information editing, processing, and
conversion) functions. Examples: Message handling services and
mail services for moving pictures (films), store-and-forward image
and audio information.

Retrieval services allow users to retrieve information stored in
information repositories (information 1s sent to the user on demand
only). The time at which an information sequence is to start is
under the control of the use. Examples: Film, high-resolution
images, information on CD-ROMs,. and audio information.

Distributive services

Distribution services without user individual presentation control
provide a continuous flow of information that is distributed from a
central source to an unlimited number of authorized receivers
connected to the network. The user can access this flow of
information without having to determine at which instant the
distribution of a string of information will be started. The user
cannot control the start and order of the presentation of the
broadcast information, so that depending on the point in time of the
user's access, the information will not be presented from its
beginning. Examples: broadcast of television and audio programs.

Distribution services with user ndividual presentation control
provide information distribution from a central source to a large
number of users Information is rendered as a sequence of
information entities with cyclical repetition The user has individual
access to the cyclically distributed information, and can control the
start and order of presentation. Example- broadcast videography.

1.3 ATM Protocols:
An Introductory Overview

Figure 1.7 depicts the cell relay protocol environment, which is a
particularization of the more general B-ISDN protocol model described
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earlier. The user's equipment must implement these protocols, as must the
network elements to which the user connects. Some of the key functions of
each layer are described next.

Routing table

Routing tabl -
outing table out
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80 100 50 45
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ATM
ATM switch AN device

VPI =50 VCI=55

Figure 1.5 Tlustrative use of VPIs and VCls.
1.3.1 Physical Layer functions

The Physical Layer consists of two logical sublayers: the Physical Medium-
Dependent (PMD) Sublayer and the Transmission Convergence (TC)
Sublayer. The PMD includes only physical medium-dependent functions. It
provides bit transmission capability, including bit transfer, bit alignment, line
coding, and electrical-optical conversion. The Transmission Convergence
Sublayer performs the functions required to transform a flow of cells into a
flow of information (i.e., bits) that can be transmitted and received over a
physical medium. Transmission Convergence functions include (1)
transmission frame generation and recovery, (2) transmission frame
adaptation, (3) cell delineation, (4) header error control (HEC) sequence
generation and cell header verification, and (5) cell rate decoupling.
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The transmission frame adaptation function performs the actions that are
necessary to structure the cell flow according to the payload structure of the
transmission frame (transmit direction) and to extract this cell flow out of the
transmission frame (receive direction). In the United States, the transmission
frame requires SONET envelopes above 45 Mbits/s. Cell delineation
prepares the cell flow in order to enable the receiving side to recover cell
boundaries. In the transmit direction, the payload of the ATM cell is
scrambled. In the receive direction, cell boundaries are identified and
confirmed, and the cell flow is descrambled. The HEC mechanism covers the
entire cell header, which is available to this layer by the time the cell 1s
passed down to it. The code used for this function is capable of either single-
bit correction or multiple-bit error detection. The transmitting side computes
the HEC field value. Cell rate decoupling includes insertion and suppression
of idle cells, in order to adapt the rate of valid ATM cells to the payload
capacity of the transmission system.



18

User plene - Nebwery
 int ,'/
o5l ¢ f K
link 12487 1A THA Jalf——ay ATM fe—st 4 ATHS [Tt
T4551 3 THLS T 71081 vOS ' MEG !
og:pry fTuoast, b JATUDERL, -17_:1 TYDE3 L, s i"f’iﬁf'?!”“"”'"""'Ef-"'.?f?ﬁ
SONET . ]SONET. S| SONET sChETy L/ SONEY]
T~ I
Usar-newci= ™~ )
wteriace. e .
Contrél fane Crnre plane
= -~
Cail booCus Call Cull
Upner i . " Nty e ¢ canrol
svars | woniral e cdmi COMEA | -7 Rtk | €ONIC: Fa e I
arers praiceol proteca! < ——— [ JdyTheletol -:).’mm.uI‘
— PR , PV S ynts A
} Relabie Setiahla Az nhie
OSl data {data Ink | Jser |dais drk Aata sy
ink lzyer | laver Efang i laysz ___I:iw_.f-t-,:
AT B)fe] AT AT
TOTEERY [T | [ 1H0E — | [Tves
OSIPHY | T3S L] | ] T3D53 I"..g?_
SONET SONET S D'.':"- i

! < ‘\
User-network S~

intarface

~

Figure 1.7 CRS environment, protocol view. Top: User Plane (information flow)
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The service data units crossing the boundary between the ATM Layer and
the Physical Layer constitute a flow of valid cells. The ATM Layer is unique,
that is, independent of 'the underlying Physical Layer. The data flow inserted
in the transmission system payload is physical medium-independent; the
Physical Laver merges the ATM cell flow with the appropriate information
for cell delineation, according to the cell delineation mechanism.

The transfer capacity at the UNI 1s 155.52 Mbits/s, with a cell-fill capacity
of 149.76 Mbits/s because of Physical Layer framing overhead. Since the
ATM cell has 5 octets of overhead, the 48-octet information field quates to a
maximum of 135.631 Mbits/s of actual user information. A second UNI
interface 1s defined at 622.08 Mbits/s, with a service bit rate of approximately
600 Mbits/s. Access at these rates requires a fiber-based loop. Other UNIs at
the DS3 rate and perhaps at the DS1 rate are also being contemplated in the
United Stlates. The DS1 UNI is discussed in the context of an electrical
iterface (T1); so 1s the DS3 UNI.
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1.3.2 ATM Layer functions

ATM supports a flexible transfer capability common to all services,
including connectionless services (if these are prowided). The transport
functions of the ATM Layer are independent of the Physical Layer
implementation. As noted, connection identifiers are assigned to each link of
a connection when required and are released when no longer needed. The
label in each ATM cell 1s used to explicitly identify the VC to which the cells
belong. The label consists of two parts: the VCI and the VPI. A V(I
identifies a particular VC link for a given virtual path connection (refer to Fig.
1.6). A specific value of V(I 1s assigned each time a VC 1s switched in the
network. With this in mind, a VC can be defined as a umidirectional
capability for the transport of ATM cells between two consecutive ATM
entities where the VCI value is translated. A VC link is originated or
terminated by the assignment or removal of the VCI value.

The functions of ATM include the following

Cell multiplexing and demultiplexing. 1In the transmit direction, the cell
multiplexing function combines cells from individual VPs and VCs into a
noncontinuous composite cell flow. In the receive direction, the cell
demultiplexing function directs individual cells from a noncontinuous
composite cell flow to the appropriate VP or VC.

Virtual path identifier and virtual channel identifier translation. This
function occurs at ATM switching pomnts and/or cross-connect nodes. The
value of the VPI and/or VCI field of each incoming ATM cell is mapped
into a new VPI and/or VCI value (this mapping function could be null).

Cell header generation / extraction. These functions apply at points where
the ATM Layer is terminated (e.g., user's equipment). The header error
control field is used for error management of the header. In the transmit
direction, the cell header generation function receives cell payload
information from a higher layer and generates an appropriate ATM cell
header except for the HEC sequence (which is considered a Physical Layer
function). In the receive direction, the cell header extraction function
removes the ATM cell header and passes the cell information field to a
higher layer.

For the UNI, as can be seen 1n Fig. 1.2, 24 bits are available for cell routing:
8 bits for the VPI and 16 bits for the VCI. Three bits are available for
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payload type identification; this is used to provide an indication of whether
the cell payload contains user mformation or network mformation. In user
mformation cells, the payload consists of user information and, optionally,
service adaptation function information. In network information cells, the
‘payload does not form part of the user's information transfer. The header
error control field consists of 8 bits.

The initial thinking was that if the cell loss priority (CLP) is set by the user
(CLP value is 1), the cell 1s subject to discard, depending on the network
(congestion) conditions. If the CLP is not set (CLP value is 0), the cell has
higher priority. More recent thinking proposes not making use of this bit on
the part of the user (i.e., it must always be set to 0 by the user).

ATM is discussed further in Chap. 2.

1.3.3 ATM Adaptation Layer

Additional functionality on top of the ATM Layer (i.e., in the ATM
Adaptation Layer) may have to be provided by the user (or interworking) *
equipment to accommodate various services. The ATM Adaptation Layer
enhances the services provided by the ATM Layer to support the functions
required by the next higher layer. The AAL function is typically implemented
in the user's equipment, and the protocol fields it requires are nested within
the cells' payload. .

The AAL performs functions required by the User, Control, and
Management Planes and supports the mapping between the ATM Layer and
the next higher layer. Note that a different instance of the AAL functionality
is required in each plane. The AAL supports multiple protocols to fit the
needs of the different users; hence, it is service-dependent (namely, the
functions performed in the AAL depend upon the higher-layer requirements).
The AAL 1solates the higher layers from the specific characteristics of the
ATM Layer by mapping the higher-layer protocol data units into the
mnformation field of the ATM cell and viceversa. The AAL entities exchange
information with the peer AAL entities to support the AAL functions.

The AAL functions are organized in two logical sublayers, the Convergence
Sublayer (CS) and the Segmentation and Reassembly Sublayer (SAR). The
function of the CS is to provide the AAL service to the layer above it; this
sublayer is service-dependent. The functions of the SAR are (1) segmentation
of higher-layer information into a size suitable for the information field of an
ATM cell and (2) reassembly of the contents of ATM cell information fields
into higher layer information.
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Connections in an ATM network support both circuit-mode and packet-
mode (connection-oriented and connectionless) services of a single medium
and/or mixed media and multimedia. ATM supports two types of traffic:
constant bit rate (CBR) and variable bit rate (VBR). CBR transfer rate
parameters for on-demand services are negotiated at call setup time.
(Changes to traffic rates during the call may eventually be negotiated through
the signaling mechanism; however, initial deployments will not support
renegotiation of bit rates.) CBR transfer rate parameters for permanent
services are agreed upon with the carrier from which the user obtains service.
This service would be used, for example, to transmit real-time video. VBR
services are described by a number of traffic-related parameters (minimum
capacity, maximum capacity, burst length, etc.). VBR supports packet like
traffic (e.g., variable-rate video, LAN interconnection, etc.). The AAL
protocols are used to support these different connection types.

In order to minimize the number of AAL protocols, however, a service
classification is defined based on the following three parameters: (1) the
timing relation between source and destination (required or not required), (2)
the bit rate (constant or variable, already discussed), and (3) the connection
mode (connection-oriented or connectionless). Other parameters, such as
assurance of the communication, are treated as quality of service parameters,
and therefore do not lead to different service classes for the AAL. The five
classes of application are:

Class A service 1s an on-demand, connection oriented, constant-bit rate
ATM transport service. It has end-to-end timing requirements. This service
requires stringent cell loss, cell delay, and cell delay, variation performance.
The user chooses the desired bandwidth and the appropriate QOS during the
signaling phase of an SVC call to establish a Class A connection (in the PVC
case, this is prenegotiated). This service can provide the equivalent of a
traditional dedicated line and may be used for videoconferencing, multimedia,
etc.

Class B service is not currently defined by formal agreements. Eventually it
may be used for (unbuffered) compressed video.

Class C service 1s an on-demand, connection-oriented, variable-bitrate ATM
transport service. It has no end-to-end timing requirements. The user
chooses the desired bandwidth and QOS during the signaling phase of an
SVC call to establish the connection.

Class D service is a connectionless service. It has no end-to-end timing
requirements. The user supplies independent data units that are delivered by
the network to the destination specified in the data unit. SMDS is an
example of a Class D service.
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Class X service is an on-demand, connection-oriented ATM transport
service where the AAL, traffic type (VBR or CBR), and timing requirements
are user-defined (i.e., transparent to the network). The user chooses only the
desired bandwidth and QOS during the signaling phase of an SVC call to
establish a Class X connection (in the PVC case, this 1s prenegotiated).

Three AAL protocols have been defined in support of these User Plane
applications: AAL Type 1, AAL Type 3/4, and AAL Type 5. Type 1 supports
Class A, Type 3/4 supports Class D, and Type 5 supports Class X. It appears
that the computer communication community (e.g., LAN and multiplexing
equipment) will use AAL Type 5. Additionally, the ATM service likely to be
available first (and the one supported by evolving computer equipment
vendors) is Class X (that is, cell relay service).

Note that two stacks must be implemented in the user's equipment in order
to obtain VCs on demand (i.e,, SVC service) from the network. With this
capability, the user can set up and take down multiple connections at will.
The Control Plane needs its own AAL; there has been agreement to use AAL
5 in the Control Plane. Initially only PVC service will be available in the
United States. In this mode, the Control Plane stack is not required, and the
desired connections are established at service initiation time and remain
active for the duration of the service contract. Also note that AAL functions
(SAR and CS) must be provided by the user equipment (except in the case
where the network provides interworking functions). Additionally, the user
equipment must be able to assemble and disassemble cells (i.e., run the
ATM protocol).

AAL 1s discussed further in Chap. 3. Signaling is discussed in Chap. 4.

1.4 Multiservice ATM Platforms

SMDS and frame relay PVC are currently available fastpacket services.
SMDS is a high-performance, packet-switched public data service being
deployed by the Regional Bell Operating Companies (RBOCs), GTE, and
SNET in the United States. SMDS is also being deployed in Europe. Frame
relay PVC 1s a public data service that is widely available today and is
expected to be deployed by all RBOCs and most interexchange carriers by
the end of 1994,

Frame relay SVC should be available i the 1994 - 1995 time frame.
ATM is a switching and multiplexing technology that is being
embraced worldwide by a wide spectrum of carriers and
suppliers. This new technology can switch and transport voice, data, and



23

video at very high speeds in a local or wide area. What is the relationship
of SMDS and frame relay to ATM?

SMDS and frame relay are carrier services, whereas ATM is a tech-
nology, as indicated at the beginning of this chapter. ATM will be used
by carriers to provide SMDS, frame relay, and other services, including
cell relay service (a fastpacket service based on the native ATM bearer
service capabilities). Customers who deploy SMDS or frame relay now
will be able to take advantage of the benefits of ATM technology without
changing the services they use as carriers upgrade their networks to
ATM. The customer’s investment in SMDS or frame relay equlpment
and applications is thus preserved. 17

SMDS is based on well-defined specifications and provides switched,
LAN-like transport across a wide area.’ SMDS service features include a
large maximum packet size, an addressing structure that enables data
transfer among all SMDS customers, the ability to send the same SMDS
packet to several destinations by specifying one address (group addressing),
address screening, and strict quality of service values. As ATM technology is
deployed within public carrier networks, SMDS service features will not
change. The current SMDS interface between the customer and the network
uses an access protocol based on the IEEE 802.6 standard. As ATM technology
is deployed, this existing SMDS interface will be maintained. The published
requirements for ATM switching and transmission technology specify that
the existing well-defined SMDS communications interface with the customer
must be supported by ATM. When a carrier introduces ATM-based switching
systems, customers need not see any effect on their SMDS service. Any
technology conversion will be made within the carrier networks. Thus,
customers reap the benefits of the latest technology development, while
maintaining a consistency and continuity in the service they already employ.
Because ATM and IEEE 802.6 technology are both cell based and have the
same size cells, such conversion will be facilitated.!”

In addition, with the introduction of ATM, SMDS can be combined with
other services over a new ATM multiservice communications interface. In
this case, the communications interface between the customer and the
network is based on ATM protocols for all the services on the multiservice
interface, including SMDS and frame relay service. This combination was
foreseen in the development of ATM standards. In fact, AAL 3/4 (the ATM
Adaptation Layer for SMDS) was specifically designed by ITU-T to carry
connectionless services like SMDS. Figure 1.8 depicts the typical platform
configuration for carrier-provided ATM-based services.

With its large capacity and multiservice capability, ATM provides
SMDS with a faster and more scalable technology platform whose
cost can be shared among multiple services. SMDS, along with frame
relay PVC, is encouraging the use of high-speed, wide-area public
networking in the United States. SMDS and frame relay provide ATM
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Figure 1.8 Multiservice broadband switching system. B-ISSI = broadband interswitching
system interface; B-ICI = broadband interexchange carrier interface.

with significantrevenue-producing services that will justify itsdeploy-
ment and allow users and carriers to benefit from the multiservice
technology platform.

Frame relay PVC will be a key low- cost low-overhead broadband data
service available in public networks for at least the rest of this decade.
The service is currently provided via both frame and ATM switching
platforms; ATM sirnplg provides a faster, more scalable platform, as
discussed, for SMDS.'® It appears that frame relay PVC access rates
will probably not be extended beyond DS3 (currently, the standards and
the deployed services only cover speeds up to 2.048 Mbits/s). This
presents the PV(C-oriented customer with the possibility of needing to
interwork emerging cell relay PVC service with frame relay PVC serv-
ice. If a user requires PVC service at access speeds of DS3 and above
(for example, to aggregate traffic), it is likely that the user will use the
ATM cell relay PVC service. This is because customer premises equip-
ment with high-speed wide-area interfaces (e.g., routers) will use ATM
technology, thus making cell relay PVC a good choice. As new applica-
tions are developed that require-these speeds, it is likely that cell relay
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PVC service will need to interwork with the users’ large installed base
of lower-speed wide-area networks for years to come. To meet this need
to interwork, the Frame Relay Forum, the ATM Forum, and standards
bodies are working on specifications to assure the smooth interworking
of these services (ITU-T L.555, in particular).

For the same reasons that carriers are choosing ATM technology (i.e.,
speed and flexibility), workstation, computer, hub, and LAN manufactur-
ers are turning to ATM for their next-generation networking needs. This’
is happening because current networks based on Ethernet, FDDI, etc.,
have limitations when handling the multimedia communications (video,
voice, and data) that will flow among future workstations in a network.
These manufacturers see global multimedia communications among de-
vices as essential. To meet these networking needs, future workstations
and computers will transport user information in ATM cells. Public carriers
will offer cell relay service that will transport ATM cells across metropolitan
area networks (MANSs), across WANSs, and internationally as networks
evolve. Cell relay service is targeted initially toward high-end users with
multimedia needs to transport video, voice, and data across their WANS.
When ATM technology extends from the desktop and throughout the
network, cell relay service will join SMDS and frame relay as another
service that data communications managers can use to support evolving
high-bandwidth corporate applications.

Cell relay service is described in Chaps. 5 and 6 Additional aspects
of fastpacket are covered in Chap. 7. -

1.5 Commercial Availability of ATM
Equipment and Network Services

As with any other service, at least three parties are needed to make this
technology a commercial reality (if any of these three parties fails to support
the service, the service will not see any measurable commercial deploy-
ment): (1) carriers must deploy the service, (2} equipment manufacturers
must bring user products to the market,‘ and (3) users must be willing to
incorporate the service in their networks. (Some observers add two more
forces: agencies supporting R&D and standardization, and the trade press
to “educate” the end users.) The early phases of ATM research, including
all of the work already accomplished in standards organizations (that
is, the topics treated in Chaps. 2 through 10 of this book), cover the first
item. The industry activity discussed briefly below and in Chap. 11
covers the second item. The user analysis that will follow (not covered

*In order for item 1 to occur, some vendors must bring out network products; this point
refers to user products (see ISDN switches versus availability of cost-effective terminal

adapters).
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in this book), where users assess applicability, cost, support of embedded
base, and manageability, all of it in situ, in their own environment (rather
than in a multicolor brochure), covers the third item.

The paragraphs to follow describe industry activities that show en-
couraging signs of the acceptance of cell relay as a commercially viable
networking technology. However, as with all new technologies, there are
a number of potential hurdles and roadblocks that can delay or deter its
success. History has shown that in spite of industry standards, interop-
erability problems can exist if different manufacturers implement sub-
sets (or supersets) of the required networking features. Networking
hardware may preceed the availability of software applications designed
to exploit the networking power of ATM, and this may slow user
acceptance of cell relay. In addition, advances in existing technologies
(e.g., the emergence of “fast” Ethernet) may extend the life cycle of
existing products and slow the acceptance of new technologies. These
challenges must be met to make ATM cell relay a long-term commer-
cial success. -

Vendors are in the process of bringing products to the market. By 1994
there already were several vendors of ATM hubs and a dozen vendors
of ATM workstation plug-ins. Some equipment vendors are building
stand-alone premises switches; others are adding switching capabilities
to their hubs and at the same time are developing ATM adapter cards
for workstations: to allow them to connect to the hub. Some are also
working on bridge-router cards for ATM hubs that enable Ethernet
LANSs to connect to ATM. About three dozen vendors had announced firm
equipment plans by publication time. Over 320 companies have joined
the ATM Forum, which is an organization whose goal is to expedite and
facilitate the introduction of ATM-based services. PC/workstation cards
are expected to become available for about $1000 per port, although the
initial cost was in the $2800-5000 range.

Carriers are deploying broadband switching systems (BSSs) based on
ATM technology to support a variety of services. As noted earlier, ATM
is designed to be a multi-service platform. For example, frame relay and
SMDS will be early services supported on these platforms; another early
service is cell relay service, which allows users to connect their ATM
equipment using the native ATM bearer service.

Early entrants, including Adaptive, AT&T Network Systems, Cable-
tron, Digital Equipment Corporation, Fore Systems, Fujitsu, GDC,
Hughes, Newbridge, Stratacom, Sun, SynOptics, and Wellfleet, were
demonstrating ready or near-ready products for a variety of user net-
working needs in 1994. The first products were targeted to the local
connectivity environment, but WAN products are also expected soon.
Additionally, about a dozen vendors have working carrier-grade switch-
ing products.
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Hubs and switches to support the bandwidth-intensive applications
listed earlier, such as video, are becoming available. Typical premises
switches now support 8 to 16 155-Mbits/s ports over shielded twisted
pair or multimode fibers [lower speeds (45 or 100 Mbits/s) are also
supported]. Some systems can grow to 100 ports. Typical backplane
throughput ranges from 1 or 2 Gbits/s, up to 10 Gbits/s. A number of
these products support not only PVC but also SVC; some also support
multipoint SVC service. Products already on the market (e.g., from
Hughes LAN, Synoptics, Newbridge, Adaptive, Fore Systems, etc.) are
priced as low as $1500 per port. Some of the hubs also act as multipro-
tocol routers, either (1) accepting ATM devices internally for WAN
interconnection over SMDS and frame relay networks, (2) accepting
ATM devices internally for WAN interconnection over a cell relay
network, or (3) accepting traditional devices internally for WAN inter-
connection over a cell relay network (these are stand-alone ATM mul-
tiprotocol routers).

One major push now is in the network management arena. Users need
the capability to integrate the support of ATM products into the overall
enterprise network, specifically the corporate management system.
Some typical features recently introduced include automatic reconfigu- -
ration of virtual connections in case of failure, loopback support, per-
formance and configuration management, and Simple Network Man-
agement Protocol (SNMP) functionality [with private management
information base (MIB) extensions].

Interface cards for high-end workstations (e.g., SPARCstation) are
also appearing (e.g., Synoptics, Adaptive, etc.). These typically support
45 Mbits/s (DS3) on twisted-pair cable and 100 or 155 Mbits/s on
multimode fiber, consistent with the ATM Forum specification. Some
even support prototype 155-Mbits/s connectivity on shielded twisted
pair. These boards are already available for as little as $1250.

Specifically for WAN cell relay service, Sprint has already demon-
strated a prototype service operating at the DS3 rate. A three-phase
approach has been announced publicly by the company. Phase 1 (1993)
entails frame relay interconnectivity with local exchange carriers,
Phase 2 (1993-1994) supports PVC cell relay service at the DS3 rate,
and Phase 3 (1994-1995) enhances the Cell Relay Service to 155 Mbits/s.
AT&T, Wiltel, BellSouth, NYNEX, and Pacific Bell have also announced
deployment plans for ATM platforms and for cell relay service. There is
strong support for the introduction of cell relay service at the local level.
Now users can expect public cell relay service in a number of key
metropolitan areas.

In addition to the international and domestic standards additional
details and clarifications are needed to enable the deployment of the
technology. To this end, in 1992, Bellcore completed generic require-
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ments that suppliers need in order to start building ATM equipment
that will enable the BOCs to offer PVC cell relay services. Work on
generic requirements for ATM equipment that provides SVC cell relay
was completed at Bellcore in 1994. In particular, Bellcore has already
published (preliminary) requirements to define nationally consistent
cell relay PVC exchange and cell relay PVC exchange access services,
including

“Cell Relay PVC Exchange Service,” 1993 [CR PVC exchange service
is a public cell relay intra-LATA service offering from local exchange
carriers (LECs}]

“Cell Relay PVC Exchange Access CRS (XA-CRS),” 1993 [a PVC
XA-CRS is provided by an LEC to an interexchange carrier (IC) in
support of the IC’s inter-LATA cell relay PVC offering]

“Cell Relay SVC Exchange Service,” 1993

The Framework Advisories, Technical Advisories, and Technical Re-
quirements can be used by (1) LECs interested in providing nationally
consistent cell relay PVC exchange service to their customers, (2)
suppliers of ATM equipment in the Jocal customer environment (e.g.,
ATM LANSs, ATM routers, ATM DSUs, ATM switches), and (3) suppliers
of ATM equipment in LEC networks.

The development of nationally consistent LEC cell relay (as well as
an exchange access cell relay) service is critical to provide a consis-
tent set of service features and service operations for customers
who will want to use the service on a national basis. The following
phases of nationally consistent service have been advanced. It is
possible that LECs may be offering “pre-nationally consistent” cell
relay PVC to meet customers’ near-term demand for the service in
the late 1993—early 1994 period. These carriers are expected to
support a nationally consistent cell relay PVC exchange service at
some point thereafter.

= Phase 1.0: Nationally consistent cell relay PVC exchange service
based on a core set of service features by the fourth quarter of 1994,
The core set is proposed to be a subset of the preliminary generic
requirements published by Bellcore in 1993.

* Phase 2.0: Nationally consistent cell relay PVC exchange service
based on generic requirements published by Bellcore in 1994 by the
second quarter of 1995. Phase 2.0 builds on the capabilities of Phase
1.0 and supports expanded capabilities in some areas, such as traffic
management, congestion management, and customer network man-
agement. ' ’
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= Phase 3.0: This will see the initial support of a cell relay SVC exchange
service in mid to late 1995 based on generic requirements expected to
be published in 1994,

Figure 1.9 depicts the set of Bellcore generic requirements in support
of ATM, SMDS, cell relay, and frame relay.!” These are just some of the
key documents that form the foundation for ATM. Standards bodies such
as the ITU-T and ANSI (American National Standards Institute) T1S1,
and industry bodies such as the ATM Forum and the Frame Relay
Forum also publish related documents. :

1.6 Typical Exambles of Cell Relay Usage in
an Enterprise Context

1.6.1

Cell relay/ATM is being contemplated at the local-area network level as
well as the wide-area network level. Several approaches have been
followed by vendors:

Front-end and back-end usages
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1. Use of ATM technology between traditional local or remote LAN hubs;
Fiz. 1.10 shows a case of interconnection of remote hubs. (The LAN
hubs are implicit in the figure.)

2. Introduction of ATM cards on traditional routers for access to a public
cell relay service (see Fig. 1.11). '

3. Introduction of ATM-based LAN hubs, extending ATM all the way to
the desktop, for front-end applications (see Fig. 1.12).

4. Development of private-enterprise ATM switches to support generic
corporate networking.

5. Development of carrier-grade multiservice ATM switches (also known
as broadband switching systems) to support services such as cell relay
service, frame relay service, and SMDS.

6. Development of related equipment (for example, Fig. 1.13 depicts
usage in a channel extension environment).

Some industry proponents expect to see Fortune 1000 users passing
the majority of their LAN-to-WAN traffic through premises-based ATM
switches by 1997. Approximately 50 percent of the ATM traffic in these
companies is expected to be in support of LAN interconnection, for LANs
serving traditional business applications, and for traditional enterprise
data applications, such as mainframe channel extension; the other 50
percent of the traffic is expected to be split fairly evenly among application
supporting real-time video, imaging, real-time voice, and multimedia.

Traditional LAN Traditional LAN
Router Router
ATM ATM
- 9"9"‘9-‘ engine
ATM
. engine
Private ‘
ATM .
switch Traditional LAN Traditional LAN
Router Router
ATM | | | ATM

—1 lengine| _ {engine E

"Figure 1.10 Private ATM technology to interconnect dispersed LAN hubs. ATM engine =
the logic implementing ATM, control, and, opticnally, user plane protocols.
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Ethernet
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—

ATM
- engine

Figure 1.11 Routers used in conjunction with a public cell relay service. ATM engine
= the logic implementing ATM, control, and, optionally, user plane protocols.

Figure 1.14 depicts a typical “full-blown” ATM/cell relay arrangement for .
both WAN and LAN applications. This supports ATM to the desktop for
such applications as desk-to-desk videoconferencing and multimedia. Fig-
ure 1.15 depicts'an example of the protocol machinery across a router/pub-
lic switch arrangement that is expected to be a common deployment
scenario in client/server environments. Figure 1.16 depicts an example in

ATM wiring
hub (switch)

ATM —

engine K\W
ATM
engine
ATM
engine

Figure 1.12 ATM to the desktop.
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Figure 1.13 Channel extension via ATM services.

a videoconferencing application, also from a protocol point of view. Figure
1.15 shows an example in a corporate network supporting business imaging.

Figure 1.18 depicts a more complete enterprisewise use of cell relay
service, while employing a public WAN CRS network. For this example,
ATM-ready workstations and devices connected to an ATM-based hub
with ATM WAN router capabilities (the router could also be a separate
device) can get direct access to the ATM WAN. Some of the hub and
router vendors are taking this path to the market. The figure also shows
that traditional LAN users can employ an ATM-ready router to obtain
the benefit of cell relay WAN services without having to replace their
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Figure 1.14 Example of usage of ATM in an enterprise network.

desktops or in-house wiring. It also depicts another route to the market,
followed by some of the more sophisticated multiplexer manufacturers:
The multiplexer can connect traditional data devices, mainframe chan-
nels, and video to a cell relay WAN network by supporting ATM on the
trunk side. Some of these multiplexers also support traditional LANs
on the house side over a frame relay interface. (Note: Carrier-deployed
ATM “service nodes” in close proximity of the user location but on the
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Figure 1.15 Typical corporate application from a protocol-stack point of view. conv.fun. =
convergence function.

network side of the interface support these same services plus LAN
emulation service.)

Figure 1.19 depicts some user applications of cell relay service in the case
where the user wants to develop a private ATM/cell relay service WAN.
Note the need to (1)install privately managed switches, (2) use dedicated
high-speed WAN lines, and (3) backhaul remote locations to a remote
switching site. Public cell relay service may prove less demanding in terms
of users’ responsibility. Hybrid arrangements ar¢ also possible.

1.6.2 C(Client/server jssues

The client/server architecture being put in place in many organizations
is truly distributed in the sense that the corporate user has access to
data regardless of where the data are located, be they on a system in
another campus, another city, another state, or another continent.
Client/server applications require extensive interchange of data blocks,
often entailing multiple transactions. Low end-to-end delay is critical in
making client/server computing possible."

Applications requiring large transfers (e.g., 50-100 kbits) are not
unusual in these environments, particularly for imaging video, and
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layers | layers layers | layers
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Figure 1.16 Example of video application over ATM/cell relay arrangement.
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Figure 1.17 Use of ATM/cell relay to support imaging.

multimedia applications (the last two applications also have stringent
delay sensitivities). A 100-MByte data unit across the application pro-
gramming interface (API) running on a remotely located LAN-resident
server is segmented into approximately 60 Ethernet frames. Each
Ethernet frame is then segmented into approximately 30 cells by an
ATM-configured router for delivery over a public cell relay network.
Some wish to clarify the implications of the interplay between the
network(or private ATM switch) performance in terms of cell loss/muti-
lation, response time, latency, and the end-to-end error correction pro-
tocols (e.g., included in TCP). For example, if one of the 29 cells that
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Figure 1.18 CRS to support enterprise networking in WAN applicationa.

made up a frame is lost, the entire frame (30 cells) needs to be retrans-
mitted by TCP.-Under heavy user load as well as coterminous ATM
switch overload (whether public or private), the combination of cli-
ent/server architecture and ATM communication could result in degra-
dation, saturation, or instability. A number of simulation-based studies
have shown that, when properly engineered, the network should behave
as expected.

Chapter 9 covers ATM-based LANSs, while Chaps'. 11 and 12 cover other

details pertaining to the deployment of ATM in users’ environments.
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Figure 1.19 CRS to support enterprise networking in WAN applications (private network).

1.7 The Value of Standards

It is a well-known fact that standards benefit not only an industry but
an entire economy. Many industries would not have arisen (e.g., the VCR
industry, the CD audio industry, television, radio, etc.) if it were not
for standards. Standards make a level playing field, fostering compe-
tition; this is in contrast to vendor proprietary approaches, where
only those vendors have access to a market or have disproportionate
control of it. However, for a standard to be effective, it must be widely
available, without restrictions on promulgation, discussion, commen-
tary, proliferation, distribution, and duplication. In our opinion, a
standard is not an open standard if it is restricted, copyrighted, or
patented, if it represents someone’s intellectual property, or if it is
“owned” by someone (sounds mighty close to a proprietary system to
us!) because all of these factors frustrate the exact purpose for which
the standard aims to exist (or has a reason to exist). There is much
discussion at large about “free trade,” “free movement of informa-
tion,” and “lack of censorship.”
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Standards are developed by industry consensus. This means that
representatives from many companies, typically several dozen, have
input into the standard. These proceedings can go on for years, and the
representatives of these companies travel to many meetings and invest
company resources back home to work on technical issues, prepare
contributions, review contributions, and act as editors, chairs, etc. In
the end, no one individual or institution should be able to claim owner-
ship. There must be a free flow of specification information. Developers
must be able to obtain copies. Programmers must be able to use the
material. Documentaries must be able to write down the standard and
comment on how they implemented various aspects. Educators must be
able to discuss the standard and promulgate it to users. Otherwise, such
astandard may go nowhere, as many examples of voluminous standards
from the (late) 1980s illustrate.

Given this philosophical imperative, and in spite of the less than
eloquent case made in these terse paragraphs, we have taken the
approach of discussing here, in this text, the dozens of standards that
support cell relay service and ATM, regardless of their source. In the
end, all stand to benefit from such oper and uninhibited discussion at
the birth of this new technology. Since this book is only a brief synopsis
of the estimated 15 cubic feet of standards material that forms the basis
for ATM (ITU-T, ANSIT1S1, ATM Forum, Frame Relay Forum, Bellcore,
and other documents), the reader is constantly referred to the original
documents for the full-scale detail. In particular, developers, who stand
to benefit commercially from their efforts, should definitely refer to the
original documentation for the necessary level of detail. The purpose of
this book is strictly pedagogical and for the end user. Each of the more
than 100 documents alluded to earlier can be obtained from the original
source for $100 or less.
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Asynchronous
- Transfer Mode

As noted in Chap. 1, ATM is a new transport and switching technology
that can be used in a variety of telecommunications and computing
environments. ATM is a cell-based technology, designed to support user
applications requiring high-bandwidth, high-performance transport
and switching. This chapter provides a summary description of the
peer-to-peer ATM protocol at the user-network interface in support of
cell relay service and other ATM capabilities. It describes functionality
in the User Plane, thereby enabling a PVC service. The addition of
Control Plane support enables the user to obtain an SVC service; the
operation of the ATM Layer in the Control Plane is nearly identical to
that of the User Plane (the Control Plane functionality is discussed in
Chap. 4). Some aspects of the underlying transport mechanism are also
briefly covered at the end of the chapter.

A description of general aspects of the access interface(s) between the
user and the network is followed by a description of the protocol across
such an interface. The protocols and related requirements are associ-
ated with two functional OSIRM layers: the Data Link Layer and the
Physical Layer. Figure 2.1 depicts this peer-to-peer protocol view of the
service. Figure 2.2 depicts communication through a set of network
peers. As described in ITU-T Recommendation X.210, Open Systems
Interconnection, Layer Service Definition Conventions,' the service defined
at the Data Link Layer also relies on the capabilities of the Physical
Layer. This view of cell relay service in general and of the ATM protocol
in particular establishes requirements on what an entity in the ATM
Layer (whether the entity is in the network or in the user’s equipment),
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Figure 2.1 Peer entities across the user-network interface. TC =
Transmission Convergence Sublayer; PMD = Physical Medium-De-
pendent Sublayer.

defined in ITU-T Recommendation 1.361, B-ISDN ATM Layer Specifi-
cation,? and in T181.5/92-410, Broadband ISDN—ATM Layer Function-
ality and Speciﬁcation,3 expects the remote peer entity to support. The
physical aspects of the UNI supporting cell relay service are based on
the B-ISDN UNI defined in ITU-T Recommendation 1.432, B-ISDN
User-Network Interface—Physical Layer Specification® and on the ATM
Forum’s UNI Specification® for public UNIs. This discussion only pro-
vides an overview, the reader interested in additional details should
consult Refs. 6 and 7.

This chapter only covers the interface between user equipment and a
public network; intra-CPE interfaces (for example, for ATM-based
LANSs), although similar in many respects to the interface between the
CPE and the network, are not addressed. Table 2.1 depicts some of the
key ITU-T standards in support of ATM in general and the peer-to-peer
cell relay protocol in particular.

2.1 ~ Access Interface

This section defines the concept of access interface. This is accomplished
by defining an access reference configuration, functional entities
(groups), and logical reference points.

An access reference configuration for B-ISDN is deﬁned in ITU-T
Recommendation 1.413, B-ISDN User-Network Interface.? This configu-

User's equipment User's equipment

ATM 1 ATM ATM jpe+—»{ ATM ATM | = ATM
PHY |= » PHY PHY |e—» PHY PHY |= > PHY
I J L l ' |

Switch Switch

Figure 2.2 Cascaded ATM entities.
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TABLE 2.1 Key ITU-T Standards in Support of ATM

F.811 B-ISDN Connection-Oriented Bearer Service

F.812 - B-ISDN Connectionleas Bearer Service

1.113 B-ISDN Vocabulary of Terms

1.121R Broadband Aspects of ISDN [Basic Principles and Evolu-
tion]

L150 - B-ISDN ATM Functional Characteristics

1.211 B-ISDN Service Aspects

1311 B-ISDN General Network Aspects

1.321 B-ISDN Protocol Reference Model and Its Applications

i.327 B-ISDN Functional Architecture Aspects

1.356 Quality of Service Configuration and Principles

1.361 B-ISDN ATM Layer Specification

1.362 B-ISDN AAL Functional Description

1.363 B-ISDN AAL Specification

1.371 Traffic Control and Resource Management

1.374 Network Capabilities to Support Multimedia

1.413 B-ISDN UNI

1.432 B-ISDN UNI Physical

1.555 Interworking with Frame Relay

1.555 Interworking with ISDN

1.610 ~ B-ISDN OAM Principles

Lcls . Support for Connectionless Data Service on B-ISDN

Q.93B (now Q.2931) B-ISDN Call Control

Q.SAAL 1 and 2 (now Signaling AALs (Q.2110, Service-Specific Connection-

Q.2110 and Q.2130) Oriented Protocol (SSCOP); Q.2130, Service-Specific Co-

ordination Function (SSCF}]

ration forms the basis for the definition of access interfaces supporting
cell relay service. ‘

Functional entities are logical abstractions of functions typically found
in network equipment and in users’ equipment, also known as customer
premises equipment (CPE). Public network switch-termination func-
tions are modeled by the broadband line terminator/exchange termina-
tor (B-LT/ET) functional group. The CPE is modeled by the broadband
network termination 2 (B-NT2) functional group; NT2 functions include
concentration, switching, and resource management. Broadband net-
work termination 1 (B-NT1) functions support line termination, line
maintenance, and performance monitoring. The broadband terminal
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Figure2.3 B-ISDN access reference configurations. B-TA = broadband terminal adapt-
er.

equipment, such as a workstation, is modeled by the broadband termi-
nal equipment (B-TE) functional group.

Logical reference points are defined between B-ISDN functlonal entities.
TB is the logical reference point between a B-NTZ2 and a B-NT1. UB is the
logical reference point between a B-NT1 and a B-LT/ET. In this description,
the UNI is associated with the UB reference point. See Fig. 2.3.

Note: This description only covers the case where there is a single
B-NT2 (however, several B-TEs may be connected to the B-NT2). The
case where the B-NT2 is null and there are several B-TEs connected to
a single UNI is not addressed in the initial view of ATM services in the
United States.

2.2 ATM-Level Protocol

2.2.1 Overview

UNI protocols define the way in which users communicate with the
public network for the purpose of accessing the service provided by the
network. Figure 2.4 illustrates the B-ISDN Protocol Reference Model,
which is the basis for the protocols that operate across the UNI (this is
another common way to represent the protocol model of Fig. 1.3). The
B-ISDN Protocol Reference Model is described in ITU-T Recommenda-
tion 1.121. This model is made up of three planes, already discussed in
Chap. 1: the User Plane, the Control Plane, and the Management Plane.
Table 2.2 provides a summary of the functions supported by each plane.

The UNI specified at this level includes the functions associated with
the User Plane at the Physical Layer and the ATM Layer. The Physical
Layer provides access to the physical medium for the transport of ATM
cells. It includes methods for mapping cells to the physical medium (i.e.,
the Transport Convergence Sublayer) and methods dependent on the
physical medium (i.e., the Physical Medium-Dependent Sublayer). The
ATM layer provides for the transport of cells between end-user locations.
An ATM cell contains a header that contains control information, iden-
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Figure 2.4 B-ISDN protocol reference model.

tifies the type of cell, and contains routing information that identifies a
logical channel (i.e., a VPC or a VCC) over which the cell is to be

forwarded.

The interactions of each protocol layer with other layers and with its
own layer management are described in terms of primitives. Primitives
describe abstractly the logical exchange of information and control

TABLE 2.2 Functions of Various Planes of the Protocol Model

User Plane

Control Plane

Management Plane

Provides for the transfer of end-user information. It con-
sists of the Physical Layer and the ATM Layer. The model
also includes ATM Adaptation Layers and higher layers
necessary for each end-user application. (Because these
layers are specific to each application, they are not part
of the cell relay service described here and in Chap. 5.)

Provides for the transfer of information to support con-
nection establishment and control functions necessary for
providing switched services. The Control Plane shares the
ATM and Physical Layer with the User Plane. Also, it
contains AAL procedures and higher-layer signaling pro-
tocols. The Control Plane is discussed in Chap. 5.

Provides for operations and management functions and
the capability to exchange information between the User
and the Control Planes, The Management Plane is made
up of the Layer Management (for layer-specific manage-
ment functions such as detection of failures and protocol
abnormalities) and the Plane Management (for manage-
ment and coordination functions related to the complete
system). The Management Plane is discussed in Chap. 10.
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through a service access point, while not imposing any constraint on the
implementation. Figures 2.5, 2.6, and 2.7 depict some aspects of this
protocol machinery.

222 ATM Layer

The ATM Layer provides for the transport of fixed-size cells between
end-user locations. It is implemented in users’equipment (workstations,
routers, private switches, etc.) and in network equipment. ATM cells
from end users are forwarded across virtual connections through the
public network. These connections are provided at subscription time or
in real time via signaling (as described in Chap. 4). The ATM Layer also
provides multiplexing functions to allow the establishment of multiple
connections across a single UNI.

[ v-PoU .
{N)-tayer
(M
- \L/(N-1)-8aP
(N - 1)-PCl L
[ (N.S?'U | (N - 1)-layer
[ (N-1)}-PDU |
4R
\{“(N-2)-54P
\ 4
[ (N-1)-SDU |
Layer : E j (N-1)- (N~1) .
management sarvica service ’
entity user user
4 3
.request confirm response .indication
' ' : : _ (N)-layer
TN AN Y
V(N - 1)-54P N—V(N - 1)-SAP
" (N - 1)-layer
Y
T

. (N-1)-service provider

Figure2.5 SAPs (top) and primitives (bottom). SAP = service access point; PDU = protocol
data unit; SDU = service data unit; PCI = protocol control information. -
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Figure 2.6 ATM protocols.

Service provided to the upper layer. The ATM-Layer service is based on
fixed-size ATM service data units which consist of 48 octets. It provides
for the transparent transfer of ATM SDUs between communicating
peer upper-layer entities. To accomplish this, the ATM Layer gencrates
a 53-octet ATM cell by prepending a 5-octet header to the ATM SDU.
The header contains routing and protocol control information. The
interaction between the ATM Layer and its service users is 1mple-
mented by the primitives shown in Table 2.3.

Service expected from the lower layer. The ATM Layer expects the
Physical Layer to support the transparent transport of ATM cells
between peer ATM entities. The exchange of information between the
ATM Layer and the Physical Layer is implemented by the primitives
shown in Table 2.4. The PHY-SDU parameter in these primitives con-
tains the 53-octet cell to be transmitted between peer ATM entities.
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Figure 2.7 Pertinent ATM SAPs.

ATM cell format. The ATM cell format used across the UNI is shown in
Fig. 2.8 (which is another way of looking at Fig. 1.2). Table 2.5 describes
the meaning of the fields.

) End-to-end operations administration and maintenance capabllmes
need to be supported. For VPs, operation functions are supported via
specially marked ATM cells, which are transmitted over VCs with
specific VCI values (these are known as F4 flows). For VCs, operation
functions are supported via cells marked with an appropriate codepoint
in the Payload Type Indicator field (these are known as F5 flows). The
functions supported are shown in Table 2.6. Figure 2.9 illustrates the
difference between these two OAM flows.

Table 2.7 provides the encoding for the PTI field. Code point 1005 (B
= binary) indicates a segment OAM F4 cell flow used to monitor the
status of a segment within the virtual connection. Code point 101y
indicates an end-to-end OAM F5 cell flow used to monitor the status of
a connection end to end. Code point 110p is reserved for future traffic
control and resource management procedures.

*VCl is 4 for end-to-end operations and 3 for segment information.
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TABLE 2.3 ATM Layer Primitives

ATM-DATA request (ATM_SDU, Submit- Used to request transmission of an ATM
ted_Loss_Priority, Congestion_Indication, SDU across a VPC or VCC to a peer entity

SDU_Type)

ATM-DATA.indication (ATM_SDU, Re- Used by the ATM Layer to indicate to the
ceived_Loss_Priority, Congestion_Indica- gervice user the arrival of an ATM cell

tion, SDU_Type) :

Description of parameters:

ATM_SDU: The 48 octets of information to be transferred by the ATM Layer between peer
communicating upper-layer entities.

Submitted_Loss_Priority: The relative importance of the ATM_SDU contained in this primi-
tive. Two values are possible. A value of “high” indicates that the resulting ATM ceil has higher
(or equivalent) loss priority than a cell with a value of “low.” A high value may be translated to
a cell loss priority value of 0 in the cell header. Similarly, a low value may be translated to a CLP
value of 1 in the cell header.

Congestion_Indication: This parameter indicates whether this cell has passed through one or
more network nodes experiencing congestion. It has two values: True or False.

SDU_Type: This parameter indicates the type of SDU to be transferred between peer upper
layer entities. It can take only two values, 0 and 1, and its use is as determined by the higher
layer. For example, AAL Type 5 sets SDU_Type to 1 to indicate the last cell of a frame. In other
words, this field is currently used by the AAL Type 5 Common Part protocol to distinguish.
between cells that contain the last segment of an AAL Type 5 Common Part PDU and those that
do not. AAL Type 1 and AAL Type 3/4 always set the bit to 0.

Received_Loss_Priority: This parameter indicates the CLP field marking of the received
ATM_PDU. Two values are possible. A value of “high” indicates that the received ATM cell has
higher (or equivalent) loss priority than a cell with a value of “low.” A high value may be
translated to a cell loss priority value of 0 in the cell header. Similarly, a low value may be
translated to a CLP value of 1 in the cell header.

ATM Layer procedures. This section summarizes the functions per-
formed by ATM layer entities.

ATM sending procedures. These procedures are performed by an ATM
entity to send ATM cells to a peer ATM entity. The procedures are
organized according to the categories of functions performed by the ATM
Layer.

ATM layer connections. As described earlier, the ATM service is
provided by means of virtual connections. For the PVC cell relay service,
connections are established at subscription time. For SVC service,

TABLE 2.4 Physlical Layer Primltives

PHY-DATA. request (PHY_SDU) Requests the Physical Layer to transport
an ATM cell between peer ATM entities
over an existing connection.

PHY-DATA. indication (PHY_SDU) Indicates to the ATM Layer that an ATM
cell has been received over an existing
connection.
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Bits
8 7 6 5 4 3 2 1
GFC VPI 1
VP! VvCI 2
1]
VvCl 3 2
O
VvCi PTI CLP
4 Figure 2.8 ATM cell format.
HEC 5

connections are established by a signaling mechanism. As will be seen
in Chap. 4, about one dozen parameters need to be specified to describe
a connection (for example, called party, bandwidth, quality of service,
etc.).

Cell rate decoupling. A sending ATM entity must add unassigned
cells to the assigned cell stream to be transmitted, so that a continuous
cell stream matching the line rate of the UNI1 is provided to the Physical
Layer. This is necessary in order for the Physical Layer to perform
adequate cell delineation functions. Unassigned cells are empty cells
which have the first 4 octets of the cell header encoded as depicted in
Fig. 2.10. Unassigned cells do not carry information. Therefore, they
must be extracted at the receiving ATM entity and not passed to the
upper layer.

Loss priority indication.  Traffic management functions may use
tagging as a way to control traffic entering the network across the UNI.
The network may choose to tag cells that violate a traffic descriptor for
the connection by setting the CLP bit to 1. If cell discarding is necessary,
these cells would be discarded first. Some traffic management proce-
dures are discussed in Chap. 6.

ATM recelving procedures. This section describes the procedures an
ATM entity executes when receiving an ATM cell to ensure its proper
processing. These procedures include the provision for sequenced proc-
essing of ATM cells which arrive across a virtual connection.

Sequenced ATM processing. . ATM cells received across a virtual con-
nection must be processed in sequence to ensure adequate service to the
higher layers.

Cell validation procedures. The cell validation procedures deter-
mine whether a received cell is an unassigned cell and detect invalid
header patterns. These procedures also detect cells received with
inactive VPI/VCI values (e.g., VPI/VCI values which identify inactive
connections). Unassigned' cells and cells found to be in error are
discarded. |
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Generic Flow Control (GFC)

Virtual! Path Identifier/Virtual Channel
Identifier

Payload Type Indicator (PTI)

Cell Loss Priority

Header Error Control

The 4-bit GFC field has only local signifi-
cance and may be used to provide stand-
ardized local functions at the customer site
{e.g., passive bus support); the field is ig-
nored and may be overwritten by the pub-
lic network.

The 24-bit VPI/'VCI field indicates the vir-
tual connection over which a cell is to be
forwarded. The number of connections
needed across the UNI is less than 224,
therefore, only some bits of the VPI and
VC] subfields are used. Those bits are
called allocated bits, and all other bits in
the VPI/VCI field are set to 0. A VPI value
of 0 is not available for user-to-user virtual
path identification. Similarly, a VCI value
of 0 ia not available for user-to-user virtual
channel identification.

- The 3-bit PT1 field indicates whether the

cell contains user information or layer
management information. Code points
000 to 011 indicate user information; these
PTI values identify two types of end-user
information and whether the cetl has ex-
perienced congestion (the two types of in-
formation are used by the end-user appli-
cation). For user data, the public network
does not change the SDU_Type indicated
by the PTI field. The public network can,
however, change the PTI value from Con-
gestion_Experienced = False to Conges-
tion_Experienced = True. Code points 100
to 111 identify different types of operations
flows. See Table 2.7.

This 1-bit field allows the user to indicate the
relative cell loss priority of the cell. The net-
work may attempt to provide a higher cell loss
priority (or equivaient} for cells marked with
high priority than for cells marked with low
priority. The current view is to only let the
user set CLP to the value 0.

The 8-bit HEC field is used by the Physical
Layer to detect transmission errors in the
cell header and in some cases for cell de-
lineation.

Cell discrimination based on PTI value.

A receiving ATM Layer

entity processes cells according to the type of payload they contain as
indicated by the value in the PTI field. User cells (PTI values 000-
100) are forwarded across the appropriate virtual channel. If neces-
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TABLE 2.6 Layer Managemen! Functions Included In Cell Relay Service

Fault management functions Alarm surveillance: AIS (alarm indication
signal)

Alarm surveillance: FERF (far-end re-
ceive failure; now known as remote defect
indicator)

Connectivity verification: cell loopback
continuity check

Performance management functions Forward monitoring
Backward reporting
Monitoring/reporting

Activation/deactivation Performance monitoring
Continuity check

sary, PTI values may be modified to indicate whether the cell experi-
enced congestion.

Layer Management cells (PTI values of 101-111) are used to provide
various operations flows to support functions like performance monitor-.
ing and trouble sectionalization. CPE supporting the UNI is not re-
quired to support these operations flows. However, network equipment
must support them so that it can interface with end-user equipment
supporting these functions. (This topic is revisited in Chap. 10.)

2.2.3 Layer Management

There are two types of interactions between the ATM entity and the ATM
Management entity. One interaction is for the exchange of local infor-
mation between these two entities. The primitives are shown in Table
2.8 (the parameters are not shown for simplicity). The other interaction
is for peer-to-peer communication between ATM Management entities.
The primitives for this interaction are shown in Table 2.9. For more
details, refer to Ref. 2, 5, or 6. (This topic is revisited in Chap. 10.)

Segment VP
OAM F4
fiows

b

|

——

End-to-end VC OAM F5 fiows
Figure 2.8 OAM F4 and F5 flows.
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TABLE 2.7 PTI Code Points

PTI code point Meaning

000 Usger data—SDU_Type 0, no congestion experienced

001 User data—SDU_Type 1, no congestion experienced

010 User data—SDU_Type , congestion experienced

011 User data—SDU_Type 1, congestion experienced

100 : Segment OAM F5 flow cell ‘

101 : End-to-end OAM F5 flow cell

110 Reserved for future traffic control and resource manage-

ment functions

111 Reserved for future use

2.2.4 Physical Layer

Although the emphasis of this chapter is on the ATM Layer, a brief
discussion of the underlying Physical Layer is also provided. Figure 2.11
depicts some of the key Physical Layer protocols supported.

As noted, the Physical Layer is made up of two sublayers: the Trans-
mission Convergence Sublayer and the Physical Medium~Dependent
Sublayer. The TC Sublayer “maps” the cell stream to the underlying
framing mechanism of the physical transmission facility and generates
the required protocol control information for the Physical Layer (e.g.,
SONET overhead octets). It also generates the HEC. The PMD Sublayer
deals with the electrical or optical aspects of the physical interface (e.g.,
timing, power, jitter).

The UNI providing the service’s access interface includes the physical
characteristics of facilities that provide actual realizations of the Ug
reference point. In practical terms, this access interface specifies the
means and characteristics of the connection mechanism between CPE
supporting cell relay service and a LEC’s switch providing the same
service. UNIs are specified by characteristics such as physical and
electromagnetic/optical characteristics, channel structures and access

- 4 octets -

GFC VPI VvCl PTI {CLP

AAAA Os Os XXX 0

A: This bit is available for use by appropriata ATL! layer function.
X: This bit is a don’t care bit.

Figure 2.10 First four octets of cell header for unassigned celis,
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TABLE 2.8 ATM Management Primitives for Local Communication

ATMM-MONITOR.indication Issued by an ATM Layer Management en-
tity to deliver the content of an ATM_PDU
received by the ATM entity, to facilitate an
OAM function

ATMM-ASSIGN.request Issued by an ATM Layer Management en-
tity to request the establishment of an
ATM link

ATMM-ASSIGN.confirm Issued by an ATM Layer Management en-
tity to confirm the establishment of an

ATM link

ATMM-REMOVE.request Issued by an ATM Layer Management en-
tity to request the release of an ATM link

ATMM-REMOVE confirm Issued by an ATM Layer Management en-
tity to confirm the release of an ATM link

ATMM-ERROR.indication Issued by an ATM Layer Management en-
tity to indicate an error and invoke appro-
priate management actions

ATMM-PARAMETER-CHANGE.request Issued by an ATM Layer Management en-
tity to request a change in a parameter of
the ATM link

capabilities, user-network protocols, maintenance and operations char-
acteristics, performance characteristics, and service characteristics.

The physical access channel for ATM-based fastpacket services such
as cell relay service supports one of the following access rates: 622.080
Mbits/s (future); 155.520 Mbits/s; 44.736 Mbits/s; 1.544 Mbits/s (per-
haps in the future). The corresponding channel signal formats are
STS-12c (Synchronous Transport Signal Level 12, concatenated), STS-
3c, DS3 (Digital Signal Level 3), and DS1.

Physical-Layer mappings. The mapping of cells onto the DS1, DS3, and
SONET STS-3c has also been defined.® Some key aspects of how cells
are inserted over the underlying framing mechanism are discussed below.

TABLE 2.9 ATM Management Peer-to-Peer Primitives

ATMM-DATA request (ATM_SDU, Sub- Issued by an ATM Layer Management en-
mitted_Loss_Priority, PHY_CEI(s)) tity to request transfer of a management
ATM_SDU

ATMM-DATA indication (ATM_SDU, Re- Issued to an ATM Layer Management en-
ceived_Loss_Priority, PHY_CEI, Conges- tity to indicate the arrival of a manage-
tion_Indication) ment ATM_SDU

Note: CE! is the connection endpoint identifier,
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Figure 2.11  Key Physical Layer protocols supported. PLCP = Physical Layer convergence
procedure; FCS = fiber channel standard; FDDI = {iber distributed data interface; ETSI
= European Telecommunications Standards Institute.

The challenge at the receiving end is to extract the cell from the
underlying frame, that is, to establish cell boundaries.

Mapping of ATM cells into 1544-kbit/s DS1 trame. Frame format. The multi-
frame structure for the 24-frame multiframe as described in ITU-T
Recommendation G.704 is used. The ATM cell is mapped into bits 2 to
193 (i.e., time slots 1 to 24 described in Recommendation G.704) of the
1544-kbit/s” frame, with the octet structure of the cell aligned with the
octet structure of the frame (however, the start of the cell can be at any
octet in the DS1 payload; (see Fig. 2.12).

Cell rate adaption. The cell rate adaption to the payload capacity
of the frames is performed by the insertion of idle cells, as described
in ITU-T Recommendation 1.432, when valid cells are not available
from the ATM Layer.

Header error control generation. The Header Error Control value is
generated and inserted in the specific field in compliance with ITU-T
Recommendation 1.432.

Scrambling of the ATM cell payload (optional). As an option, the
ATM cell payload (48 bytes) can be scrambled before it is mapped into
the 1544-kbit/s signal. In the reverse operation, following termination

*As of press time, however, standards for the delivery of ATM over a DS1 access were
still being investigated.
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of the 1544-kbit/s signal, the ATM cell payload is descrambled before
being passed to the ATM Layer The self-synchronizing scrambler
with the generator polynomial x 43 1 1 is used.

Cell delineation. Cell delineation is performed using the header
error control mechanism as defined in ITU-T Recommendation 1.432.
This direct mapping approach means that the algorithm parses 5 octets
on the fly until a 5-octet boundary is found through the HEC procedure.
Once the header boundary is found, the rest of the cell boundary is
established by counting 48 additional octets.

Cell header verification and extraction. The cell header verification
is performed in compliance with ITU-T Recommendation 1.432. Only
valid cells are passed to the ATM Layer.

Mapping of ATM cells into 44,736-kbit/s D53 frame

Frame format. The multiframe format at 44,736 kbits/s, as de-
scribed in ITU-T Recommendation G.704, is used.

Two mappings are available:

1. Physical Layer Convergence Protocol (PL.CP)-based mapping of ATM
cells, derived from SMDS principles

2. A direct (HEC-based) mapping, established in 1993

This discussion focuses on PLCP, since the direct mapping is similar
to the DS1 mapping.

The ATM PLCP defines a mapping of ATM cells onto existing 44,736-
kbit/s facilities. The DS3 PLCP consists of a 125-us frame within a
standard 44,736-kbit/s payload. Note that there is no fixed relationship
between the PLCP frame and the 44,736-kbit/s frame;i.e., the PLCP can
begin anywhere inside the 44,736-kbit/s payload. The PLCP frame, Fig.
2.13, consists of 12 rows of ATM cells, each preceded by 4 octets of
overhead. Nibble stuffing is required after the twelfth cell to fill the
125-us PLCP frame. Although the PLCP is not aligned with the 44,736-
kbit/s framing bits, the octets in the PLCP frame are nibble-aligned with
the 44,736-kbit/s payload envelope. Nibbles begin after the control bits
(F, X, P, C, or M) of the 44,736-kbit/s frame. The stuff bits are never used
in the 44,736-kbits/s, i.e., the payload is always inserted. The reader
interested in a detailed explanation ofthe DS3 framing format may refer
to Ref.10 or other material. Octets in the PLCP frame are described in
the following sections.

Cell rate adaption. The cell rate adaption to the payload capacity of
the PLCP frame is performed by the insertion of idle cells, as described
in ITU-T Recommendation 1.432, when no valid cells are available from
the ATM Layer.
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PLCP Framing POl  POH PLCP payload
(1 octet) (1 octet} (1 octet) (1 octet) {53 octets)
Al A2 P11 Z6 | FirstATMcell
At | A2 | P10 26 Sacond ATM call
Al A2 P09 Z4 Third ATM cell
Al A2 P08 Z3
Al A2 PQO7 Z2
A1l A2 POS 21
Al A2 P05 X
Al A2 P04 B1
Al A2 P03 G1
Al A2 pPo2 X (13 0r 14
At A2 P01 X Eleventh ATM cell nibbles)
Al A2 P00 C1 Twelfth ATM cell Trailer |

Figure 2.13 PLCP frame. POl = path overhead indicator; POH = path overhead; BIP-8 =
bit interleaved parity-8; X = unassigned (receiver to ignore). [Note: Order and transmis-
sion of all PLCP bits and octets are from left to right and top to bottom. This figure shows
the most significant bit (MSB) on the left and the least significant bit (LSB) on the right.]

Header error control generation. The HEC generation is based on
the algorithm described in ITU-T Recommencation 1.432.

Cell delineation. Sincethecells are in predetermined locations with-
in the PLCP, framing on the 44,736-kbit/s signal and then on the PLCP
is sufficient to delineate cells.

Cell header verification and extraction. The cell header verification
is consistent with ITU-T Recommendation 1.432. Only valid cells are
passed to the ATM Layer.

PLCP overhead utilization. The following PLCP overhead bytes/nib-
bles are activated across the UNI:

* Al: Frame alignment

» A2: Frame alignment

* B1: PLCP path error monitoring

* C1: Cycle/stufl counter

* G1: PLCP path status

e Px: Path overhead identifier

» Zx: Growth octets

= Trailer nibbles
Frame alignment (Al, A2). The PLCP framing octets use the same
framing pattern: Al = 11110110, A2 = 00101000. '

PLCP path error monitoring (B1). The BIP-8 field supports path
error monitoring, and is calculated over a 12 x 54 octet structure
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consisting of the POH field and the associated ATM cells (648 octets)
of the previous PLCP frame.

Cycle / stuff counter (C1). The cycle/stuff counter provides a nibble-
stuffing opportunity cycle and length indicator for the PLCP frame. A
stuffing opportunity occurs every third frame of a three-frame (375-
us) stuffing cycle. The value of the C1 code is used as an indication of
the phase of the 375 s stuffing opportunity cycle, as follows:

C1 code Frame phase of cycle Trailer length

11111111 1 . 13
00000000 2 14
01100110 3 (no stuff) 13
10011001 3 (stufh) 14

Notice that a trailer containing 13 nibbles is used in the first frame
of the 375 ms stuffing opportunity cycle. A trailer of 14 nibbles is used
in the second frame. The third frame provides a nibble-stuffing
opportunity. A trailer containing 14 nibbles is used in the third frame
if a stuff occurs. If it does not, the trailer will contain 13 nibbles.

PLCP path status (G1). The PLCP path status is allocated to convey
the received PLCP status and performance to the transmitting far
end. This octet permits the status of the full receive/transmit PLCP
path to be monitored at either end of the path.

Path overhead identifier (POO-P11). The path overhead identifier
(POI) indexes the adjacent path overhead (POH) octet of the PLCP.

Growth octets. These are reserved for future use. The receiver ignores
the values contained in these fields.

Trailer nibbles. The content ofeach ofthe 13 or 14 trailer nibbles is 1100.

Other Mappings. Other mappings have been defined. Direct mappings
for E1, DS2, and STS-3c are available.*
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ATM Adaptation Layer

3.1 Introduction

As discussed in the previous two chapters, the Protocol Reference Model
applicable to both the User Plane and the Control Plane (see Fig. 3.1) is
divided into three protocol layers: the Physical Layer, the ATM Layer,
and the AAL and Service-Specific Layers.

» The Physical Layer provides the ATM Layer with access to the
physical transmission medium. Its functions include transmission of
bits across the physical medium, timing recovery, line coding, cell
delineation, cell scrambling and descrambling, and generation and
checking of the header error control.

= The ATM Layer provides for the transport of ATM cells between the
endpoints of a virtual connection. It is the basis for native cell relay
service as well as other services. ATM cells are delivered across the
network in the same sequence they are received from the CPE.

*» The AAL maps the upper-layer data into cells for transport across the
network. The Service-Specific Layers perform application-dependent
processing and functions.

This chapter focuses on AAL protocols. As noted, the AAL performs the
functions necessary to adapt the capabilities provided by the ATM Layer
to the needs of higher-layer applications using CRS or other ATM-based
services.'™ AALs are typically implemented in end user equipment, as
shown, for example, in Fig. 1.16, but can also (occasionally) be found in the
network, as seen later. The functions ofthe AAL include segmentation and
reassembly of the higher-layer data units and mapping them into the .
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AAL and service-specific layers

ATM layer

Physical layer (PHY)

Figure 3.1 Protocol reference model.

fixed-length payload of the ATM cells. Effectively, AAL protocols allow

a user with some preexisting application, say using TCP/IP, to get the

benefits of ATM. To date, three AAL protocol types have been standard-

ized: AAL Type 1 for circuit emulation (or CBR) services, and AAL Type

3/4 and AAL Type 5 for VBR services. A number of service-specific parts

have alse been standardized. For many years “AAL” meant segmenta-

tion/reassembly and error detection only. With the recent inclusion of
service-specific functions into the AAL, the functionality has been sig-

nificantly increased. Two examples of service-specific parts are briefly

discussed at the end of this chapter. In AAL Type 1, 1 octet of the cell

payload is reserved for control; the remaininy 47 octets are utilized for

user information. AAL Type 3/4 reserves 4 octets of each cell payload for

control use. AAL Type 5 provides all 48 octets of each cell (except for the
last cell of a higher-layer packet; see Sec. 3.5.2) for user information.

Note: In this discussion, the term user is employed consistent with
protocol parlance, unless noted otherwise. Namely, it represents the
(protocol) entity just above the AAL Layer; it does not refer to the
ultimate user of the (corporate) network. Such a corporate user would
access ATM through the top of the protocol stack, e.g., via an application
such as E-mail over TCP/IP over ATM.

Recall, for positioning, as we proceed, that AAL provides the balance
of capabilities to “fill out” part, but not all, of the Data Link Layer in the
OSIRM. Typically the stack {AAL, ATM, PHY} runs just under the
Logical Link Control of a traditional LAN, or directly under TCP/IP in
an ATM-based LAN or ATM-based WAN.

The novice reader may choose to skip this chapter on first reading;
alternatively, the reader may read the first few sections to understand
what the AAL aims at doing, without concentrating on how it does it.

3.2 AAL Model

Architecturally, the AAL is a layer between the ATM Layer and the “service
layer” (the service layer is shown in Fig. 3.5). The purpose of the ATM
Adaptation Layer is to provide the necessary functions to support the
service layer that are not provided by the ATM Layer. The functions
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provided by the AAL depend upon the service. VBR users may require
such functions as PDU delimitation, bit error detection and correction,
and cell loss detection. CBR users typically require source clock fre-
quency recovery and detection and possible replacement of lost cells.

Figure 3.2 depicts the positioning of the AAL in the context of the
corporate user equipment. AAL capabilities can also be used at an
interworking point in the carrier’s network, as shown in Fig. 3.3 (this
topic is reexamined in Chap. 7). Figure 3.4 shows a classification of
services that has been used for specifying ATM Adaptation Layers for
different services. '

Five AAL protocol types to support the following services are covered
in this chapter:

= CBR service using the AAL 1 protocol
* VBR service using the AAL 3/4 Common Part protocol
* VBR service using the AAL 5 Common Part protocol

*» Frame relay service (the Frame Relay Service-Specific AAL protocol,
which utilizes the AAL 5 Common Part protocol)

= UNI signaling service (the UNI Signaling AAL protocol, which utilizes
the AAL 5 Common Part protocol)

The AAL for VBR services consists of two parts: a Common Part (CP)
and a Service-Specific Part (SSP). The SSP is used to provide those
additional capabilities, beyond those provided by the CP, that are
necessary to support the user of the AAL. For some applications the SSP
may be “null”; in these cases, the user of the AAL utilizes the AAL
Common Part (AALCP) directly. For all AAL types, the AAL receives
information from the ATM Layer in the form of 48-octet ATM service
data units (ATM_SDU). The AAL passes information to the ATM Layer
in the form of a 48-octet ATM_SDU. Figure 3.5 depicts some of the more
common protocol arrangements. _

Section 3.3 discusses the AAL description for Class 1 (e.g., circuit
emulation services), and Sec. 3.4 discusses the AAIL description for Class

{

User device User device
(workstation) | ocal ATM switch BISDN Local ATM switch  {workstation)
(it any) public switch (if any)

AAL e o AAL
ATM |- »{ATM|ATM = »{ATM JATM }-= 1 ATM JATM |-+ » ATM
PHY |« ~PHY |PHY |+ &1 PHY [PHY [ =1 PHY [ PHY [ » PHY

Figure 32 The positioning of AAL in CPE.
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Figure 3.3 Use of AAL protocols at interworking points.

3/4 (e.g., connectionless data services, such as SMDS). Maximum com-
monality between Class 4 and Class 3 (e.g., connection-oriented data
services) AALs has been sought, and people now refer to this AAL as
AAI 3/4. The AAL specification for Class 2 services (e.g., variable-bit-
rate video services) may occur at a future date. Section 3.5 describes
AAL 5, Sec. 3.6 covers the Frame Relay Service- Specxﬁc AAL, and Sec.
3.7 briefly covers the signaling AAL.

3.3 AAL Type

3.3.1 Overview

One of the services possible with an ATM platform is emulation of a
dedicated line (typically at 1.544 or 45 Mbits/s). This type of service is
also known as Class A or CBR service. To support CBR services, an
adaptation layer is required in the user’s equipment for the necessary
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Attributes Class 1 Class 2 Class 3 Class 4

Timing between Related Nonrelated

source and destination
Bit rate Constant Variable
Connection mode Connection-oriented Conlr:aest;tion-

Figure 3.4 Classification of services for AAL specification. Examples of services: Class 1,
circuit emulation; Class 2, variable bit rate video; Class 3, connection-oriented data; Class
4, support of connectionless data transfer; Class X, unrestricted.

functions that cannot be provided by the ATM cell header. Some char-
acteristics and functions that may be needed for an efficient and reliable
transport of CBR services are identified below.

Ideally, CBR services carried over an ATM-based network should
appear to the corporate user as equivalent to CBR services provided by
the circuit switched or dedicated network. Some characteristics of these
CBR services are

1. Maintenance of timing information
2. Reliable transmission with negligible reframes

3. Path performance monitoring capability

CBR services with the above characteristics can be provided by
assigning the following functions for the CBR Adaptation Layer:

1. Lost cell detection
2. Synchronization

3. Performance monitoring

(These functions may not be required by all the CBR services.)
Therefore, the CBR AAL performs the functions necessary to match
the service provided by the ATM Layer to the CBR services required by
its service user. It provides for the transfer of AAL_SDUs carrying
information of an AAL user supporting constant-bit-rate services. This
layer is service-specific, with the main goal of supporting services that
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Figure 3.5 Support of user applications. CPCS = common part CS; SSCS = service-specific
CS; LLC = logical link control; SNAP = Subnetwork Access Protocol; NLPID = Network
Layer Protocol ID.

‘have specific delay, jitter, and timing requirements, such as circuit
emulation. It provides timing recovery, synchronization, and indication
of lost information.

The AAL 1 functions are grouped into Segmentation and Reassembly
Sublayer functions and Convergence Sublayer functions. The existing
agreements in ITU-T Recommendation 1.363 and the ANSI CBR AAL
Standard® provide two basic modes of operation for the CBR AAL:

= Unstructured data transfer (UDT)
s Structured data transfer (SDT)
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When the UDT mode is operational, the AAL protocol assumes that
the incoming data from the AAL user are a bit stream with an associated
bit clock. When the SDT mode is operational, the AAL protocol assumes
that the incoming information is octet blocks of a fixed length (such as
an n X 64 kbit/s channel with 8-kHz integrity) with an associated clock.
While the SDT mode of operation has not been completely specified in
the standards, a substantial enough body of agreements exists to as-
sume that by the end 01994 acomplete SDT mechanism will be defined.

3.3.2 CBR AAL services

AAL Type 1 services and functions. The CBR AAL functions are
grouped into two sublayers, the SAR Sublayer and the Convergence
Sublayer. The SAR is responsible for the transport and bit error
detection (and possibly correction) of CS protocol control information.
The CS performs a set of service-related functions. It blocks and
deblocks AAL_SDUs, counting the blocks, modulo 8, as it generates or
receives them. Also, it maintains bit count integrity, generates timing
information (if required), recovers timing, generates and recovers data
structure information (if required), and detects and generates indi-
cations to the AAL management (AALM) entity of error conditions or
signal loss. The CS may receive reference clock information from the
AALM entity which is responsible for managing the AAL resources
and parameters used by the AAL entity. The services provided by AAL
Type 1 to the AAL user are

» Transfer of service data units with a constant source bit rate and the
delivery of them with the same bit rate

* Transfer of timing information between the source and the destination

» Transfer of structure information between the source and the desti-
nation

* Indication of lost or errored information that is not recovered by AAL
Type 1, if needed

Specifically, the functions are:

1. Segmentation and reassembly of user information
2. Handling of cell delay variation

3. Handling of cell payload assembly delay

4. Handling of lost and misinserted cells

5. Source clock recovery at the receiver
6

. Recovery of the source data structure at the receiver
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7. Monitoring of AAL-PCI for bit errors
8. Handling of AAL-PCI bit errors

9. Monitoring of the user information fisld for bit errors and possible

corrective actions

SAR functions. The SAR functions are

» Mapping between the CS_PDU and the SAR_PDU (the SAR Sublayer
at the transmitting end accepts a 47-octet block of data from the CS
and then prepends a 1-octet SAR_PDU header to each block to form

the SAR_PDU).

» Indicating the existence of a CS function (the SAR can indicate the
existence of a CS function; the use of the indication mechanism is optional).

= Sequence numbering (for each SAR_PDU payload, the SAR sublayer

receives a sequence number value from the CS).
* Error protection (the sequence number and the CSI bits are protected).

A buffer is used to handle cell delay variation. When cells are lost, it
may be necessary to insert an appropriate number of dummy
SAR_PDUSs. Figure 3.6 depicts the AAL Type 1 frame layout.

Convergence Sublayer functions. The functions of the CS are

a Handling of cell delay variation for delivery of AAL_SDUs to the AAL
user at a constant bit rate (the CS layer may need a clock derived at

the Sg or Ty interface to support this function).

= Processing the sequence count to detect cell loss and misinsertion.

* Providing the mechanism for timing information transfer for AAL
users requiring recovery of source clock frequency at the destination

end.

Even parity bit
L

CSl bit Sequénce count field

) :CRC ﬁeld: /

SN finld [SNP field

SAR-PDU payload

4 bits 4 bits
SAR-PDU header

47 octets

"' SAR-PDU (48 octets)

iy

Figure 3.6 AAL Type 1 frame layout. SN = sequence number; SNP = sequence number

protection; CSI = Convergence Sublayer indication.
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= Providing the transfer of Structure information between source and
destination for some AAL users.

» Supporting forward error correction (particularly for video)

For those AAL users that require transfer of structured data fe.g.,
8-kHz structured data for circuit-mode bearer services for 64-kbit/s-
based ISDN (see Chap. 8)], the Structure parameter is used. This
parameter can be used when the user data stream to be transferred to
the peer AAL entity is organized into groups of bits. The length of the
structured block is fixed for each instance of the AAL service. The length
is an integer multiple of 8 bits. An example of the use of this parameter
is to support circuit-mode services of the 64-kbit/s-based ISDN. The two
values of the Structure parameter are

Start. This value is used when the DATA is the first part of a structured
block, which ean be composed of consecutive data segments.

Continuation. This value is used when the value Start is not applicable.

The use of the Structure parameter dependson the type of AAL service
provided; its use is agreed upon prior to or at the connection estab-
lishment between the AAL user and the AAL.

1.363 notes that “for certain applications such as speech, some SAR
functions may not be needed.” For example, [.363 provides the following
guidance for CS for voice-band signal transport {which is a specific
example of CBR service (see Chap. 8)]:

» Handling of AAL user information. The length of the AAL_SDU (i.e.,
the information provided to the AAL by the upper-layer protocols) is
1 octet (for comparison, the SAR_PDU is 47 octets).

e« Handling of cell delay variation. A buffer of appropriate size is used
to support this function.

» Handling of lost and misinserted cells. The detection of lost and
inserted cells, if needed, may be provided by processing the sequence
count values. The monitoring of the buffer fill level can also provide
an indication of lost and misinserted cells. Detected misinserted cells
are discarded.

P and non-P formats. The 47-octet SAR_PDU payload used by CS has
two formats called non-P and P formats, as seen in Fig. 3.7. These are
used to support transfer of information with Structure.

Note that in the non-P format, the entire CS _PDU is filled with user
information.
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Figure 3.7 Non-P and P formats.

Partially filled cells. 1.363 notes that SAR_PDU payload may be filled
only partially with user data in order to reduce the cell payload assembly
delay. In this case, the number of leading octets utilized for user
information in each SAR_PDU payload is a constant that is determined
by the allowable cell payload assembly delay. The remainder of the
SAR_PDU payload consists of dummy octets.

Clocking issues. Besides the UDT/SDT issues discussed earlier, the
other basic CBR service attribute that determines the AAL functionality
required to support a service is the status of the CBR service clock:®

= Synchronous

= Asynchronous

Since the service clock is assumed to be frequency-locked to a network
clock in the synchronous case, its recovery is done directly with a clock
available from the network. For an asynchronous service clock, the AAL
provides a method for recovering the source clock at the receiver. Two
methods are available, the synchronous residual time stamp (SRTS)
method and the adaptive clock method. The SRTS method is used to
recover clocks with tight tolerance and jitter requirements, such as DS1
or DS3 clocks. The adaptive clock recovery method has not been de-
scribed in enough detail to determine what types of service clocks are
supported [presumably less accurate clocks with looser low-frequency
jitter (i.e., wander) specifications] or what, if any, added agreements are
needed. However, since adaptive clock recovery is common in user
equipment, this method i8 assumed to be available.

The support of DS1 and DS3 CBR service
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= Uses the entire 47-octet information ﬁayload available with the basic
CBR AAL protocol.

= Uses the UDT mode of operation.

» Uses the SRTS method of timing recovery, if the service clock is
asynchronous.

= Maintains bit count integrity by inserting the appropriate alarm
indication signal for the service supported as a DS1 and DS3 error
control measure.

3.3.3 CBR AAL mechanism

The CBR AAL provides its service over preestablished AAL connec-
tions. The establishment and initialization of an AAL connection is
performed through the AALM. The transfer capacity of each connec-
tion and other connection characteristics are negotiated prior to or at
connection establishment (the CBR AAL is not directly involved in
the negotiation process, which may be performed by management or
signaling). The AAL receives from its service user a constant-rate bit
stream with a clock. It provides to its service user this constant-rate
bit stream with the same clock. The CBR service clock can be either
synchronous or asynchronous relative to the network clock. The CBR
service is called synchronous if its service clock is frequency-locked
to the network clock. Otherwise, the CBR service is called asynchro-
nous. '

The service provided by the AAL consists of its own capability plus
the capability of the ATM Layer and the Physical Layer. This service is
provided to the AAL user (e.g., an entity in an upper layer or in the
Management Plane). The service definition is based on a set of service
primitives that describe in an abstract manner the logical exchange of
information and control. Functions performed by the CBR AAL entities
are shown in Table 3.1.

The logical exchange of information between the AAL and the AAL
user is represented by two primitives, as shown in Table 3.2.

Service expected from the ATM Layer. The AAL expects the ATM
Layer to provide for the transparent and sequential transfer of AAL
data units, each of length 48 octets, between communicating AAL
entities over an ATM Layer connection, at a negotiated bandwidth
and QOS. The ATM Layer transfers the information in the order in
which it was delivered to the ATM Layer and provides no retransmis-
sion of lost or corrupted information.
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TABLE 3.1 Functions Performed by CBR AAL

Detection and reporting of lost SAR_PDUs Detects discontinuity in the sequence
count velues of the SAR_PDUs and senses

buffer underflow and overflow conditions.

Detection and correction of SAR_PDU Detects bit errors in the SAR_PDU header
header error and possibly corrects a 1-bit error.

Bit count integrity Generates dummy information units to re-
place lost AAL_SDUs to be passed to the
AAL user in an AAL-DATA.indication.

Residual time stamp (RTS) generation Encodes source service clock timing infor-
mation {or transport to the receiving AAL
entity.*

Source clock recovery Recovers the CBR service source clock.

Blocking Maps AAL_SDUs into the payload of a
CS_PDU.

Deblocking Reconstructs the AAL_SDU from the re-

ceived SAR_PDUs and generates the AAL-
DATA. indication primitive.

Structure pointer generation and extraction Encodes in a 1-octet structure pointer field
at the sending AAL entity the information
about periodic octet-based block struc- -
tures presentin AAL-DATA request primi-
tives. The receiving AAL entity extracts
the structure pointer received in the
CS_PDU header field to verify locally gen-
erated block structure.

*Refer to Ref. 3 for a description of the time stamp mechanism.

interactions between the SAR and the Convergence Sublayer. The logical
exchange of information between the SAR and the Convergence

Sublayer is represented by the primitives of Table 3.3.

Interacting with the Management Plane. The AALM entities in the Man-
agement Plane perform the management functions specific to the AAL.
Also, the AALM entities, in conjunction with the Plane Management,
provide coordination of the local interactions between the User Plane
and the Control Plane across the layers.

The AAL entities provide the AALM entities with the information
required for error processing or abnormal condition handling, such as
indication of lost or misdelivered SAR_PDUs and indication of errored
SAR_PDU headers.
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AAL-DATA.request (AAL_SDU, Struc-
ture)

This primitive is issued by an AAL user
entity te request the transfer of an

AAL_SDU to its peer entity over an exist-
ing AAL connection. The time interval be-
tween two consecutive AAL-DATA request
primitives is constant and a function of the
specific AAL service prowded to the AAL
user.

AAL-DATA indication {AAL_SDU, Struc-
ture, Status)

This primitive is issued to an AAL user
entity to notify the arrival of an AAL_SDU
over an existing AAL connection. In the
absence of error, the AAL_SDU isthe same
asthe AAL_SDU sent by the peer AAL user
entity in the corresponding AAL-DATA re-
quest. The time interval between two con-
secutive AAL-DATA. indication primitives
18 constant and a function of the specific
AAL gervice provided to the AAL user,

Description of parameters:

AAL_SDU: This parameter contains 1 bit of AAL user data to be transferred by the AAL
between two communication AAL user peer entities.

Structure: This parameter is used to indicate the beginning or continuation of a block of
AAL_SDUs when providing for the transfer of a structured bit stream between communicating
AAL user peer entities (structured data transfer service). The length of the blocks is constant
for each instance of the AAL service and is a multiple of 8 bits. This parameter takes one of the
following two values: Start and Continuation. It is set to Start whenever the AAL_SDU being
passed in the same primitive is the first bit of a block of a structured bit stream. Otherwise, it
is set to Continuation. This parameter is used only when SDT service is supported.

Status: This parameter indicates whether the AAL_SDU being passed in the same indication
primitive is judged to be nonerrored or errored. It takes one of the following two values: Valid
or Invalid. The Invalid value may also indicate that the AAL_SDU being passed is a dummy
value. The use of this parameter and the choice of the dummy value depend on the specific service
provided.

TABLE 3.3 SAR Primitives

SAR-DATA.invoke (CSDATA, SCVAL,
CSIVAL)

This primitive is issued by the sending CS
entity to the sending SAR entity to request
the transfer of a CSDATA to its peer entity.

SAR-DATA.signal (CSDATA, SNCK,
SCVAL, CSIVAL)

This primitive is issued by the receiving
SAR entity to the receiving CS entity to
notify it of the arrival of a CSDATA from
its peer CS entity.

Description of parameters:

CSDATA: This parameter represents the interface data unit exchanged between the SAR
entity and the CS entity. It contains the 47-octet CS_PDU.

SCVAL: This 3-bit parameter contains the value of the sequence count assoc:ated with the
CS_PDU contained in the CSDATA parameter.

CSIVAL: This 1-bit parameter contains the value of the CSI bit.

SNCK: This parameter is generated by the receiving SAR entity. It represents the results of
the sequence number protection error check over the SAR_PDU header. It can assume the values
of SN-Valid and SN-Invalid.
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3.4 ATM Adaptation Layer Functions for
VBR (or Bursty Data) Services

As seen in Fig. 3.5, AAL functions for VBR services such as SMDS and
frame relay consist of a set of core functions and a set of optional
functions. This AAL is now commonly referred to as AAL Type 3/4. As
an example, SMDS over ATM uses AAL Type 3/4. The purpose of the
ATM Adaptation Layer Type 4/3 Common Part (CPAAL3/4) protocol is
to support the upper-layer data transfer needs while using the service
of the ATM Layer. This protocol provides for the transport of variable-
length frames (up to 65,535 octets in length) with error detection. The
CPAAIL3/4 provides service over preestablished connections. Termina-
tion of a CPAAL3/4 connection also coincides with termination of an
ATM Layer service. The establishment and initialization of a CPAAL3/4
connection is performed by interaction with CPAAL3/4 Layer Manage-
ment entities. There is a dual view of the AAL3/4 Layer.

1. View in terms of Service-Specific Parts and Common Part, as
shown in the left-hand side of Fig. 3.8. Core functions are required by
all bursty data applications; these functions are known as CP. Optional
SSPs are selected as needed. For some applications the SSP is null,
implying that the user of the AAL3/4 Layer utilizes the Common Part
directly.

2. View in terms of a combination of SAR, the Common Part of the
Convergence Sublayer, and SSP, as shown in the right-hand side of Fig.
3.8. SAR and the Common Part of the Convergence Sublayer taken
together make up the CP; the Common Part of CS and SSP together
form the CS. In other words, the Convergence Sublayer has been

“Service
layer AAL 4 primitives
A A
\d
f y —
Q
SSP ‘ =
SSP Nuli {also known as service-specific e
CS (SSCS)) n
j 3 8
Common part cO
AAL3/4 primitives : - gn
| Common part of CS (CPCS) ?,
AAL3/4 common part (CPAAL3/4) o
SAR (segmentation and reassembly)
] 4
/'y 3
ATM

Figure 3.8 Model of AAL3/4. Left: CP/SSP view; right: CS/SAR view.
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Figure 3.8 Adaptation Layer model for bursty data services.

subdivided into the Common Part CS (CPCS) and the Service-Specific
CS (8SCR8). In this view, functions are provided by the operation of two
logical sublayers, the CS and the SAR. Figure 3.9 shows the operation
of AAL3/4 in terms of the PDUs.

The SAR Sublayer is common to all VBR services using AAL3/4,
whereas the Convergence Sublayer provides additional, service-specific
functions (note that some VBR services may use AAL5). The functions
of the Common Part are clearly common by definition. In addition to
this, achieving the maximum commonality in the Convergence Sublayer
protocol for bursty data services has also been an objective, as implied
in Fig. 3.5. For these services, the user presents a variable-size PDU for
transmission across the ATM network. The transmission is accom-
plished by using fixed-length cells to transport data in ATM, as
discussed in Chap. 2. At the receiving end of the ATM connection, the
user layer receives the PDU that has been reassembled by the SAR
and CS protocols.

. The discussion that follows looks at AAL3/4 first from a CP point of
view (the left-hand model in Fig. 3.8), then from the SAR point of view
(the right-hand side of Fig. 3.8). As noted, the functions of the CPAAL3/4
in this view have been grouped into two sublayers: CPAAL3/4 Segmen-
tation and Reassembly (CPAAL3/4_SAR) and CPAAL3/4 Convergence
Sublayer (CPAAL3/4_CS). The CPAAL3/4_SAR deals principally with
the segmentation and reassembly of data units so that they can be
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mapped into fixed-length payloads of the ATM cells, while the
CPAAL3/4_CS deals mainly with checking missassembled
CPAAL3/4_CS_PDUs.

CPAAIL3/4 Layer Management is responsible for the following capa-
bilities: assignment of the CPAAL3/4 association necessary for the
establishment of CPAAL3/4 connections between peer CPAAL3/4 enti-
ties, resetting the parameters and state variables associated with a
CPAALZ3/4 connection between peer CPAAL3/4 entities, and monitoring
performance for the quality of the ATM connection service provided
through notification of errors.

3.4.1 Services provided to the upper layer

The CPAALS3/4 provides, on behalf of its user, for the sequential and
transparent transfer of variable-length, octet-aligned CPAAL3/4_SDUs
from one corresponding CPAAL3/4 peer to one or more CPAAIL3/4 peers.
The service is unassured: CPAAL3/4_SDUs may be lost or corrupted.
Lost or corrupted CPAALS3/4_SDUs are not recovered by the CPAAL3/4.
As an option, corrupted CPAAL3/4_SDUs may be delivered to the
remote peer with an indication of the error (this option is known as

corrupted data delivery option).
Specifically, the functions performed by the CPAAL3/4 are®

= Data transfer between CPAALS3/4 peers

* Preservation of CPAAL3/4_SDUs (delineation and transparency of
CPAAL3/4_SDUs)

= CPAAL3/4_SDU segmentation
* CPAAL3/4_SDU reassembly

= Error detection and handling (detects and handles bit errors, lost or
gained information, and incorrectly assembled CPAAL3/4_SDUs)

= Multiplexing and demultiplexing (optional multiplexing of multiple
CPAALZ3/4 connections or interleaving of CPAAL3/4_CS_PDUs)

= Abort (termination of task in case of partially transmitted/received
CPAAL3/4_SDUs)

* Pipelining (forwarding PDUs before the entire PDU is received)

This layer provides its user two services:

1. Message-mode service: In this service mode, the CPAALS3/4_SDU
passed across the CPAAL3/4 interface is exactly equal to one
CPAAL3/4 interface data unit (CPAAL3/4_IDU), as seen in Fig. 3.10.
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CPAAL3/4_SDU
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Figure 3.11 Streaming-mode service.

the .signal to an .indication. Table 3.4 provides additional information.
on these primitives.

Services from the ATM Layer. The CPAAL3/4 expects the ATM Layer (dis-
cussed in Chap. 2) to provide for the transparent and sequential transport of
48-octet CPAAL3/4 data units (that is, CPAAL3/4_SAR_PDUs) between
communicating CPAAL3/4 peers over preestablished connections at a nego-
tiated QOS. The information is transferred to the ATM Layer in the order
in which it is to be sent, with no retransmission of lost or corrupted

information.

interaction with CPAAL3/4 Management entities. Management informa-
tion is exchanged using five management primitives. See Ref. 4 for details.

3.4.2 SAR Sublayer functions

There is a single SAR function for all bursty data services. Hence, the
SAR control fields that appear in each cell payload must be the same,
regardless of the service and whether or not the fields are used by a
particular application. A single SAR for these services leads to lower
overall costs for equipment providers and network providers, and hence
for end users (e.g., diagnostic generation, testing, and maintenance are
simpler when only a single SAR function is used for all services).
The SAR control fields include the following:®

Segment_Type field to identify the cell payload as being beginning of
message (BOM), continuation of message (COM), end of message
(EOM), or only a single-segment message (SSM).
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TABLE 3.4 CPAAL3/4 Primitives

CPAAL3/4-UNITDATA.invoke Issued by a CPAAL3/4 entity torequest the
transfer of a CPAAL3/4_IDU over an exist-
ing CPAAL3/4 connection. This IDU is not
subject to any flow control and is always
transmitted. The transfer of the IDU is
subject to the service mode being used
(message versus streaming).

CPAAL3/4-UNITDATA. signal Issued to a CPAAL3/4 entity to indicate
the arrival of a CPAALS[4__IDU over an
existing CPAAL3/4 connection,

CPAAL3/4-U-ABORT.invoke Issued by a CPAAL3/4 entity using
streaming-mode service to request the
termination of a CPAAL3/4_SDU that
has been partially transferred. The issue
of this primitive also causes the genera-
tion of en abort message by the
CPAAL3/4 to its peer entity if the trans-
mission of the message has already
started. (This primitive is not used in
message mode.)

CPAAL3/4-U-ABORT.signal ' Issued by a CPAAL3/4 entity using
streaming-mode service to indicate the
termination of a partially delivered
CPAAL3/4_SDU by instruction from its
peer entity. (This primitive is not used in
message mode.)

CPAAL3/4-P-ABORT signal Issued by a CPAAL3/4 entity using
streaming-mode service to indicate to its
user that a partially delivered CPAAL-
3/4_SDU is to be discarded because of the
occurrence of some error; it has local sig-
nificance. (This primitive is not used in
message mode.)

Description of parameters:

ID (Interface data): This parameter contains the interface data unit (CPAAL3/4_IDU) ex-
changed between CPAAL3/4 entities [it may be the entire CPAAL3/4_SDU (message mode) or
segments (streaming mode)].

M (more): Used only in streaming mode to indicate whether the CPAAL3/4_IDU commu-
nicated in the ID parameter contains the ending segment of the CPAAL3/4_PDU (=0) or does
not (=1).

ML (maximum length): Used only in streaming mode to indicate the maximum length of the
CPAAL3/4_SDU,; it has values from 0 to 65,535.

RS (reception status): Indicates that the CPAAL3/4_IDU delivered may be corrupted.

LP (loss priority): Indicates the loss priority assigned to the CPAAL3/4_SDU. Two levels of
priority are supported, but how to map this parameter to and from the ATM_Submit-
ted_Loss_Priority (discussed in Chap. 2} has not yet been worked out.

CI (congestion indication}): Indicates the detection of congestion experienced by the received
CPAAL3/4_SDU,
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Sequence_Number field to improve the reassembly error detection
process.

Message_ID (M_ID) field, which, for connectionless services, allows
for the collection of the cell payloads that make up a CS PDU.

Cell Fill field that allows the identification of the fill within a cell
payload. It can be used to locate the last octet in the end of message
cell. The last octet in the EOM cell could also be identified from the
iength field associated with the PDU; additionally, data pipelining
could be provided by a series of partially filled single-segment
message cells. However, in the latter case, significant additional
processing is required to reconstruct the original data unit com-
pared with the case where partial fills are indicated by a cell-asso-
ciated length field.

Error Control field which provides error detection capabilities across
the adaptation header and the information payload. The error check
is made across all 48 octets irrespective of whether the cell is fully or.
partially filled.

On transmission, the process is used by the sending CPAAL3/4 entity.
The SAR Sublayer accepts variable-length CPAAL3/4_CS_PDUs from the
Convergence Sublayer and maps each CPAAL3/4_CS_PDU into a sequence
of CPAAL3/4_SAR_PDUs, by placing at most 44 octets of the
CPAAL3/4_CS_PDU into a CPAAL3/4_SAR_PDU payload, along with
additional control information, described below, used to verify the integrity
of the CPAAL3/4_SAR_PDU payload on reception and to control the
reassembly process. The sending CPAAL3/4 entity transfers the
CPAAL3/4_SAR_PDUs to the ATM Layer for delivery across the network.

On reception, CPAAL3/4_SAR_PDUs are validated, and the user data
in the CPAAL3/4_SAR_PDU (note that a CPAAL3/4_SAR_PDU can be
partially filled) are passed to the Convergence Sublayer.

3.4.3 Convergence Sublayer functions

On transmission, the Convergence Sublayer accepts variable-length user
protocol data units (USER_PDUs) from the service layer. The Convergence
Sublayer prepends a 32-bit header to the USER_PDU, then appends from
0 to 3 pad octets to the USER_PDU to build it out to an integral multiple
of 32 bits. Next, it appends a 32-bit trailer to the concatenated header,
USER_PDU, and pad structure. This collection (the header, USER_PDU,
pad, and trailer) is referred to as a CPAALS3/4_CS_PDU. The header and
trailer fields are used to detect loss of data and to perform additional
functions as required by the service user. After appending the trailer, the
Convergence Sublayer passes the CPAAL3/4_CS_PDU to the SAR
Sublayer for segmentation and then transmission.®
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On reception, the Convergence Sublayer validates the collection of
CPAAL3/4_SAR_PDU payloads received from the SAR Sublayer by
using the information centained in the Convergence Sublayer header
and trailer. It removes the pad octets, if any, and presents the validated

CPAAL3/4_CS_PDU payload to the user (i.e., the service layer).

3.4.4 SAR Sublayer tields and format

The SAR Sublayer functions are implemented using a 2-octet adapta-
tion header and a 2-octet adaptation trailer. The header and trailer,
together with 44 octets of user information, make up the payload of the
ATM cell. The sizes and positions of the fields are given in Fig. 3.12.
The use of the error control field for error detection is mandatory. The
10-bit CRC has the capability of single-bit error correction over the 48
octets. If the underlying transmission system produces single-bit er-
rors, error correction may be applied at the receiver.

Figure 3.12 shows the CPAAL3/4_SAR_PDU components of the Ad-
aptation Layer, which include a SAR_PDU_Header and an .
SAR_PDU_Trailer. These two fields encapsulate the SAR_PDU_Pay-
load, which contains a portion of the CPAAL3/4_CS_PDU.

The SAR_PDU_Header is subdivided into three fields: a Seg-
ment_Type field, a Sequence_Number field, and a Message Identifica-
tion (MID) field. The SAR_PDU_Trailer is subdivided into two fields:
a Payload_Length field and a Payload CRC field. Details of the purpose
and encoding of each subfield follow.®

Segment_Type subfield. The 2-bit Segment_Type subfield is used to
indicate whether a CPAAL3/4_SAR_PDU is a BOM, COM, EOM, or
SSM. Table 3.5 shows the encodings for the Segment_Type subfield.

Sequence_Number subfield. Four-bits are allocated to the SAR_PDU
Sequence_Number (SAR_SN) subfield, allowing the streams of

SAR_PDU SAR_PDU SAR_FPDU
header payload traiter
(2-octet) (44-octet) {2-octet)
Segment Sequence MID Payload Payload
tzypga number (10-bit) length CRC
(2-bit) (4-bit) (6-bit) {10-bit)

Figure 3.12 CPAAL3/4_SAR_PDU Sublayer format of AAL. MID = message

identifier, or multiplexing identifier.
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TABLE 3.5 Encoding of the Segment _Type Subfield

Segment_Type Encoding
BOM 10
COM 00
EOM 01
SSM 11

CPAAL3/4_SAR_PDUs and CPAAL3/4_CS_PDUs to be numbered modulo
16. The SAR_SN is set to all Os for the first CPAAL3/4_SAR_PDU associ-
ated with a given CPAAL3/4_CS_PDU (i.e., the BOM). For each succeeding
CPAAL3/4_SAR_PDU of that CPAAL3/4_CS_PDU, the SAR_SN is incre-
mented byl relative to the SAR_SN of the previous CPAAL3/4_SAR_PDU
of the CPAAL3/4_CS_PDU. When reassembling a CPAAL3/4_CS_PDU, a
state variable is maintained that indicates the value of the next expected
SAR_SN for the CPAAL3/4_CS_PDU. If the value of the received SAR_SN*-
differs from the expected value, the CPAAL3/4_SAR_PDU is dropped, the"
partially reassembled errored CPAAIL3/4_CS_PDU is discarded, and any
following CPAAL3/4_SAR_PDUs associated with this corrupted
CPAAL3/4_CS_PDU are dropped.

The use of this function allows the detection of most consecutive losses
of COM cells as soon as the following COM or EOM cell of the-
CPAAL3/4_CS_PDU is received. If the number of COMs of a given
CPAAL3/4_CS_PDU thatislostis aninteger multiple of 16, the SAR_SN
cannot detect them. Therefore, the use of the length field at the CS
Sublayer is still required to detect any module 16 consecutive losses of
CPAAL3/4_SAR_PDUs that may occur during situations like network
congestion or protection switching events.

In addition, the use of this function will allow for immediate detection

- of most cases of cell insertion.

The use of Sequence_Number to detect situations in which two
CPAAL3/4_CS_PDUs are inadvertently merged into one and the
resulting length matches the length field in the CPAAL3/4_CS_PDU
trailer is weak. This is due to the fact that this error event requires
that the lengths of the original CPAAL3/4_CS_PDUs be the same.
This implies that the same number of CPAAL3/4_SAR_PDUs will
probably be required to transport two CPAAL3/4_CS_PDUs. There-
fore, the SAR_SNs of the received CPAAL3/4_SAR_PDUs will prob-
ably be consecutive, and so the SAR Sublayer will not detect this error
event. As a result, the use of the Etag at the CS Sublayer is still

required.
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Message identification (MID) subtield. The 10-bit MID subfield is used
to reassemble CPAAL3/4_SAR_PDUs into CPAAL3/4_CS_PDUs. All
CPAAL3/4_SAR_PDUs of a given CPAAL3/4_CS_PDU will have the
same MID. Note that this provides the basis for reassembly of dis-
crete connectionless packets. Use of this subfield as the basis for a
multiplexing or reassembly capability for connection-oriented serv-
ices is for further study.

Payload_Length subfield. The 6-bit Payload_Length subfield is coded
with the number of octets from the CPAAL3/4_CS_PDU that are in-
cluded in the current CPAAL3/4_SAR_PDU. This number has a value
between 0 and 44 inclusive. This subfield is binary coded with the most
significant bit left-justified. BOM and COM cells take the value 44; EOM
cells take the values 4, 8, ..., 44; SSM cells take the values 8, 12, ..., 44.

SAR_PDU_Payload. The CPAAL3/4_CS_PDU is left-justified in the
SAR_PDU_Payload of the CPAAL3/4_SAR_PDU. Any part of the
SAR_PDU_Payload that is not filled with CS information shall be coded
as zeros.

Payload_CRC subfield. The 10-bit Payload_CRC subfield is filled with
the value of a CRC calculation that is performed over the entire contents
of the CPAAL3/4_SAR_PDU payload, including the SAR_PDU_Header,
the SAR_PDU_Payload, and the SAR_PDU_Trailer. The CRC-10 gener-
ating polynomial has the capability of single-bit error correction over
the CPAAL3/4_SAR_PDU. The following generator polynomial is used
to calculate the Payload_CRC:

Gix)=x"+22+1

The CRC remainder is placed in the CRC subfield with the most
significant bit left-justified in the CRC subfield.

Header _ Trailer

- > Payload [ -
CPl | Btag | BASize |Userinformation!l » "1 prao Length
(1 octet)|(1 octet)| (2 octets) (I;%Tv;‘;fg;'gg JIE(t octet)(1 octet)| (2 octets)
Error Buffer
checking allocation Alignment  Ermror checking

Figure 3.13 CPAAL3/4_CS_PDU Sublayer format of AAL.
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3.4.5 Convergence Sublayer
fields and format

Figure 3.13 depicts the Convergence Sublayer format of the AAL3/4.

There are two Adaptation Layer control fields: the CS_PDU_Header
and the CS_PDU_Trailer, both of which are 4 octets long. The
CS_PDU_Header and CS_PDU_Trailer encapsulate the user’s protocol
data units (USER_PDU). In addition, there may be from 0 to 3 pad octets
added to align the CPAAL3/4_CS_PDU with a 32-bit boundary.

The CS_PDU_Header is subdivided into three fields: an 8-bit Com-
mon Part Indicator field, an 8-bit Beginning Tag (Btag) field, and a 16-bit
Buffer Allocation size (BAsize) field. Likewise, the CS_PDU_Trailer is
also subdivided into three fields: an 8-bit filler field, an 8-bit End Tag
(Etag) field, and a 16-bit Length field.®

-

Common Part indicator subfield. The 8-bit Common Part Indicator (CPI)
subfield is used toidentify the message type, i.e., to interpret subsequent
fields for the CPAAL3/4-CS functions in the CPAAL3/4_CS_PDU header
and trailer. It also indicates the counting unit for the values specified in.
the BAsize and Length fields. :

CS_PDU Header—Btag subfield. For a given CPAAL3/4_CS_PDU, the.
same value appears in the 8-bit Btag field of the CS_PDU_Header and-
in the Etag field in the CS_PDU_Trailer. This allows the identification -
of a BOM segment and an EOM segment, and hence all intervening
COM segments, as belonging to the same CPAAL3/4_CS_PDU. This
correlation is required to implement segment loss detection over a
CPAAL3/4_CS_PDU. As each CPAAL3/4_CS_PDU is transmitted, the
Etag value is changed so that the entire range of Etag field values (0 to
255) is cycled through before reuse to aid in this segment loss protection.

BAsize subfield. The 16-bit Buffer Allocation size (BAsize) subfield is
used to predict the buffer requirements for the CPAAL3/4_CS_PDU.
Therefore, it must be greater than or equal to the true
CPAAL3/4_CS_PDU length. This field is binary coded with the most
significant bit left-justified in the subfield. If message-mode service i$
being provided, the BAsize value is encoded to be equal to the length of
the USER_PDU field contained in the CPAAL3/4_CS_PDU Payload
field. If streaming-mode service is being provided, the BAsize value is
encoded to be equal to the maximum length of the CPAAL3/4_SDU.

USER_PDU field. The variable-length USER_PDU field contains user
information. It contains the CPAAL3/4_SDU. It is octet aligned, as it is
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limited in length to the value of the BAsize field multiplied by the value
of the counting unit (as identified in the CPI field).

Pad Field. The Pad field consists of 0, 1, 2, or 3 octets set to zero, so that
the CPAALS3/4_CS_PDU is padded_ out to a 32-bit boundary.

AL. This 8-bit subfield is used to achieve 32-bit alignment in the
CPAAL3/4_CS_PDU trailer. This is strictly a filler octet and does not
contain any additional information.

Etag subfield. The 8-bit Etag subfield in the CPAAL3/4_CS_PDU
trailer has the same value as the Btag subfield in the corresponding
CPAAL3/4_CS_PDU header. As was mentioned earlier, the Btag and
Etag subfields in the CS_PDU_Header and CS_PDU_Trailer are corre-
lated in order to detect segment loss and misassembly. This field is
binary coded with the most significant bit left-justified.

Length subfield. The 16-bit Length subfield specifies the length, in
octets, of the USER_PDU (that is, the length of the user information
contained in the CPAAL3/4_CS_PDU Payload field). This field is binary
coded with the most significant bit left-justified in the subfield. It is used
in conjunction with the Btag and Etag fields for the purpose of detecting
misassembled CPAAL3/4_CS_PDUs.

3.5 AALTypeS

The goal of the AAL Type 5 is to support, in the most streamiined
fashion, those capabilities that are required to meet upper-layer data
transfer over an ATM platform. The AAL Type 5 Common Part
(CPAALS5) protocol provides for the transport of variable-length
frames (1 to 65,535 octets) with error detection (the frame is padded
to align the resulting PDU with an integral number of ATM cells). A
length field is used to extract the frame and detect additional errors
not detected with the CRC-32 mechanism. ANSI had a Letter Ballot
for AAL Type 5 Common Part at press time, and ITU-TS had a draft
version of 1.363 (Section 6); approval was expected.

The Convergence Sublayer has been subdivided into the Common
Part CS (CPCS) and the Service-Specific CS (SSCS), as shown in Fig.
3.14. Different SSCS protocols, to support specific AAL user services or
groups of services, may be defined. The SSCS may also be null, in the
sense that it provides only for the mapping of the equivalent primitives
of the AAL to CPCS and vice versa. SSCS protocols are specified in
separate Recommendations, not in, say, ITU-T 1.363. This discussion
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Figure 3.14 Structure of AAL Type 5.

therefore focuses on CPCS and SAR. Notice that CPAALS = SAR +
CPCS. Also see ' Fig. 3.15.

3.5.1 Service provided by CPAALS

The Common Part of AAL Type 5 provides the capability to transfer the
CPAALS5_SDU from one CPAALS user to another CPAALS user through
the ATM network. During this process, CPAALS5-SDUs may be corrupted
or lost (in this case, an indication of the error is provided). Corrupted or
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Figure 3.153 Another view of the structure of AAL Type 5.
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lost CPAALS_SDUs are not recovered by CPAALS5. CPAALS supports a
message mode and a streaming mode. The message-mode service,
streaming-mode service, and assured and nonassured operations as
defined below for CPAALS are identical to those defined for AAL Type

3/4.

1. Message-mode service. The CPAAL5_SDU is passed across the
CPAALS interface in exactly one Common Part AAL interface data
unit (CPAALS5_IDU). This service provides the transport of fixed-size
or variable-length CPAALS_SDUs.

a. In the case of small fixed-size CPAAL5_SDUs, an internal block-
ing/deblocking function in the SSCS may be applied; it provides
the transport of one or more fixed-size CPAALS5_SDUs in one
SSCS_PDU.

b. In the case of variable-length CPAAL5_SDUs, an internal
CPAALS5_SDU message segmentation/reassembling function in
the SSCS may be applied. In this case, a single CPAALS5_SDU is
transferred in one or more SSCS_PDUs.

¢. Where the above options are not used, a single CPAAL5_SDU is
transferred in one SSCS_PDU. When the SSCS is null, the
CPAAL5_SDU is mapped to one CPCS_SDU.

2. Streaming-mode service. The CPAAL57SDU is passed across the
CPAALS interface in one or more CPAALS IDUs. The transfer of
these CPAALS5_IDUs across the CPAALS interface may occur sepa-
rated in time. This service provides the transport of variable-length
CPAALS5_SDUs. Streaming-mode service includes an abort service by
which the discarding of an CPAAL5_SDU that has been partlally
transferred across the AAL interface can be requested.

a. An internal CPAALS5_SDU message segmentation/reassembling

function in the SSCS may be applied. In this case, all the
: CPAAL5_IDUs. belonging to a single CPAAL5_SDU are trans-
ferred in one or more SSCS_PDUs.

b. An internal pipelining function may be applied. It provides the
means by which the sending CPAALS entity initiates the transfer
to the receiving CPAAL5S entity before it has the complete
CPAALS5_SDU available.

c. Where option a is not used, all the CPAAL5_IDUs belonging to a
single CPAALS5_SDU aretransferred in one SSCS_PDU. When the
SS8CS is null, the CPAAL5_IDUs belonging to a single
CPAAL5_SDU are mapped to one CPCS_SDU.

Both modes of service may offer the following peer-to-peer operational
procedures:
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» Assured operations. Every assured CPAAL5_SDU is delivered
with exactly the data content that the user sent. The assured
service is provided by retransmission of missing or corrupted
SSCS_PDUs. Flow control is provided as a mandatory feature. The
assured operation may be restricted to point-to-point AAL connec-
tions.

» Nonassured operations. Integral CPAAL5_SDUs may be logt or cor-
rupted. Lost and corrupted CPAAL5_SDUs will not be corrected by
retransmission. An optional feature may be provided to allow cor-
rupted CPAALS_SDUs to be delivered to the user (i.e., optional error
discard). Flow control may be provided as an option.

Description of AAL connections. The CPAALS provides the capability to
transfer the CPAAL5S_SDU from one AALS-SAP to another AAL5-SAP
through the ATM network. CPAALS5 users have the ability to select a
given AAL5-SAP associated with the QOS ‘required to transport that
CPAALS_SDU (for example, delay- and loss-sensitive QOS).

The CPAALS in nonassured operation also provides the capability to
transfer the CPAAL5_SDUs from one AAL5-SAP to more than one
AAL5-SAP through the ATM network. '

CPAALS5 makes use of the service provided by the underlying ATM
Layer. Multiple AAL connections may be associated with a single
ATM-Layer connection, allowing multiplexing at the AAL; however,
if multiplexing is used in the AAL, it occurs in the SSCS. The AAL
user selects the QOS provided by the AAL through the choice of the
AALS5-SAP used for data transfer.

Primitives for the AAL. These primitives are service-specific and are
contained in separate Recommendations on SSCS protocols.

The SSCS may be null, in the sense that it provides only for the
mapping of the equivalent primitives of the AAL to CPCS and vice versa.
In this case, the primitives for the AAL are equivalent to those for the
CPCS but are identified as CPAAL5-UNITDATA. request, CPAALS-
UNITDATA. indication, CPAAL5-U-Abort.request, CPAAL5-U-
Abort.indication, and CPAALS5-P-Abort.indication, consistent with the
primitive naming convention at an SAP. '

Primitives for the CPCS of the AAL. As there is no SAP between the
sublayers of the AALS5, the primitives are called .invoke and .signal
instead of the conventional .request and .indication to highlight the
absence of the SAP.

CPCS-UNITDATA.Invoke and CPCS-UNITDATA.signal. These primitives are
used for data transfer. The following parameters are defined:
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» Interface data (ID). This parameter specifies the interface data unit
exchanged between the CPCS and the SSCS entity. The ID is an
integral multiple of 1 octet. If the CPCS entity is operating in mes-
sage-mode service, the ID represents a complete CPCS_SDU; when
operating in streaming-mode service, the ID does not necessarily
represent a complete CPCS_SDU.

s More (M). In message-mode service, this parameter is not used. In
streaming-mode service, this parameter specifies whether the inter-
face data communicated contains a beginning/continuation of a
CPCS_SDU or the end of a complete CPCS_SDU.

= CPCS loss priority (CPCS-LP). This parameter indicates the loss
priority for the associated CPCS_SDU. It can take only two values,
one for high priority and the other for low priority. The use of this
parameter in streaming mode is for further study. This parameter is
mapped to and from the SAR-LP parameter.

» CPCS congestion indication (CPCS-CI). This parameter indicates that
the associated CPCS_SDU has experienced congestion. The use of this
parameter in streaming mode is for further study. This parameter is
mapped to and from the SAR-CI parameter.

» CPCS user-to-user indication (CPCS-UU). This parameter is trans-
parently transported by the CPCS between peer CPCS users.

» Reception status (RS). This parameter indicates that the associated
CPCS_SDU delivered may be corrupted. This parameter is utilized
only if the corrupted data delivery option is used.

Depending on the service mode (message- or streaming-mode serv-
ice, discarding or delivery of errored information), not all parameters
are required.

CPCS-U-Abort.invoke and CPCS-U-Abort.signal. These primitives are used
by the CPCS user toinvoke the abort service. They are also used to signal
to the CPCS user that a partially delivered CPCS_SDU is to be discarded
by instruction from its peer entity. No parameters are defined. These
primitives are not used in message mode.

CPCS-P-Abort.signal. This primitive is used by the CPCS entity to
signal to its user that a partially delivered CPCS_SDU is to be
discarded because of the occurrence of some error in the CPCS or
below. No parameters are defined. This primitive is not used in
message mode.

Primitives for the SAR sublayer of the AAL. These primitives model the ex-
change of information between the SAR sublayer and the CPCS.
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As there is no SAP between the sublayers of the AALS, the primitives
are called .invoke and .signal instead of the conventional .request and
.indication to highlight the absence of the SAP.

SAR-UNITDATA.Invoke and SAR-UNITDATA.signal. These primitives are
used for data transfer. The following parameters are defined:

» Interface data (ID). This parameter specifies the interface data unit
exchanged between the SAR and the CPCS entity. The ID is an
integral multiple of 48 octets. It does not necessarily represent a
complete SAR_SDU. '

» More (M). This parameter speciﬁes whether the interface data com-
municated contains the end of the SAR_SDU.

* SAR loss priority (SAR-LP). This parameter indicates the loss priority
for the associated SAR interface data. It can take on two values, one
for high priority and the other for low priority. This parameter is
mapped to the ATM Layer’s submitted loss priority parameter and
from the ATM Layer’s received loss priority parameter.

* SAR congestion indication (SAR-CI). This parameter indicates
whether the associated SAR interface data has experienced conges-
tion. This parameter is mapped to and from the ATM Layer’s conges-
tion indication parameter.

3.5.2 Functions, structure, and
coding of AALS

Functions of the SAR Sublayer. The SAR Sublayer functions are
performed on an SAR_PDU basis. The SAR Sublayer accepts vari-
able-length SAR_SDUs which are integral multiples of 48 octets
from the CPCS and generates SAR_PDUSs containing 48 octets of
SAR_SDU data. It supports the preservation of SAR_SDUs by
providing for an “end of SAR_SDU” indication.

SAR_PDU structure and coding. The SAR Sublayer function utilizes the
ATM-Layer-user-to-ATM-Layer-user (AUU) parameter of the ATM
Layer primitives to indicate that a SAR_PDU contains the end of a

— o — T —

|
, Cell header SAR_PDU payload

- e e e —

SAR_PDU

Figure 3.16 SAR_PDU format for AALS, [Note: The payload type (PT) field belongs to
the ATM header. It conveys the value of the AUU parameter end-to-end.)]
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SAR_SDU. A SAR_PDU where the value of the AUU parameter is 1
indicates the end of a SAR_SDU; a value of 0 indicates the beginning or
continuation of a SAR_SDU. The structure of the SAR_PDU is shown
in Fig. 3.16.

Convergence Sublayer. The CPCS has the following service charac-
teristics.

Nonassured data transfer of user data frames W1th any length meas-
ured in octets from 1 to 65,535 octets.

The CPCS connection will be established by management or by the
Control Plane.

Error detection and indication (bit error and cell loss or gain).

CPCS_SDU sequence integrity on each CPCS connection.

Functions of the CPCS. The CPCS functions are performed per
CPCS_PDU. The CPCS provides several functions in support of the
CPCS service user. The functions provided depend on whether the CPCS
service user is operating in message or streaming mode.

1. Message mode service. The CPCS_SDU is passed across the CPCS
interface in exactly one CPCS-IDU. This service provides the trans-
port of a single CPCS_SDU in one CPCS_PDU.

2. Streaming mode service. The CPCS_SDU is passed across the CPCS
interface in one or more CPCS-1DUs. The transfer of these CPCS-IDUs
across the CPCS interface may occur separated in time. This service
provides the transport of all the CPCS-IDUs belonging to a. single
CPCS_SDU into one CPCS_PDU. An internal pipelining function in the
CPCS may be applied which provides the means by which the sending
CPCS entity initiates the transfer to the receiving CPCS entity before
it has the complete CPCS_SDU available. Streaming-mode service
includes an abort service by which the discarding of a CPCS_SDU
partially transferred across the interface can be requested.

Note: At the sending side, parts of the CPCS_PDU may have to be
buffered if the restriction “interface data are a multiple of 48 octets
cannot be satisfied.

The functions implemented by the CPCS include:

1. Preservation of CPCS_SDU. This function provides for the deline-
ation and transparency of CPCS_SDUs.

2. Preservation of CPCS user-to-user information. This function pro-
vides for the transparent transfer of CPCS user-to-user information.
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3. Error detection and handling. This function provides for the detec-
tion and handling of CPCS_PDU corruption. Corrupted CPCS_SDUs
are either discarded or optionally delivered to the SSCS. The proce-
dures for delivery of corrupted CPCS_SDUs are for further study.
When delivering errored information to the CPCS user, an error
indication is associated with the delivery. Examples of detected errors
would include received length and CPCS_PDU Length field mis-
match including buffer overflow, an improperly formatted
CPCS_PDU, and CPCS CRC errors.

4. Abort. This function provides for the means to abort a parfially trans-
mitted CPCS_SDU. This function is indicated in the Length field.

5. Padding. A padding function provides for 48-octet alignment of the
CPCS_PDU trailer.

" CPCS structure and coding. The CPCS functions require an 8-octet
CPCS_PDU trailer. The CPCS_PDU trailer is always located in the last
8 octets of the last SAR_PDU of the CPCS_PDU. Therefore, a padding
field provides for a 48-octet alignment of the CPCS_PDU. The

Bit position
) ~ 32 1
1 1 T i
Most-significant
octet (octet 1)
User data (0-65,535 octets)
Ny N
NS PAD (0-47 octets) X~
P~ {aligns CPAALS_PDU on 48-octet boundary) T~
M-1 uu CPI Length
M CRC-32

Least-significant
32-bit word number octet

Figure 3.17 CPAAL5_PDU.
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Figure 3.18 CPAALS_PDU, another view.

CPCS_PDU trailer, the padding field, and the CPCS_PDU payload
make up the CPCS_PDU.

The coding of the CPCS_PDU conforms to the coding conventions

specified in 2.1 of Recommendation 1.361. See Figs. 3.17 and 3.18.

1.
2.

CPCS_PDU payload. The CPCS_PDU payload is the CPCS_SDU.

Padding (Pad) field. Between the end of the CPCS_PDU payload and
the CPCS_PDU trailer, there will be from 0 to 47 unused octets. These
unused octets are called the padding (Pad) field; they are strictly used
as filler octets and do not convey any information. Any coding is
acceptable. This padding field complements the CPCS_PDU (includ-
ing CPCS_PDU payload, padding field, and CPCS_PDU trailer) to an
integral multiple of 48 octets.

CPCS User-to-User Indication (CPCS-UU) field. The CPCS-UU field
is used to transparently transfer CPCS user-to-user information.

Common Part Indicator (CPI) field. One of the functions of the CPI
field is to align the CPCS_PDU trailer to 64 bits. Other functions are
for further study. Possible additional functions may include identifi-
cation of Layer Management messages. When only the 64-bit align-
ment function is used, this field is coded as zero.

. Length field. The Length field is used to encode the length of the

CPCS_PDU payload field. The Length field value is also used by the
receiver to detect the loss or gain of information. The length is binary
coded as number of octets. A Length field coded as zero is used for the
abort function.

. CRC field. The CRC-32 is used to detect bit errors in the

CPCS_PDU. The CRC field is filled with the value of a CRC calcula-
tion which is performed over the entire contents of the CPCS_PDU,
including the CPCS_PDU payload, the Pad field, and the first 4 octets
of the CPCS_PDU trailer. The CRC field shall contain the 1s comple-
ment of the sum (modulo 2) of
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a. The remainder of xk*(x3! + % + ... + x + 1) divided (modulo 2) by
the generator polynomial, where % is the number of bits of the
information over which the CRC is caleulated.

b. The remainder of the division (modulo 2) by the generator polyno-
mial of the product of x°% and the information over which the CRC

is calculated.

The CRC-32 generator polynomial is:

o 8 7

12+xn+x1 +x +Xx

Glx) =22+ + 2P+ 22+ 2%+ x

+x+xtv il

The result of the CRC calculation is placed with the least significant
bit right-justified in the CRC field.

As a typical implementation at the transmitter, the initial content of
the register of the device computing the remainder of the division is
preset to all 1s and is then modified by division by the generator
polynomial (as described above) of the information over which the CRC *
is to be calculated; the 1s complement of the resulting remainder is put
into the CRC field.

As a typical implementation at the receiver, the initial content of the
register of the device computing the remainder of the division is preset
to all 1s. The final remainder, after multiplication by x> and then
division (modulo 2) by the generator polynomial of the serial incoming
CPCS_PDU, will be (in the absence of errors)

25 8 15 2

Clx)= x4+ 2304 x By x P x 2 x B p B Myl

T AT A S AN L Ny |

3.6 Frame Relay Service-Specific AAL

The Frame Relay Service-Specific ATM Adaptation Layer Convergence
Sublayer (FR-SSCS) is positioned in the upper part of the ATM Adapta-
tion Layer; it is located above the CPAALDS, as shown in Figs. 3.19 and
3.20. It is an example of an SSP. The purpose of the FR-SSCS protocol
at an ATM CPE (that is, user’s equipment) is to-emulate the Frame
Relaying Bearer Service (FRBS) in an ATM-based network (Fig. 3.19).
On network nodes, the FR-SSCS is used for interworking between an
ATM-based network and a Q.922-based Frame Relaying Network (Fig.
3.20).

The FR-SSCS protocol provides for the transport of variable-length
frames with error detection.” The FR-SSCS provides its service over

*This discussion is based on Ref. 4,
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Figure 3.19 AALDS for interworking of frame relay and ATM (in CPE).

preestablished connections with negotiated traffic parameters. An FR-
SSCS connection represents the segment of an end-to-end frame relay
(FR) connection over B-ISDN. At an ATM-based B-TE, the FR-SSCS
connection 1is terminated at the point of termination of the FR-SSCS
service and represents one end of the FR connection. Optionally, multi-
plexing may be performed at the FR-SSCS, allowing various FR-SSCS
connections to be associated with a single CPAALS5 connection (and with
the corresponding ATM connection). FR-SSCS connections within a
CPAALS connection are uniquely identified by data link connection
identifiers (DLCIs). The establishment (or provisioning) and initializa-
tion of an FR-SSCS connection is performed by interaction with FR-
SSCS Layer Management (MFR-SSCS) entities. The traffic parameters
of each FR-SSCS connection are determined at the time of its estab-
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FR-IWP

IWF-DATA.indication

Q.922 )
CORE Frame-relaying service-specific

i) convergence sublayer (FR-SSCS)

IWF-DATA.request
CPCS-UNITDATA.invoke“

CPCS-UNITDATA. signal

AALS common part {(CPAALS)

ATM-DATA.requast@TM-DATA.indicauon

ATM-SAP

Figure 3.20 AALS for interworking of frame relay and
ATM (in a network element supporting an interworking
function). FR-IWP = frame relay interworking point.

lishment. The negotiated traffic parameters are bounded by the ATM
Layer/CPAALS connection characteristics.

The FR-SSCS can indicate to its user that the receiver
FR_SSCS_PDU has experienced congestion (forward cbngestion) or that
an FR_SSCS_PDU traveling in the opposite (sending) direction has
experienced congestion (backward congestion). The FR-SSCS allows for
two discard eligibility priorities. The FR-SSCS user can request the
discard eligibility (loss priority) associated with each FR_SSCS_SDU.
The FR-SSCS uses the CPAAL5 message-mode service without the
corrupted data delivery option and preserves the FR_ SSCS SDU se-
quence integrity.

The MFR-SSCS is responsible for the following actions: assignment
of the FR_SSCS association necessary for the establishment or provi-
sioning of FR-SSCS connections between peer FR-SSCS entities, reset-
ting the parameters and state variables associated with a FR-SSCS
connection when required, releasing the association created for a FR-
SSCS connection between peer FR-SSCS entities, and performance
monitoring of the quality of the FR-SSCS connection service provided
through notification of errors (i.e., FR_SSCS_PDU discards resultmg
from errors in the FR_SSCS_PDU). ,

Service provided by the FR-SSCS. The FR-SSCS provides services to (1)
the core service user (upper layer) at ATM-based B-TEs or (2) the
Q.922-CORE Data Link Layer (Q.922-DLL) on network nodes at inter-
working functions (IWFs) points. Only item (1) is covered here.

The FR-SSCS provides the capability to transfer variable-length
octet-aligned FR_SSCS_SDUSs from one or more FR_SSCS users. The
FR-SSCS Sublayer preserves the FR_SSCS_SDU sequence integrity
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within an FR-SSCS connection. During this process, FR_SSCS_SDUs
may be lost or corrupted. Lost or corrupted FR_SSCS_SDUs are not
recovered by the FR-SSCS. The FR-SSCS uses CPAALS message-mode
service without the corrupted data delivery option.

FR-SSCS functions. The functions provided by the FR_SSCS include

Multiplexing /demultiplexing. This function provides for the optional
multiplexing and demultiplexing of FR-SSCS connections into a sin-
gle CPAALS connection. The number of FR-SSCS connections sup-
ported over a CPAALS connection is defined at connection estab-
lishment or provisioning. The default number of FR-SSCS
connections when multiplexing is not supported is 1. Within a given
FR-SSCS connection, sequence integrity is preserved.

Inspection of the FR_SSCS_PDU length. This function inspects the
FR_SSCS_PDU to ensure that it consists of an integral number of
octets and to ensure that it is neither too long nor too short.

Congestion control. These functions provide the means to notify the
end user that congestion avoidance procedures shHould be initiated,

TABLE 36 DL-CORE Primitives

DL-CORE-DATA . request
(DL_CORE_User_Data, Discard_Eligibil-
ity, DL_CORE_Service_User_Proto-
col_Control_Information)

DL-CORE-DATA.indication
(DL_CORE_User_Data, Congestion_En-
.countered_Backward, Congestion_En-
countered_Forward, DL_CORE_Ser-

This primitive is received from the FR-
SSCS user to request the transfer of an
FR_SSCS_SDU over the associated FR-
SSCS connection.

This primitiveis used to the FR-SSCS user
to indicate the arrival of an
FR_SSCS_SDU from the associated con-
nection.

vice_User_Protocol_Information)

Description of parameters:

DL_CORE_User_Data: This parameter specifies the FR_SSCS_SDU transperted between the
FR-SSCS user and the FR-SSCS. This parameter is octet- ahgned and can range from 1 to a
maximum of at least 4096 octets in length.

Discard_Eligibility: This parameter indicates the loss pnonty assigned to the FR_SSCS_SDU.
Two levels of priority are identified: High and Low. A value of High indicates that the
FR_SSCS_SDU may experience a better quality of service with respect to loss (i.e., minimal loss)
than if the Discard_Eligibility parameter were set to Low.

DL_CORE_Service_Protocol_Information: This parameter specifies a 1-bit FR-S5C5/Q.922-
DLL user control information to be transparently transferred between FR-SSC5/Q.922-DLL
users.

Congestion_Encountered_Backward: This parameter indicates that an FR_SSCS_SDU has
experienced congestion in the opposite (sending) direction, and therefore that an FR_SSCS_SDU
sent on the corresponding connection may encounter congested resources. This parameter may
take on two values: True or False. A value of True indicates that an FR_SSCS_SDU has
experienced congestion in the opposite (sending) direction of the connection.

Congestion_Encountered_Forward: This parameter indicates that the received
FR_SSCS_SDU has experienced congestion. This parameter may take twao values: True or False.
A value of True indicates that the FR_SSCS_SDU has experienced congestion.
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where applicable (congestion control forward and congestion control
backward). In addition, the functions provide the means for the end
user and/or the network to indicate what frames should be discarded

in a congestion situation.

Primitives. The information exchanged between the FR-SSCS and its
user (for ATM-based B-TEs) is modeled by the primitives of Table 3.6
(which are the same DL-CORE primitives in Annex C of I'TU-T Recom-
mendation 1.233.1). .

Services expected from the CPAALS. The FR-SSCS expects the CPAALS
to provide the capability to transfer variable-length (from 3 to a maxi-
mum of at least 4100 octets) octet-aligned FR_SSCS_SDUs, with error
detection «nd in sequence, between communicating FR-SSCS entities.
Lost or corrupted FR_SSCS_PDUs are not expected to be recovered by
the CPAALS. Multicast services, derived from the ATM Layer, are:
expected. .

The FR-SSCS entity expects the CPAALS to provide each’
FR_SSCS_PDU (CPAALS_SDU) with the CP_Congestion_Indication
(True or False) set to the value of the Congestion_Indication received
by the ATM Layer with the last ATM_SDU conforming to the
CPAAL5_SDU; and with the CP_Loss_Priority set to either Low, if |
any of the ATM_SDUSs conforming to the CPAAL5_SDU was received
with the Received_Loss_Priority parameter set to Low, or High oth-
erwise.

The FR-SSCS entity passes each FR_SSCS_PDU (CPAALS_SDU)
with the CP_Loss_Priority set to the value of the Discard_Eligibility
parameter received from the upper layer or the Q.922-DLL (High or
Low), the CP_Congestion_Indication (True or False) always set to False,
and the User_User_Indication parameter always set to zero.

3.7 Signaling ATM Adaptation Layer (SAAL)

This section describes the Signaling ATM Adaptation Layer (SAAL) for
use at the UNI. SAAL is used in the Control Plane. (This topic could also
have been treated in the next chapter, but it was decided to include it
here with other AALSs.)

The SAAL resides between the ATM Layer and Q.2931 in the user’s
equipment, specifically in the software implementing the Control Plane
(i.e., the signaling capability). The purpose of the SAAL is to provide
reliable transport of @.2931 messages between peer Q.2931 entities
(e.g., ATM switch and hest) over the ATM Layer. The SAAL is
composed of two sublayers, a Common Part and a Service-Specific
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Figure3.21 SAAL structure. (Note: This figure represents the allocation of functions
and is not intended to illustrate sublayers as defined by OSI modeling principles.)

Part.TheService-SpecificPartisfurthersubdividedintoaService-Spe-
cific Coordination Function (SSCF)and a Service-Specific Connection-
Oriented Protocol (SSCOP). Figure 3.21illustrates the structure of the
SAALS

The SAAL for supporting signaling uses the protocol structure illus-
trated in Fig. 3.21. The Common Part AAL protocol provides unassured
information transfer and a mechanism for detecting corruption of SDUs.
The AAL Type 5§ Common Part protocol is used to support signaling. The
AAL Type 5 Common Part protocol is specified in Draft Recommenda-
tion 1.363.

The SAAL for supporting signaling at the UNI uses the AAL Type 5
Common Part protocol, discussed above, as specified in Ref. 7 with minor
amendments.®? ‘



100 Chapter Three

The Service-Specific Connection-Oriented Protocol (SSCOP) resides
in the Service-Specific Convergence Sublayer (SSCS) of the SAAL.
SSCOP is used to transfer variable-length service data units (SDUs)
between users of SSCOP. SSCOP provides for the recovery of lost or
corruptgd SDUs. SSCOP is specified in ITU-T Recommendation
Q.2110.

The SQAAL for supporting signaling utilizes SSCOP as specified in
Q.2110.

An SSCF maps the service of SSCOP to the needs of the SSCF user.
Different SSCFs may be defined to support the needs of different AAL
users. The SSCF used to support Q.93B at the UNI is specified in ITU-T
Recommendation Q.2130.10

The external behavior of the SAAL at the UNT appears as if the UNI
SSCF specified in Q.2130' were implemented.
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Cisco LAN Switching Products: Catalyst 5000

The Catalyst Family of Multilayer Switches: Optimized for
Flexible Wiring Closets

The first member of the Catalyst family, introduced in March 1994,
addressed the increasing needs of client/server applications by
boosting the performance of multisegment hubs and dedicating
bandwidth lo servers. in less than one year, the Catalyst 1200
acquired a 20 percent share of the switching market, according to
market projections. The Catalyst 5000, introduced in March 1995,
represents the next-generation switching system for the wiring
closet with dedicated bandwidth to the desktop. The Catalyst family
gives users the scalability to build large switched internetworks
with multilaver intelligence.

The Cisco Catalyst 5000: The Next Generation of
Multilayer LAN Switching

The Catalyst 5000 is a modular swilching platform that will meet
the ever-changing needs of today's high-performance, bandwidth-
intensive, multipie-media network switching applications.
Dedicated bandwidth 1s delivered to users through muitiple-media
switching options that encompass 10-Mbps Ethernet, 100-Mbps
Ethernet, and ATM, with future capability for switched FDDI and
switched Token Ring.

Muitiple Switching Options
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As networks migrate to higher-speed technologies such as Fast
Ethernet and ATM, the long-term viabitity of the Catalyst 5000 is
enhanced by five slots that provide configuration flexibility. The
first siot contains a Supervisor Engine that enables aggregate
switching and switch management. The remaining four slots sup-
port a growing combination of switching modules that include
switched 10BaseT/10BaseFL, switched 100-Mbps Fast Ethernet, and
an ATM LAN emulation module. This mix of interface and backbone
modules allows the Calalyst 5000 to integrate the broadest range of
environments in the industry, providing a cohesive network solution
and a migration path to switched ATM-based networks while lever-
aging infrastructure investments,

ATM backbone access is achieved through an ATM LAN emulation
module thal allows applications based on standard protocols such as
TCP/IP, Novell NetWare, DECnet, and AppleTaik to run unchanged
over ATM networks. An innovative design executes ATM protocols
as onboard processor-executable code, ensuring compatibility with
future software versions.




Because many of today's organizations experience significant
personnel relocations every year, the Catalyst 5000 gives users the
fiexibility to support the formation of VLANs within and between
Catalyst 5000 switches and acress the internetwerk, spanning
routers and ATM. The architecture will scale to support up to

1024 VLANs and can be defined and maintained across platforms
through ATM or 100-Mbps links.

Unlike traditional shared hubs, the Catalyst 5000 architecture is
designed and optimized for switching. The Catalyst 560{'s switching
backplane operates at 1.2 gigabits per second (Gbps) and provides

nonblocking performance for all switched 10-Mbps Ethernet interfaces.

The internal switching architecture of the Catalyst 5000 supports
multipie media options including Ethernet, Fast Ethemet,
100BaseVG-AnyLAN, Token Ring, FDDI, and ATM. A dedicated
management bus provides distributéd access to all switching
modules for monitoring performance, controlling configuration
and VLANs, and updating operational software for each module.

Catalyst 5000 Offers Maximum Port Density
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2 Cataiyst 5000

Unique Traffic Management

Support for traffic management by switches is one of the most
important attributes of a scalabie switched internetwork, and the
Catalyst 5000 includes several key traffic management features,
A large, 192-kilobyte (KB) buffer ensures adequate port buffering
for workgroup applications without dropping information during
peak traffic periods. Tri-level priority on the backplane ensures
that delay-sensitive applications receive the necessary priority
on a port-by-port basis.

With increasing support for high-performance. high port density,
multimedia solutions, the Catalyst 5000 architecture has the foun-
dation to support the growing needs of business networks today
and into the future.

Tight integration with Router for Scalable Internetworking

FDDI, Fast kthernet, ATM
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Cisco LAN Switching Produets: Catalyst 5000

Feature

Function

Benefit

Basic Platform

Modular, five-slot chassis

Supports required supemisor engine 2nd four
additional modules

Allows users flexibihty o add, or mix and match
modules as needed

Fits standard 15-inch rack, rack-mounting hard-
ware and cable guides included

Compatible with existing wiring closet rack;
mounts at front or rear of chassis

Ensures ease of installation in winng closet and
data center

Fault-tolerant power supplies

Offers one or two 376-watt power supplies with
auto-sensing

Increases rebabilit

Switeh interface modﬁles

Offers wide vanety of interface choices including
10-Mbps and 100-Mbps Ethernet and ATM; Token
Ring and CDODIFDD 10 be added 1n future releases

Accommodates all LAN and ATM technologies

Specialized Supervisor Engine module has hard-
ware-based switching engine. bndge address table
for a maximum of 15,000 MAC addresses, two 100-
Mbps Fast Ethernes upbinks, and & network
management processor

Detivers over 1 miltion pps. low latency, low-cost
switching for desktop and backbone applications.
full local and remote management

Pryvides a completely manageable switching
system that delivers high-performance switching
for even the most demanding workgroup applications

Hot-swap of power supplies and modules

Enables users to add. move, or change modules
any time without bringing down the Catalyst 5000
of losing connectivity with other network devices

Inereases reliabihity by reducing downtime

Internal architectur®

Single switching backplane accommodates
Ethernet and ATM simultaneously (FDDI and
Token Ring 1n future releases)

Deltvers a singie-svstem sotution for alt current
deskiop switching needs with a migration path to ATM

1.2-Gops switching backplane

Forwards more than 1 million 54-bvte Ethernet )
packets (equales to nonblocking architecture for
100 10-Mbps Ethernet interfaces at wire speed)

Designed 1o meet the demands of a fully populated,
10-Mbps system with all interfaces operatzng at
wire speed (each interface communicates with
onlv one other :nterface)

Three levels of prienty on the data-switching
backpiane

Accommodates technologtes that impiement
priontization schemes. such as ATM,
100VG-AnyLAN, and Token Reng: enables user to
define higher pnonty on a per-interface basis,
allows any interface to reach the hughest pnonty
when its buffer reaches capacity

Accommodates bursn traffic and prevents higher-
layer protocal time-outs by giving the interface the
highest prionitv on the bus unti! traffic 1s reduced.
allows managers to prinTitize data tzansmission to
cntical resources such as servers or remote routers

Custom apphication-spectfic integrated circuit
{ASIC) development

Uses a custom ASIC controller on each Ethemet
interface

Lowers rost per switched interface to the user;
enables state-ol-the art features such as VIANs

Standards-Based
Interfaces

Switched 10-Mbps Ethernet

Offers chotce of Category 3 unshielded twisted
pair {UTP) cabie (10BaseT) and fiber-optic cable
($0BaseFL). supports both full- and hal{-duplex
operation

Eases integratron into existing installed base of
i0-Mbps Ethernet hubs and adapters by preserving
winng hardware and apphication investment,
leverages exssting UTP support; allows long-
distance runs with fiber across a campus, increases
capacity with full-duplex operation

24 interfaces of 10BaseT per modute

Uses Iemale RJ 21 conagctors

High density, iow cost per interface connection
into existing telco-configured wiring

12 interfaces of 10BaseFL on fiker per module

Uses female RJ-21 connectars

Higher density than competitors

Switched 100 Mbps Ethernet

(Offers choice of Category 5 UTP cabie and. in the
future, fiber-optic cable for 100BaseFX and
Category 3 L'TP for |00BaseTX and 100BaseVvG-
AnyLANY; supperts both full- and haif-guplex
operalion; supports auto-sensing between
100-Mbps Ethernet

Ensures compatibility with a large number of
180-Mbps Etherne! hubs and adapters: uses cosi-
effective TP fur desktop connectivity; allows
long-distance runs with fiber across a campus in
full duptex mode, increases capacity with full-
duplex mode



Catalyst 5000 Features and Benefits

The Catalyst 500015 a strategic switchirg plarform that wall supao: the growing
sandwidth needs of today s workgrouss 1t ofers users a siratecr: foundauan 0
sn.f: from shareo media hubs 10 switching n the winng close?

Feature

Function

Benefit

Standards-Based
Interfaces
{cont)

12 interfaces of Hi}BaseTX per module

Lises female RJ-45 connectors

Provides tower-cost, 100-Mbps interface to routers,
hubs. and adapters

FDD connectzon to backbone, switch. or router

Provides scalable, high-speed connectionio
server; offers connection to choice of multimode
(MIC female). single mode (ST lemale), or
Category 5 UTP (RJ45 female) cabhng

Ensures interoperabilit and compatibility wath:
existing FDDI networks

ATM backbene connection to ATM swatch

Provides scalable, high-speed connection; offers
connection to choice of multimode or single mode
fiber

éonncds 10 ATM backbone

Onboard hardware diagnostics and LEDs

" Status LED on each module shows successful

completion or minor and major failure of power-up
diagnostic: Link Good LED shows status of
10BaseT and [00BaseTX interface; Switch Load
LEDs show backplane data bus vtlization

Enabies easy visual troubleshooting

Virtual LANs

1024 VLANSs supported

Ensures high number of switched YLANs are
avaiiable for enterpnse network; enables users to
select interfaces on multiple system.wide switches
to create a VLAN; aliows LANs to be mubtiplexed
between switches using Fast Ethernet, FDDI, and ATM

Eases network admimstration by enabling vsers te
be logically grouped together regardless of physical
interface location for performance and securnty
considerations; prevides VEAN capability without
forcing users to invest 1n rew backbane technotogy

Inter Switch Link (1SL)

Suppaorts YLANs between switches using any Fast
Ethernet interfaces for cost-effective point-to-
point desktop switching: can operale at full-
duplex (100 Mbps) over low-cost copper and long-
distance fiber tonnections

Leverages cost-effectine Fast Ethernet technology
to provide VLANs across an organization's network,
offers increased Fast Ethernet capacity at an
incremental cost

Network
Management

Full SNMP management (Ethernet MIB. [LMI MIB,
FDDI MIB, Bridge MIB, AToMIC, MIB [I, and
system extensions)

Enables Catalyst 5000 to be managed from an
SNMP-based management stahon

Eases management from installed network
management platforms

Local (out-of-band) management

Supervisor has an EIA/TIA-232 interface for
modem or consqle term:nal connection

Manages Catalyst 500 from directly attached
terminal, modem. or PC

In-band (Telret) management

Accessible through any switched or ATM interface

Manages Catalyst 5000 from anvwhere tn the
network

Management console

Command line nterface

Provides easy-to-use ASCII text interface that
requires Re spectal applications

NVRAM

Preserves configuratian information

Eases switch configurat:on and maintenance

Flash memors for TFTP download/upload of
operating software

Remately downloads new revisions of aperating
system without hardware change

Reduces cost of administenng software upgrades
by providing centralized network management
capability

Status LEDs

Allows user to wsually mopitor operation of power
supplies, fans, swilches, and backbone nterfaces

Eases switch diagnosis and troubleshooting

Switch
Management
Applications

CiscoView apphication

Provides intuitive, GUI imierface that supports
chassis physical view. configuration, performance
monitersng, and troubleshooting

Simphifies swilched internetwork management,
provides integrated management salution with
one toal for determining system status

VLAN management application

Inttive GUI for adding new users, moving users
betweer wirng ciosets, changing users’ VLAN
associatians

Reduces training me and ensures thal admirus-
tratar will be able 10 manage YIANS
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Planning for High Bandwidth Demand

Enterprise networks linking desktop and mobile
computer clients with servers and other computing
resources are critical to the information flow within
many of today’'s companies.

However, demand for more capacity 1s beginning
to sirain the capabilities of these networks. As current
technologies are pushed to their limits, MIS managers
are under pressure to provide users with more band-
width while continuing to preserve and optimize exist-
ing mvestments.

A network manager planning to meet bandwidth
demand by expanding an existing network or designing
a new one must answer a number of critical questions:

= Which high-speed technologies will best meet
network requirements for various parts of the
network now and in the future?

*  How should this technology be implernented—
with mixed-media hubs, switches. multiplex-
ers. routers, or a combination of products?

*  Can higher bandwidth be provided for back-
bones, servers, and client PCs at a reasonable
cost. and without introducing unnecessary
complexity?

*  Will users of new technologies be able 10
communicate transparently with existing
LAN users?

*  How can the network be optimized for new
client-server applications?

*  And. most importantly, how can this migra-
tion to higher performance be accomplished
without disrupting the existing network and
sacrificing productivity?

Customer Guidelines
In formulating its performance migration strategy;

3Com followed certain guidehines articulated by net-

work managers in diverse companies and organizations:

» Deploy new technology onty in the parts of
the network where it is needed.

+  Migrate the network in a series of steps at
minimal incremental cost.

» Implement new capabilitics by building on
earlier enhancements with no loss of func-
tionality.

* Maintain seamiess connectivity throughout
the configuration.

» Simplify the task of managing the network.

3Com assimilated these gﬁidelines Into a compre-
hensive and balanced strategy that is both technically
sound and responsive 1o long-term requirements.

High-Performance Scalable Networking

With 3Com’s HPSN strategy, network planners can:

*  Buiid on both current and emerging LAN
technologies to meet present and future needs.

* Implement jower-latency connectivity systems
in the workgroup and campus backbone for
better performance.

 Scale network performance to meet specific
bustiness requirements.

* Extend the reach of todav’s LAN resources
by dramatically reducing the cost and com-
plexity of providing remotc and WAN con-
nections across the enlerpnsc.



As shown in Figure 1, the HPSN approach applies
to all portions of the network—the workgroup, per-
sonal office, remote office, building/campus back-
bone, and WAN. And HPSN builds on the fuli range
of 3Com’s network products.

In building/campus backbones, HPSN provides a
step-by-step migration to a high-bandwidth environ-
ment. This environment can accommodate various
high-speed technologies, including Fiber Distributed
Data Interface (FDDI), 100-Mbps Fast Ethemnet, and
Asynchronous Transfer Mode (ATM). HPSN empha-
sizes mnovations that can be added to products 3Com
is shipping now.

Among these products are:
* NETBuilder II® bridge/router

*  LANplex™ 6000 and LANplex 5000 intelli-
gent switching hubs

* LinkBuilder® 3GH intemetworking hub

. Linkﬁuilder MSH™ multi-services hub

*  LinkBuilder FMS™ and FMS II stackable hubs
¢ LinkBuilder TR Token Ring hub

« LinkBuilder FDDI concentrator

PCNWE
Remote
Access

Figure 1 3Com's High Performance Scalable Networking Strategy
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Today's Collapsed Backbone
Architecture

As part of the evolution from a single LAN per
building to separate LANSs on every floor, most forward-
looking network managers are reconfiguring their dis-
tributed networks to collapsed backbones. A collapsed
backbone configuration avoids having to put a router
or switch on each floor. Instead, each floor’s horizontal
LAN segments are repeated across a vertical downlink
to a single router. which is usually located in the base-
ment along with a group of high-end servers known as
a “server farm.”

In a typical configuration, the collapsed backbone
is a star configuration with network nodes connected
by unshielded twisted-pair (UTP) wiring to hubs on
each floor. The floor hubs are interconnected vertically
through one of the fiber pairs in a bundle often contain-

ing 12 fiber-optic interrepeater link (FOIRL) fiber pairs.
The server farm LAN segments are directly attached to
the collapsed backbone router in the basement.

This arrangement collapses the network backbone
onto the high-speed backpiane of a router. (An intelli-
gent switching hub may also be used for this purpose,
but for the sake of brevity most examples in this paper
will assume that the device is a bridge/router.) In the
case of 3Com’s NETBuilder I bridge/router, data
moves approximately 80 times faster than it would on
a distributed Ethernet backbone, and eight times faster
than on an FDDI backbone. The hubs in cach floor’s
wiring closet continue to concentrate the LAN floor
segments. but networking intelligence and complexity
now reside in the basement with the collapsed back-
bone router.

3Com’s HPSN strategv uses the collapsed back-
bone model for an economucal. three-stage migration
1o scalable performance.

Figure 2. Collapsed Backbones with Multiple LAN Segments
on the Thrd Floor
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HPSN Stage 1: Enhancing the Collapsed
Backbone with Additional Horizontal
and Vertical LANs

Ags the demand for bandwidth grows, a performance
bottleneck can quickly result if all the users on one
floor share a single LAN. A collapsed backbone can
split users across multiple LANs because each new
horizontal LAN segment can extend vertically to a
collapsed backbone router port using a separate fiber
downlink. This effectively scales the bandwidth of the
vertical cabling infrastructure in proportion to the
number of horizontal LAN floor segments.

Figure 2 depicts two possible configurations of this
type. one using a NETBuilder II bridge/router as the’
backbone device and one using a LANplex intelligent
switching hub. In each configuration. three horizontal
" LAN segments are depioyed on the third floor. This
increases floor bandwidth by a factor of three, each
with 1ts own downlink to the router.

Overcoming Constraints on Dewnlinks

Additional vertical downlinks do not usually require
new cabling installation, since most buildings have
spare fiber patrs in cach floor’s bundle. But one con-
straint on the addition of downlinks 1s the router’s port
capacity. The manager must make sure that the col-
lapsed backbone device has enough ports to handle
both current and near-term future downlinks from the
floors. Of course. multiple collapsed backbone routers
can always be located together.

Another limiting factor on the number of down-
links is increased complexity. Segmentation improves
performance, but it also means there are more LANs
to manage. For example. if [P is used as a network
laver protocol, each new segment requires its own [P
network number. complicating admimstration and
depleung the organization’s allotment of [P numbers,

To reduce compiexity, the manager could. for
example. group the downlinks associated with the three
third-floor segments and connect them to a bndge.
which in turn would be connected to a port on the
router or switching hub. Bridging the three grouped
LAN segments in Figure 2 into one logical workgroup
reguires onlv a singie IP network number. and the
router insulates this group of LANs from the others.

However, this solution requires an extra bridge,
adding to the delay in the verucal infrastructure.
Furthermore, unless the port connecting the external
bridge to the router 1s equivalent in speed to the three
downlinks. the bndge traffic may become congested.
A further consideration is that adding a high-speed link
between the external bndge and router increases cost.

Port Grouping for Virtual LANs and Workgroups

These problems with bridging may be resolved by
adding a port grouping feature to the collapsed back-
bone router, providing the bridging function internally
between the three downlinks.

Since the “port” to the router 1s internal, there is
no additional delay because 1ts speed is proportional
to the speed of the three downlinks. The three grouped
LAN segments are referred to as a virtual LAN. A vir-
tual workgroup is defined by the collection of nodes
or end systems antached to the grouped LAN segmenis.

A virtual LAN that takes up more than one port on
the bridge/router looks like a single LLAN to the network.
But because the administrator can stili route traffic
between virtual LANs, port grouping retains the advan-
tages of full multiprotocol routing. Furthermore, since
port grouping is provided in a router. techniques like
proxy address resolution protocols (ARPs) can reduce
broadcast/multicast traffic within the virual LAN.

NETBusder 1 F

- Figure 3. Example of Virtual Workgroups within a Building

Figure 3 shows an example of multiple virtual -
workgroups. In this example, the engineering, market-
ing, and finance groups are kept separate (insulated by
a “firewall”) to isolate data resources and manage traf-
fic between these virtual LANs. Using port grouping,
all of the engineering L AN segments are combined
into a single virtual workgroup. even though they are
physically divided into three segments spread across
two floors. The virtual workgroup is assigned a single
IP network number instead of three different numbers.



Creating virtual workgroups using a single IP net-
work number (because they are on the same virtual
LAN) mitigates the complexity of segmentation on the
floors (because there is no need to change end-system
addresses). It also saves management time—for
instance. workgroups can be “soft” configured in the
NETBuilder I without changes to the physical plant.

Creating Routing Clusters with Switching

When nerwork traffic proliferates between the
buildings in a campus environment, the result is an
increase in demand for bandwidth on the campus
hackbone. Network managers often respond by con-
necting buildings with a single, shared 100-Mbps
FDDI network.

As the network grows, however, each building may .

have hundreds of devices contending for bandwidth
on the single. shared interbuilding backbone. Another
problem is that users and workgroups often need to be
relocated within the campus.™while the server they pni-
marily communicate with remains in a central server
farm in another building. As a consequence, the cam-
pus backbone becomes a traffic bottleneck.

To accommodate growth and alleviate congestion.
a switching hub such as 3Com’s LANplex can be used
to create router clusters—private. high-speed switched
links to each building. LANplex devices allow each
building to have a private link comprised of either a
10-Mbps Ethernet or 100-Mbps FDDI. Another
approach is to use ATM cell switches and the ATM
DXT interface on the routers. The ATM DXI interface

- will accommodate speeds up to 52 Mbps..full duplex.

Figure 4 shows three alternattve campus backbone con-
figurations that can yield a significant improvement in
performance compared to a single FDDI backbone link.

HPSN Stage 2: Creating High-Speed
Downlinks To Increase Bandwidth and
Reduce Segmentation

Increasing bandwidth within the workgroups
means increasing LAN segmentation on the floors.
But. eventually, the administrator runs out of spare

|
|
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Building 3

Figure 4 Three Alternatives for implementing Campus
Rourer Clusters with LANplex intelligent Switching Hubs



fiber cabling in the building riser, or uses up all the
physical ports on the router.

This dilernma may be resolved by using a single
high-speed downlink to replace multiple slower LAN
segment downhinks. The manager can continue o
increase overall network performance by means of
additional horizontal floor segmentation without the
need to change hardware or software at each desktop.

To support high-speed downlinks, the per-port
frame processing performance of the collapsed back-
bone needs to be increased by approximately a factor
of 10. There are numerous ways to accomplish this
performance scaling. All of them require distributing
some level of routing functionality within the collapsed
backbone router.

Route Caching for Scalable Routing

The preferred way to scale performance is to dis-
tribute only the simpler high-performance frame for-
warding logic to the port interface cards, otherwise
known as the porr switching engines, and to centralize
the complex route determination logic in a central
routing engine.

This is termed an “advise-and-consent” approach
because the first time a destination is “seen” by a port
switching engine, the central routing engine determines
the route and tells the switching engine how to forward
subsequent frames with the same destination. The port
switching engine thus performs the forwarding opera-
tion with the advice and consent of the central routing
engine. :

The port switching engine remembers the routing
information in a roure cache. Route caching adopts
many of the caching principles used to speed memory
access In mainframe virtual memory cachung schemes.
but with one significant advantage: Each switching
engine 1s responsible for routing only the frames from
end systems associated with the attached downlinks
Therefore. each pont switching engine “sees” onlv a
few routes compared to the total number of routes
available to the central switching engine. Also. from
the perspective of the port switching engine. the
routes the end systems use do not change frequently.

As a result, the switching engine’s cache hit rauo
(the rate at which references to the fasier-access cache
memory are successful) over a 24-hour period is likely
to be very close 1o 100 percent. With route caching, the
frame-forwarding capacity scales proportionally to the
number of high-speed downlinks.

LinkSwitch for Connections Between Segments
High-speed downlink suppon also requires some
level of internetworking on the floor for attaching
Ethernet and Token Ring LAN segmentis. The chal-
lenge 18 to move simple, low-cost internetworking

functionality—a form of LAN switching that 3Cou..
calls LinkSwitch™ technology—to the floor without
giving up the full-function benefits of a collapsed
backbone router.

LinkSwitch 1s an extension of the advise-and-con-
sent technique. [t behaves like a NETBuilder II port
switching engine for its attached LAN segments. Like
the port switching engine, if it knows the route, it han-
dies the forwarding of frames independently with the
advice and consent of the central routing engine in the
collapsed backbone router.

LinkSwitch technology is planned for release as a
set of moduies in the LinkBuilder MSH in Jate 1994,

High-Speed Downlinks Using a Switching Hub
and Bridge/Router

Figure 5 shows an example of a unique high-speed
downlink solution using a LANplex switching hub and
a NETBuilder II bridge/router. The LANplex provides
FDDI downlinks configured as three FDDI segments,
with each segment defining a separate workgroup. Each
high-end server in the server farm is attached to the
FDDI segment associated with its primary workgroup
by means of bridge-per-port or IFI2D1 concentration
within the switching hub.

Figure 5. High-Speed Downlinks from Ethernet LANS through a
LANpiex to a NETBurider If
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The NETBuilder II provides full-function routing
between the three FDDI segments and an FDDI campus
backbone. The result is three extremely high-speed
workgroups within a building with complete firewall
protection between them and the campus backbone.
Performance is scaled by distributing intraworkgroup
frame-forwarding to the LANplex switch, while
assigning the much more complex route determination
logic to the NETBuilder II.

Today. FDDI is the only standard high-speed LAN
technology that can be deployed as a downlink for
interconnecting both Ethernet and Token Ring LAN
segments. However, in the near future 100-Mbps Fast
Ethernet will also be available. Fast Ethemet will sup-
port low-cost, 100-Mbps workgroup and downlink
connections over existing Ethernet cabling.

ATM as a Downlink Technology

One issue that will eventually have to be resolved
with regard to LAN downlinks is the fact that all the
segments switched into the downlink must use the same
network number. or they must have a full-function
router at both ends. Certainly mulupie downlinks may
be used. but even this approach will present a density
problem as the number of LLAN segments increases.

The 155-Mbps multimode fiber interface specified
by the ATM Forum is an ideal technology for enhanc-
ing the speed of downlinks. ATM offers a number of
advantages to managers looking for a high-bandwidth
alternative that can handle advanced network applica-
tions and growth in the future.

Because the identity of a LAN segment can be
retatned by mapping it to an individual virtual channel,
a single ATM downlink can forward frames from LAN
segments associated with multiple network numbers.
ATM allows for considerably more LAN segmentauon
without using up fiber cabling pairs. A single ATM
link will easilv support 15 to 30 Ethemnet or 10to 20
16-Mbps Token Ring 1.ANs on each floor.

If each LAN segment is mapped to a different vir-
tual channel within the downkink, every scgment can
be tdentified by the router. NETBuilder II can now
perform virtual channel grouping, allowing the admun-
1strator to create virtual LANSs just as though each seg-

ment had its own downlink. The ATM downlink, which ~

uses existing multimode fiber-optic cabling 1n the
buwildig nser. may be implemented by simply adding
new moduies to the collapsed backbone router, and
adding new modules to chassis-based hubs or new
units to hub stacks.

LAN downlinks transmit variable-size frames,
and consequently have variable delav—known as
{atency. ATM downlinks overcome latency by segment-
ing frames into short. fixed-length blocks called cells.
Data. real-time voice, and video ransnussions can all
be transrmuitted together through an ATM pipeline.

<

Latency can also be minimized at the router once
the frames have been segmented into cells. Since all
the routing information is normally contained in the
first cell, the frame-forwarding decision does not have
to wait until all the cells have been received, especially
if the destination port is also an ATM interface. 3Com
calls this cut-through routing technique stream routing.
When stream routing is combined with route caching,
it is possible to reduce latency in the network signifi-
cantly.

CellBuilder for ATM Conversion

3Com will support ATM downlinks using
CellBuilder™ technology within LinkBuilder MSH
and LinkBuilder FMS hubs, converting Ethernet and
Token Ring frames into ATM cells for transmission
across the ATM downlink. When cells are received
from the ATM downlink, 3Com’s CellBuilder tech-
nology performs the reverse process. reassembling the
ATM cells into LAN frames for transmission to the
stations* Figure 6 illustrates this conversion process
for an ATM downlink on a building backbone!
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Figure 6. CellBuilder Support for LAN Segments on an ATM
Downlink 1 a Building

* Cel:Bullger uses the ATM Forum standard mulimee hioer User Network Inserface (UNI)
15 excnange cells across the ATM downlirk. And it uses the Iniernationat Telecommunication
Urion ITU-TS standard ATM adaptaton AALS protoco! {07 ATM segmentation and reassembly
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integrating Meshed Campus Backbones with
ATM Switching

Forward-looking network planners may choose to
lav the foundation for ATM downlink and desktop con-
nections by deploying ATM switching in the campus
interbuilding backbones as a way to create router cius-
ters. The NETBuilder I bridge/router’s multimode
fiber ATM module interface supports meshed campus
backbones with speeds of 155 Mbps. ATM provides
low-latency, high-speed switching between buildings,
while NETBuilder I and LANplex switches segment
existing LANs, '

This campus backbone will have a very high

aggregate bandwidth, with data rates measurable in tens

of gigabits per second. A bandwidth of this magnitude
could serve up to 20,000 Ethernet nodes.

Figure 7. Using ATM Switching to Cross-Connect LAN Segments,
and fouter Clusters to Build an ATM Campus Backbone

HPSN Stage 3: Enhancing the Collapse.
Backbone with Routed ATM

The standards-compliant ATM downlink described
in the previous section can be connected to an ATM
celi switch, giving the administrator the abulity to cross-
connect each virtual channel, and therefore each LAN
segment, to a specific router or router port. Such an

arrangement is shown in'Figure 7.

Cross-connecting LAN segments improves per-
formance because the traffic load is shared across
routers. Splitting traffic across routers and hubs also
has the advantage of protecting the network against
component failures. Furthermore. “homing™ of seg-
ments is possible—for example. the LAN segments
making up a virtual workgroup can all be directed, or
homed, to a single router. That way, the administrator
can change the homing segments without having to
alter the physical network.

Route Determination for ATM End Systems

There are two major functional components of an
ATM switch. The first is cell forwarding, or digital
Cross-connect logic,‘which 1o date has received most
of the attenton. In general, once a virtual channel har
been established, ATM switches havc exceptional
high-speed, low-latency cell forwarding capabilites. -

The other functional component of an ATM switch
is route determination, which sets up the virtual chan-
neis. In current LAN environments, route determination
is handled automatically by the routing ¢ngine in the
coliapsed backbone router. This level of automatic
functionality is also needed in the ATM environment.

Since end systems use many different protocol
stacks—common examples being TCP/IP. IPX,
AppleTalk? and DECnet®*—the route determination
function needs to be protocol-dependent. The easiest
way to accomplish this is by adding ATM to the exten-
sively developed multiprotocol route-determination
logic residing in the switching engine of the collapsed
backbone router. Standardized methods for route deter-
mination are expected to emerge from work being con-
ducted by the ATM Forum on LAN emulation, and by
the Internet Engineering Task Force (IETF) on routing
over ATM.
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Figure 8 illustrates how ATM route determination
works. An ATM end system establishes a virtual chan-
nel to the collapsed backbone router and transmits its
route determnination frames (for example, ARP frames
for IP) across this virtual channel.

Figure 8 ATM Switching with the ATM End System functioning
as a Switching Engine and the Aouter Acting as a Routing Enging

If the destination system identified in the route
deternunation frame 1s attached to the same switch
(that 1s. it has a virtual channel to the router). the rout-
ing engine in the router helps set up a virtual channel
between the two end systems for direct communication.
Otherwise. the routing engine helps set up a virtual
channel berween the requesting ATM station and the
collapsed backbone router. which in tum forwards
trames to and from the end svstem. This end system
couid be etther at the local LAN or at a remote site.

From an architeciural perspective. then, ATM
switching is an extenston of the advise-and-consent
technique: A central routing engine works in tandem
with a switching engine to optimize nctwork throughput.

l\/lahaging the Network

HPSN implements 3Com’s Transcend™ famiiv of
network applications. The Transcend management
architecturc goes bevond individual devices to control
logicat systems made up of all the devices in a particular
workgroup, butlding, campus. remote office, or WAN
The administrator can managce logicallv connected
groups of nodes as a single enuty, rather than having
1o correlate information from hundreds of dispersed
devices.

The architecture takes advantage of 3Com’s breadth
of current products and SmartAgent™ intelligent device
agents, while also supporting Simple Network Manage-
ment Protocol (SNMP) compliant products from other
vendors. More intelligence can be added in the future
to automate management lasks.

Because an SNMP Management Information Base

_(MIB) for ATM is being defined by the Intemnet

Engineening Task Force, incorporating ATM in
Transcend applications will be straightforward.
Transcend applications run on most popular manage-
ment platforms, including Sun’s SunNet™ Manager -
and Hewlett-Packard's OpenView?

Today's Foundation for HPSN Migration

3Com’s HPSN migration strategy involves an
evolution of the network. not just the upgrading of
mndividual network components. As cuch new capabil-
ity is added to one area of the network. complementary
capabilities are already in place in other areas. By -«
orchestraung network change in this way. vou can max-
tmize your return on investment for cach improvement.
3Com is uniquely positioned to support this migration
process because the 3Com product line spans the enure
network—from local workgroups. to campus back-
bones. to remote users.

Equally critical to cost-effective performance
migration 1s the ability to expand the capability of the
network by adding new functionality to the devices
that have already been installed. As this paper points
out. 3Com products shipping today have this expan-
sion capability. These future-proofed products allow
the network manager to establish the foundation for
performance migranon while stili protecting network
investments, both now and in the vears to come,
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Okianoma Telemedicineg Network

The Power of a New

Medical Technology

Experts in the field note that the image-
onented nature of medicine makes the
application of telemedicine the ideal
prescrintion for wmproving rural health-
care and lowenng costs In essence. the
network becomes directly tnvolved 1n
tiw dragnosuc process. which has a sig-
nicant beaning on the cost and umeliness
o0i subsequent treanment.

Tetemedicine 18 also in step with the
growing emphasis on preventive care. a
componeni found in most broad health-
caie reform proposabs By allowing the
1ural patient < priman care physician 1o
supery ise andd direct care-giving locally.
ruther than reterning the patient immedi-
alely to 2 regional hospual, telemedicine
didsan the cariy detection of iHnesses

andd helps speed diagnosis. And the con-

venbenee of locul care ercourages patents

wvn therr local doctor more often for
reutine chech-ups——bringing evpen care-
givers at the regonal hospial into the
loop s the earhest dragnostic stages.
Recent results from a telemedicine
sostemn e Geergia demonsirate the tech-
nojoey s promise: punent transters from
rurdi facihies 1o regional o urben centers
were reduced by 83 percent, saving paticnts
hoth time and money. and more impor-
tanily, reducmy delav s freanmen:
Telemedicme i aimpls an applhicauon
of o de-ares networking mfrastruciure,
Acbusie telemiedieme system imcorporates
image-gathening and image-iransmission
nardware mcluding wide-area links
belween remole sites wd larger regional

CUis,

The Oklahoma Telemedicine Network,
designed and mstalled by systems inte-
grator CPI/MicroAge. relies on 3Com’s
high-performance routers at the larger
regional hospitals Each rural hospital 15
eauipped with 2 3Com remote office router
for handlmg transmissions over the net-
work’s T-1 lines

The radiology apptication configured
by CPI/MicroAge at each rural site relies
on a Sun” workstation and a Kodak”™
image scanner that diginzes x-rays and
transfers them to a color screen with o
2000 x 2.500 pixel resolution tn about
five munuies.

At each rural hospital 2 3Com hub
provides wining concentrution as part of
3Com's SuperStack”™ svstem architecture
for building completely stackable, cost-
effective networks. Apple Maciniosh’
computers at ¢uch site carmny basie adaun-
wtrabive productivity appheations, as well
s Lotuy Netes software for inter-hospital
commumications, And 3Com's Transcend
softw are provides the necessary central-

t20d management 1or the entire network,

Evolution of the Okiahoma
Telemedicine Netwaork

The Oklahoma Telemedicine Network
(OTIN beean as a state-funded pilot .
project 2t the University of Oklahoma's
Health Sciences Center )

[0 that il test i rural hospials
were inked o the University (o vaidate the
teiemedicine concept Interest grew —and
»0 chid the number of rural hospnals seek-
Ing 1o |0 the networh. bringing the toral
to 38 In addition, more than 13 regional

hosoitals are also participating.

The full rollout of the OTN 18 receiving
federal suppont. Seeing 1elemedicine as a
viable economic development 1ol for rura!
commumities, the U.S. Department of Com-
merce allocated 4.5 mulhon m block grams
to fund\lhe frst two vears of the project.
Money that tvpically was dedicated 1o
bu1]d|n‘g tocal rouds amd bridges 1~ com-
mutted mstead 1o supporung a new and of
nfrastructure snvestment—a rural infor-
mation hrghwiy.

These grants are supporting the rural
hospitals™ mvolvement. while the regional
medecal centers are paricipaimg at their
own cost. Within two vears, savings from
the neswork are expected 1o m\'cfr the costs
of involvernent tor the rural hmpzjmls—:u
they gan the ability o izeat more patients
locally.

The three pnmiany gouls of the network s
mittal application wese access, d{'gcmon
support and usetulngess siid Gcﬁj’: Hopper.
director of the Oklzhoma Telemedicimne
iNetwaork.

“Rurul pr(’l-\’ll.h:]\‘ are solated. and
medicine changes prdh 7 she said *Thes
wartied nore support for the decisions
they were mahking about treatment. And
rural professionals are tving 1o provide
excellent care with minimal resources.

A teleconferencing wol that physicians
would use once 2 week did not meet the

rurat hospital’s primary need”™



in shon. rural healthcare providers
needed access to informatron wherever it
resided —and gecess on their own terms.
“With these fundamental needs m mind.”
Hopper said, “radivtogy was the logical
first choice among applications™

Without the network. rural patients can
expect to wat three (o five days before their
-1y film can be read by a board-certified
radiologist at the regional hospital The
OTN promises 1o reduce that wmaround
1ime to st 13 minuies in emergency situ-
ations and less than an hour m non-bfe-
threatenmg siuanons.

Buw Hopper added that 1e]e-radiology
i~ "lust the up of the ieberg. We'ltlook
e tele-cardiotogy. tele-denmatology
ant many other medical applicanions”
she said. “We can aivo use 1t tor educu-
uoa, angd access to enormous mformation
1esources ke pharmaceuncal databases
and hterature services”

Busic efectronic communication via
e-matl 1+ viewed as another imponam
advantzee, rasing the level of commu-
mcaion between colleagues ang rural
agencies And in managed-care environ-
meits. where cost sinngs are hey o the

oreanization’s success, the nemwork has

potential for increasing administrative
efficiencies and helptng hospital ofticials
evaluate costs and procedures,

“What we can do with this infrasiruc-
ture is unlimited.” Hopper said. “Our
funding, however, 15 nol—s0 we started
with radrology”

Building the Oklahoma
Telemedicine Network:

Initial Project Implementation

In the first phase of the OTN project.

38 smaller rural hospials will connect

to larger. full-senaice. regional healthcare
facilines and to each other via a statewide
WAN over T-1 lmes First to go on-line 15
the radiologv-imaging applicatton. which
will reduce the ume needed for proper
evaluation of v-ravs from several days to
apout 15 minutes,

Each rurd site has 2 3Com router,
3Com hub. a Sun worksration. Kodak
image scanner and Macintosh computers.
The ACom solunons are part of the inno-
vative SuperStach «ystem of completels
stachabie remote-siie and departmenta
networks SuperStach ssstem solunons
include winng concentranion, bridging,

routng. L AN switching. redunduant power

supplies and SDLC conversion— a1
designed 1o be economical and easy 1o
mstall and manage. And 3Com’s Boundury
Routng” svstem sotiware centralizes com-
plexity in 3Com NETBuilder I routers
at hub sites where support s provided. So
access cun be extended o up o 10 umes
as many siies as with waditionul routers—

without amv added adnunistrative demands.

Building the Oklahoma
Telemedicine Network:
Future Plans
Additonal applications are expected to be
made available as users become famuliar
with the svstem, As Hopper noted, nearly
any image-based diagnosiic procedure can
be curmed over the nervork At the same
ume. with tradinional batiers remoned,
the network should intredece a new level
of competiuon 1or certam medical services
“Now geogriphies are moot! noied
David Blankenshtp. project manager for
CPIAIcroAge ~“Anvone in Oklahoma
can provide the aay reading service,
So s going (o foster cominerce w hile
towernng costs-—and it ~ going to change

the way hospitals operate”
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In this environment, the rural hospital
could drive expansion of the network
just as much as the regional hospitals.
Blankenship predicts.

“Regional hospitals realize there are
a lot o1 services they could provide via
this infrastructure’ he said. " For mstance.
anter-hours cardiac monitoring 1o a 40-bed
rural hospital that cant afford o staff the
tactlin,”

“We anticipate the regional hospitals
being creative with new applicatons.”
he added. “Then the OTN will mush-
room at an exponential rate —1n sites

and applications.”

Exploring the Possibilities
In the future. the OTN infrastructute
will pravide easier. faster aceess 1o vital
patient records. no mater which network
factlay the pauent chooses to visit Thus
anphication can reduce paperwork, thus
dionang healtheare professionals to
devote more tme 10 freatment. rather
than chaving records Indrvidual physi-
crans” offrces will adso be able to link tothe
networn. usig solutions such as 3Com’s
AccessBuilder™ for dinling 1n to gamn casy
NETWOTh ACCess

Other partners involved 1n the OTN
projeat nckude Access Radiotogy. Apple
Computer. AT&AT. Kodak Health Imaging

Svarems and Lowes Development.

The Evolution of Telemedicine
The first hurdle in the path of telemedi-
cine had nothing to do with technology,
notes Dave Swarlz, a computer engineer
and seasoned telemedicine consultant.
Healthcare providers themselves were

based on synchronous protocols—
video or voice, he said. “Two-way
video was the norm.”

But five consultations between
doctors at two video conference-
capable focations usually proved
expensive and inefficient. The cost
for the bandwidth was high, and the
systems made poor use of doctors’
time.

"Did you ever try getting a doctor on
the phone?” Swariz said. “Try getting
two doctors on the TV monitors.”

So, while deploying fiber throughout
the University of Oklakoma medical
campus, Swartz sought out medicat
services and technologies that couid
benefit from a high-speed, wide-area
network implementation—imaging.

The images could be stored and
forwarded for reading at the radiolo-
gist's convenience—and at low cost
In this case, the network truly created
new possibilities instead of imposing
Timitations. Other image-based applica-
tions also make sense—cardiology,
ophthalmology, pathology, dermatelogy,
ultrasound— any case where a com-
puter could capture video images or
even audio.

Swartz also noted that the infra-
structure established for these medical
services can do double-duty providing
access to the Internet, on-line medical
libraries and countless other educa-
tional resources.

For telemedicine networking
hardware in Oklahoma, where he
has consulted an the OTN's develop-
ment, Swartz has recommended
3Com solutions.

“3Com is playing a pivotal role
in making sure we can install this
netwark today— and then upgrade
in the future without throwing every-
thing out,” he said.

The future of multimedia is tied to
Asynchronous Transfer Mode (ATM), he
explained, so it's important to ensure a
smooth upgrade to ATM as standards
become firm.

“With the 3Com router, all you'll
have to do is ipad up an ATM card
he said.

ATM makes interactive desktop
video a real possibility and can expand
the potential of telemedicine networks
exponentially. 3Com’s ATM leadership
and expanded ATM product line will
provide its customers with a ready
source of solutions for making those
improvements a reality.

“Our goal is to build systems of the
future;” said Swartz. “In Oklahoma,
they're well on their way to doing that”




Telemedicine network promises
better and faster care for less money

In recent vears. landmark developments in medical
technology have changed the face of healthcare across
the United States. The effects of many of these break-
throughs however, have had relatively little impact in
many rural communities. which are too far removed
from urban centers where the most sophisticated tech-
nologies are supported by larger populations and greater
economies of scale.

A comerstone of most reform initiatives today
is expanded access—putting more people in touch
with better care. Today. in rural America, the State of
Oklzhoma, CPI/MicroAge. 3Com and other solutions
suppliers are joining forces to bring that goal within
reach—through an application of wide-area network-
ing technology known as telemedicine.

Telemedicine allows seasoned medical specialists to
pay “electronic house calis™ to even the smallest rural
hospitals and clinics. Network links can send x-rays
and other clinical images great distances in a matter of
mnutes. allowing rural patients and their doctors to
tap medical resources and experts once reachable only

through lengthy travel.

The Oklahoma Telemedicine Network (OTN)—
believed to be the largest 1n the nauon. has continued to
be a trailblazer in this rapidlv-evolving network appli-
cation. Developed under the auspices of the Health
Sciences Center at the University of Oklahoma. the
OTN is moving healthcare reform forward today in
the state’s rural areas.

And at the heart of this network are proven, practical
remote-site networking solutions from 3Com.

Representing a revolution in the deliverv of rural
healthcare. the OTN promises to accomplish many of
the pnmary objectives for overall healthcare reform:

+ Improved care, as rural residents pain access to
experienced specialists hundreds of miles away,
without leaving their home communities.

* Lower costs for treatment.
» Less time between diagnosis and delivery of treatment.

+ Expanded opportunities for training and continuing
education of rural medical professionals.
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El Grupo Financiero Probursa

{GFP), es un Caso de Exito Internacional
para Cisco Systems de México, dado que
es la primera Institucién Financiera en
mtegrar Tecnologia ATM en su operacion
de Redes.

Con el fin de dar a conocer en el
campo practico las ventajas de las
aplicaciones de i{a Tecnologia ATM,
entrevistamos al Ingentera Jorge Macias,
Subdirector de Telecomunicaciones v al
Ingeniero Fernando Krasovsky, Gerente de
Implantacidn de Provectos del GFP

Los antecedentes de equipo Cisco en
el GFP datan desde principios de 1993,
cuando este grupo financiero desarrollé la
estrategia de consolidar en un solo centro
de computo la operacion de la totalidad de
sus sucursales v oficiras operativas, lo que
representé un alto grado de complejidad en
térmunes de la integracion v conectividad
de distintas plataformas v redes. A traveés
de rutcadores Cisco del tipo AGS se hizo
posible resolver estos problemas, ademas
de mejorar las mveles de disponibilidad
mediante el uso de medios redundantes en
puntos criticos, aprovechando las
caracteristicas de comunicacion atomica
praplas de esta tecnologia.

La red de Probursa, es'decir. la red
principal © backbone, tiene comunicacion

entre sus sucursales v grandes plazas por
medio de RDI y satélite. A su vez, cuentan
con rutas de respalde por cada uno de sus
enlaces, v estan basadas por completo en
Ruteadores Cisco La finalidad de la
Tecnologia ATM en la red, es la de
comunicar a altas velocidades (153 Mbps)
los dos edificios corporativos del Grupo
Financiere: el Montes Urales | v ¢l nuevo
edificioc Montes Urales 1, a traves de un
backbone Ambos corporativos tienen
comunicacién ATM por medio de dos
Switches A100 Cisco v Ruteadores Cisco
7000. Como todas las aplicac:ones se
comunican bajo ATM, v la pérduda de los
cnlaces puede ser bastante critica, se ha
colocado una trayectoria principal de fibra
optica con un respatdo por micro-ondas.
sobre el mismo concepto de ATM

Por su parte el esquema gue tienen
funcionando los Ruteadores 7000 hacia los
Switches ATM, estd establecido por la
tarjeta ATM Interface Processor FHl
computador central ex un 9121, con

sisternas AS5/400 v comunicacion con el

computador Tandem de la Bolsa Mevicand®
de Valores (BMV}

Primer esquema de
funcionamiento

El esquema que se planteo e de
dos anillos por pisoe, cada uno con dos Token s
Rings de diferentes Ruteadores 7000 Cada
anille cuenta, ademas, con una llegada por-
fibradptica v la otra por cobre, Exto muustra

Edificio 1 Edificio 2

£  §

>>>))))>) 3¢ Moee (\(((((((q
e

Cisco Lighstream
7000 100

155 Mbps

100

Lighstream

Cisco
7000 ;

Cisco |
7000

/RS



que se cuenta con un gsquema de

redundancia comnpleto de ruteadores, fibra, .
cobre v anillos, en caso de que se perdiera

cualquier ruta.

A fin de disponer de una
redundancia completa en todos los anillos
Token Ring, los ruteadores dividen sus
cargas para todo el trafico de datos. Esta
facthdad la da el Stand by Router, para que
en el caso de que hava algun problema con
uno de los ruteadores, él o los otros, puedan
soportar ta camunicacion de todo el
edificio. Podemos resumir que el Ruteador
que soporta las dos rutas, automdticamente
switchea de uno al otro, sin perder la
informacion que manejan los usuanos, en
el caso de que falle una de ellas

Esto es de gran importancia para el
GFP. va que cuenta con un numero
aproxtmado de tres mul LU’s conectadas
enred, hacia el procesador central 9121 Las
LU’s no son exactamente usuarios. La
diferencia radica en que cada usuario
utiliza de dos a tres sesiones para tener
direrentes  aplicaciones en forma
simultanea. Podemos agregar quelas LU's
son unidades direccionables que permiten
a los usuanos finales comunicarse entre si
v tener acceso a los recursos de la Red SNA.

Hov en dia, todo el esquema de
comunicacion hacia el edificio Montes
Lirales 11 - cuvo objenivo es el dentegrar a
las diferentes empresas del GFP enun solo
edificio -, €5 a través de RDI con respaido
en microondas v /o satéhite en ias diterentes
sucursales

Por qué ATM con Cisco

La razon por la cual Probursa estd
innovando una arquttectura ATM, se debe
a su busqueda por la mejor tecnologia para
el Grupo Financiere ATM representa para
GFP la mejor inversion en cuanto a
teenologia v rentabilidad,  Aungue
anieriormente se anatizo una propuesta
para instalar Frame Relav, se convino en
que ATM esta mas o la vanguardia que Ia
tecnologia anterior

S5in tener que estar haciendo
cambios en aplcactenes v considerando la
intrastuctura existente, en Probursa
simplemente se tncorporaron los equipos
ATM a produccion,

Aunqgue lodavia no se cuenta con
la aplicacion liberada en video, en Probursa
se esta consciente de la necesidad de contar
en un'futuro con aplicaciones que puedan
manejr video, voz v datos de manera
conjunta Porlo tanto el GFP ha preparado
la infraestructura necesarta para darle
soporte a sus chentes tante externos como
internos Con la aplicacion de imagen, se

Los Ings Jorge Macias H. y Fernando Krasovsky §.

del Grupo PROBURSA

estd planeando manejar  viodeo-
conferencias con los clientes del GFP para
juntas de trabajo, capacitacion, asesorias
fmmancieras, etc

Actualmente las aplicactones del
GFP son cliente-servidor
Todo el ambiente de su red de drea ampha
esta migrando al esquema TCP/IT" v se
estan eliminando tedos protocolos no
ruteables en la red. El sistema operativo
que se maneja, estd en dos plataformas
Windows NT v OS5/D0OS

Lasaplicaciones que el GFP maneja
hacia el computador central 9121, el AS 400
v ia Tandem de la Bolsa Mexicana de
Valores, las accesa desde el nuevo edificio
atravésdel backbone de ATM Las ventajs
mas significatsvas que proporctona ATM
en el backbone son. {a velecidad v la
confiatlidad -

Al principio el GFP probo vanas
marcas de ruteadores Sin embargo Cisca
Svstemns de Ménico aparecié como la mejor
opcion, par todas las tacilidades con que
cuenta su equipo v el soporte técnico que
les brinda en conunto con Red Uno, Otra
de las ventaas de la teenologia Cisco es su
escalabihdad. el acceso a nuevas versiones
v el sistema de monitoreo centralizado con
que cuenta a traves del sottware Cisco
Works. Este ha resultado la herramienta
wdeal para admimistrar, controlar v
configurar taoda la red de dates en su
segundad, porque proporciona diferentes
parametros cuando surge algun problema,
permittendo solucionarto donde v cuando
se presente.

El plan final del GEP es el tener ¢n
cada sucursal nueva un Ruteador v una
Red En un tuturo cercano se planca gue
su integracon total sea a través de ATM

Por altimo, puntualizaron  gue
quien tenga el mayvor nimero de servicios,
serd el lider del mercado financiero 4aa
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ATM Protocolos

E Nivel Fisico
“% “ Physical Medium-Dependent ” { PMD )

“3 “ Transmission Convergence “ { TC )
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ATM Protocolos

& Sub nivel PMD

Y% Transferencia de bits

./

“% Alineacién de bits
Y% Codificacion en linea

“% Conversion Electro-optica
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TECNOLOGIAS EN SISTEMAS DE BANDA"ANCHA ~

ATM Protocolos

E Subnivel TC
“5 Generacion, transmision y recuperacion del Frame
“3 Adaptacion de Frame

“% Delineacion de la celda

b

Cabecera de control de error (HEC)

i

% Desacoplamiento de la taza de celdas
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Netes: . |

o ddddddaddddad
elcicieleiciclelclelclelclcleielele

PRPRPRREREPREPEFRREREEEEREAREEREE
4- 14




TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA
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ATM Protocolos

\

E Nivel ATM

\

Las funciones de transporte del nivel ATM son independientes
del nivel fisico, razén por la cual se requieren identificadores de
conexién, los cuales indican los canales virtuales y la ruta virtual
que debe seguir cada celda.
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA
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ATM Protocolo

2 VvC

Un canal virtual es el enlace que esté entre 2 puntos,
esta conformado por un VCI (Virtual Channel Identifier)
y un VPI ( Virtual Path Identifier), donde el VCI determina
enlace particular VC para una determinada ruta virtual
identificada con un VPI.
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

ATM Canales y Rutas Virtuales

Network
[public or private)

[possibly a single
facllity. e.g.. a hub)

4 e o
R s,

%
=
7

.

5

b

2
2
]
%.
v
.
7
¢

dododdddddddddddddddddddaddaddadal
Netass '

elelelelelelelelelelelelelelelede

clciciciclcicielciciclclelciclelel clelclel clelci el el e el cl cichn
4-17

Jddddddddddddddedcdd
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ATM Protocolos

E Funciones del nivef ATM

Multiplexaje y demultiplexacion de celdas
Traduccién de VCls y VPIs

Generacién y extraccion de la cabecera de la celda
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ATM Protocolos
2 Ruteo de las Celdas

Dentro de la UNI| existen 24 bits destinados al ruteo
de la celda: ’

“% 8 bits para asignar un VPI

“% 16 bits para asignar un VCI
3 mas se destinan para la descripcion del contenido
de la zona de carga, esto es se determina si el contenido es

informacién de la red o del usuario, y 8 mas se destinan para
el HEC. N
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ATM Protocolos

2 Nivel de adaptacion ATM

También llamado “ AAL “, es el encar gado de brindar
el soporte necesario a los niveles superiores, es decir
de convertir los datos de niveles superiores en bloques
de informacion para las celdas.
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ATM Protcolos

E Nivel AAL

Es requerido por los 3 planos, el de control, el de
administracién y el del usuario aunque las funciones
que realiza dentro de cada una de ellos son diferentes.
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ATM Protocolos

E Nivel AAL
Sus funciones estan organizadas en dos subniveles
“% Convergencia (CS)

“= Segmentacion y reensamblaje (SAR)
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ATM Protocolos
B Nivel AAL

Tiene 5 clases de aplicacién o servicio:
Y% Clase A: orientado a conexion, CBR
Y% Clase B no definido
“& Clase C: orientado a conexion, VBR
“f Clase D: orientado a No-conexion

“% Clase X: orientado a conexion CBR o VBR definidos por
el usuario
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ATM Protocolos

E Nivel AAL

Segun su aplicacion se definen los siguientes tipos
en el plano del usuario:

“3 AAL tipo 1 para clase A
Y2 AAL tipo 3/4 para clase D

vz AAL tipo 5 para clase X
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Netzs:
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Cell relay network

ATM Ejemplo
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Frame Relay Technology and Services

Frame relay' concepts, technologics, and services are recerving considerable atten-
tion in the vendor, carrier, and user communitics. The combined trame relay and
SMDS market is expected to exceed $1.2 billion by 1995, making these important
new fields. This chdpter provides a dela:lcd view of many of the underlving frame
relay principles, issues, and concepts.’ Some basic frame wclay concepts were
described in Chapter 1, which the reader may want to review at this juncture.
Frame relay can be deployed in a private nctwork, or, as already altuded to at the
end of the preccding chapter, the service can be obtained from a public network.
Each approach has advantages and disadvantages within the framework of a cor-
porate enterprisewide network. In the following, the term “frame relav™ refers
generically to either the service or the supporting technology. depending on the
context: usually “frame relay service™ refers to a public carnier service. while “frame
relay tcchnoloov implies platforms for private network solutions.

This chapter aims at answering questions such as When does fmmc relay
makc sensc? Should the user deploy a private frame rclay network or employ
carriers” services? When 1s PVC service adequate and when is SVC destrable? Is
LAN traffic leaving a high-throughput router rcally burstv? When i1s 1t better to
use other technologies? Basic frame relay concepts are introduced and the inter-
relationship with cell relay is discussed (Section 11.2). Bencefits of {rame relav in
both private and public networks are 1dentified (Scction 11.3). Frame rclay stan-
dards arc surveyed (Section 11.4). Steps for deployment of the technology in
corporate networks are described (Section 11.5). Carrier services and cquipment
availability are surveyed (Sections 11.6, 11.7, and 11.8).

'A frumic in this context 1s a data link laver construct. The “frumes™ discussed in Chapters 2 through
9 were physical laver constructs. There is no relationship between the two concepts. The term “relaying”™
1s used by CCITT.

“Some portions of this chapter are based on AT&T product biterature {11.1]
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I1.1 BACKGROUND

Framc relay is a recently introduced multiplexed data networking capability sup-
porting connectivity between user equipment (routers and nodal processors/fast
packet switches) and between user equipment and carriers’ frame relay network
equipment (i.e., switches). The frame relay protocol only supports data transmis-
ston over a conncction-oriented path: it enables the transmission of variable-length
data units over an assigned virtual connection.” Compared to traditional packet-
switched services. frame relay can reduce network delays, provide more efficient
handwidth utilization, and decrcase communication equipment cost. Traditional
packet services typically introduce a 200-ms network delay or more (40 to 60 ms
per Lop to handle error correction and control on a hop-by-hop basis). whereas
with frame relay that network delay can be reduced to about 20 to 40 ms [11.2].

As is the case in X.25, frame relay standards specify the user interface to a
device or network supporting the service. Namely, it specifies the UNI. This inter-
face is called frame relav interface (FRI). A FRI supports access speeds of 36 kbps.
N x 64 kbps. and 1.544 Mbps (2.048 Mbps in Europe) [11.3-11.5]. Somc vendors
are attempting to extend the speed to 45 Mbps. The scrvice can be deploved (1)
in a point-to-point link fashion between two routers, (2) using customer-owned
framc reliay nodal processors (frame retay switches which employ cell relay on the
trunk/NNI side?). and (3) using a carrnicr-provided service. Table 11.1 provides a
summary of kev features of a frame relay network [11.6]. Figure 11.1 deIL[H the
techrology at the logical level.

11.1.1 Usage of the Technology—An Overview

Frame relay functions supporting the FRI neced to be added to user equipment
such as routers, T1 multplexers. FEPs, PADs and so on. in order to be connected
to a private or public frame.relav network. At this ime. frame retay technology
is being applied mostly to LAN interconnection environments. Existing routers arc
casilv upgraded to support the FRIL If commercially successful, public frame relay
service may supplant X.25 service in the U.S. as a public switched service by the
mid-1990s. The frame relay market was, expected to reach $210 million by 1993
and $850 mithion by 1995 [11.7]. For comparison. the SMDS market is expected
to reach $500 million by 1995, and BISDN (for data applications) would rcach $500
million by 1997 {11.8]. -

In some cases. asynchronous terminals may also be supported by a frame
relay network; synchronous SNA terminals or other devices (e.g., a front-end

'Some carly triais of N x 64-kbps viden were undertaken in 1992,
*Instead of using cell relay on the trunk side. some switches use frame relay instead. In the long run,
most switches will probably migrate to the cell relay NNI.
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Table 1.1
Summary of Key Features of a Frame Relay Network

» Standardized by CCITT and ANSI standards

* Only “core” functions are provided by the network

» Network does not guarantee delivery of data

+ Protocols in user's equipment is responsibie for retransmutting data that 15 lost. mivrouted. or
discarded by the network because of congestion

« Frames are transported transparently {only label, congestion bits. and frame cheek seyuenee are
modified bv network)

« Network detects (but does not correct) transmission. format, and operatianal crrors

+ Network does not acknowledge or retransmit frames

» Delivers frames in sequence

Switching/Transport Fabric

UNI UNI

_{.__.J NNt NIt ____},_,
FR \’—_—/ FRi

1 Cell-based {preferred) or frame-based;
privately-owned equiprment or catrier-owned equipmant

Figure 11.1 A logical view of frame relay communication.

processor) can also use frame relay. In these cases, an appropriate frame relay
handler (similar to a PAD but only supporting a laver 2 FRI 1o the nctwork) is
required. In terms of quality of service, the delay incurred by the needed protocol
conversion to support these devices (which is similar to the delay through a PAD
in an X.25 cnvironment} is not eliminated by frame relay technology, except pos-
siblv to reduce queueing time toward the switch, given lower network congestion.
The delay through such a frame relay handler is determined by the access speed
of the user’s line, plus the handler’s processing time. For example. if the user’s
frame from a synchronous terminal contained 262 octets and the access line was
9,600 bps, the initial frame relay “framing’ delay would be 219 ms; the *‘deframing”
delay would also be 219 ms. If the access speed is 56 kbps, the figure would be 37
ms. This framing/deframing delay is in addition to the frame relay network delay.*

5 : , . ..
In a ceil-based switching/transport platform. as soon as a frame starts to arrive at a switch, it is
immediately reduced to cells **on-the-fly.”

209
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From the uscr perspective, any delay is important regardless of whether the delay
is generated by the frame relay network or by the access apparatus to the frame
relay network (whether in a PC. a terminal adapter, or a PAD-like device). This
last issuc was never properly appreciated by the packet equipment vendors. and
is the reason why packet technology did not see much penetration in the mission-
critical svnchronous networks of the 1980s.

In order to get maximum benefit from frame relay without having to incur
large communication or equipment charges (i.e., for dedicated T1 links between
sites. or for the deployment of user-owned frame relay nodal processors). the service
needs to be provided by a carrnier. The seven BOCs and several value-added carriers
have announced frame relay services in the U.S. Carrier networks based on frame
refay provide communications at up to 1.544 Mbps (in the U.S.), shared bandwidth
on demand. and multiple user sessions over a single access line. The use of a router
equipped with a frame relay interface over a dedicated end-to-end T1 link is not
cconomically advantageous compared to a non-frame relay solution. and. in fact.
may affect response time. A carrier, on the other hand, can multipiex the traffic
of onc user with that of other users. and can therefore pass back to the users the
cconomic advantages of bandwidth sharing, much the same way X.25 or FT)
provides such economic efficiencies. Without carriers or private switches, dedicated
T1 hnks between two sites to be interconnected are nceded. regardless of the
protocol used over the link. However, it should be noted that when using an [XC
or VAN service. the user needs a dedicated T1 or 36-kbps link to the INC's or
VAN's POP. If the LEC serving the user’s location provides the service. the
dedicated T1 1s required only to the serving CO. -

A sccond way to bencfit from frame relay 1s to use it in conjunction with a
frame relay nodal processor (vanously known as ‘‘corporate backbone nctwork
switch.” “fast-packet backbone muluplexer.” or “frame relay handler™), first
described in Chapter 6. Some corporate networks already deploved this technology
- in the late 1980s in the form of fast packet multiplexers. In this case. the service
can often be cost-cffective. since the user can obtain from the backbone bandwidth
on demand. rather than on a preallocated (and nefficient) basis. The “'saved”
bandwidth ts then available to other users of the same backbone, in theorv mini-
miztng the amount of new raw bandwidth the corporation needs to acquire from
a carrier in the form of additional T1 or FTI1 links. Withrut a nodal processor
using ccll relay principles, dynamic bandwidth allocation is not casily achicvable.
Some processors use frame relay on the NNI; fine-grain multiplexing is more
difticult. particularly in mixed-media and multimedia applications (next-gencration
LANs usc cell prinaiples to support multimedia, as discussed in the previous chap-
ter). In the private network application, the user leases from a carrier private lines
between the remote devices and the nodal processors. and between the nodal
processors; the user employs frame relay to statistically multiplex traffic in a stan-

D4
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dardized way, in order to achicve better utilization of the (now common) trians-
mission resources. The nodal processors must be housed in selected uscr locations.

Frame relay supports bursty traffic at medium speeds. Conscquentiv, many
of the applications now advanced by vendors for frame rclay services are feasible
more in view of the increased throughput and reduccd nctwork latency comparce d
to X.25 networks than any other new intrinsic feature of frame relay.

11.1.2 Some Motivations for Frame Relay Services

As indicated, the current major application of frame relav.is for LAN intcreon-
nection. A combination of recent trends has forced LAN managers to investigate
new approaches in order to provide connectivity at reasonable price:

» 1In 1989, onlv two out of ten corporate terminals. PCs. and workstations were
connccted to a LAN. By 1993 eight out of ten terminals will require to be
connected to a LAN [11.9].

« Business shifts to accommodate the “Information Age™ have forced com-
pantes to relv in greater measure on data collection. processing. and distri-
bution. For many such companies. the ratio of terminals to emplovees is
approaching 1. and in some cases 1t is even exceeds 1. Chapter 1 already
discussed some of these trends.

« In an effort to be more etficient. find a cheaper work force and reach global
markcets, companies are moving toward distributed data processing  Employ-
ees are distributed i smaller work groups located around town or around
the country. cioser to the resources and to the markets. Yet. more than ever,
thev need to be tightly connected through a rehiable and ciasy-to-use enter-
prisewide network.

These trends have led to the following sequence of events:

Introduction of more termnals.

Introduction of more LANs to support the increased number of terminals.
Interconnection of these LANs, including those that have cmerged in geo-
graphically dispersed buildigs around the country. In 1991, an estimated
65% of the top 3000 U.S. companies had LAN interconnection needs extend-
ing bevond a building; that number 15 expected to grow to 85% by 1995
[11.10. 11.11]. : -

The traditional WAN approach of connecting a few LANs with routers over
dedicated point-to-point lines 1s no tonger adequate i an environment ot many
remote LANs, Some actual networks can have as many as 600 or 800 routers
[11.12]. LAN managers have sought solutions that reduce the number of dedicated
lines in order to keep transmission costs down, and at the same time increase

b2 1 —
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flexibility and make network management easy. It almost sounds like the perfect
W AN environment for packet switching technology. but not exactly. Packet switch-
ing allows users to be easily added and interconnected while following open inter-
national standards. But packet switching has traditionaily been slow and the
throughput has been Itmited.” These limitations are becoming more accentuated
with the new LAN applications, which may involve graphics, multimedia. desktop
publishing. bulk file transfer. and other data-intensive requirements. This has fead
to the development of two solutions specifically aimed at LANs: frame relay and
SMDS (SMDS is discussed in Chapter 12).

Frame relav ts an carly 1990s technology allowing users of multiple routers
to connect them n an effective manner. ‘It follows open standards and improves
throughput. while at the same time reducing the end-to-end delay (throughput can
be increased uy to three orders of magnitude). When used in a private network
emploving a cell relay platform. it allows the LAN manager to rapidly meet the
evolving high-speed LAN interconnection needs of the corporation. and do so in
a cost-cffective manner. The same can be said when using a public network frame
relav service.

As discussed in Chapter 1. the business trend is toward interconnection of
all company resources into a seamless enterprisewide network. However. such
interconnection can become prohibitively expensive. unless it i1s done correctly.
Corporations also sce the emergence of new LAN applications in the 1990s. which
must be supported by the enterprisewide network. New high-bandwidth applica-
tions dictate the introduction of new high-capacity digital services and technologies
in the corporate network. See Table 11.2. compiled from a variety of sources.
including [11.10. 11.11]. High ¢nd-to-end throughput, low latency. cost-cffective
bandwidth on demand. and anv-to-any connectivity are the order of the day. A
major evolution in the way corporations connect their computers and the ever-
ubiquitous PC s alrcady evident in progressive companies. Now, new cquipment
and new communications services atlow corporations to redesign their networks
and save money. while at the same time increase their capabilities and work force
productivity, The kev to achieving these communication goals in a private network
cnvironment 1s frame relay over a cell relay platform, or a high-capacity public
switched service like frame relay (and SMDS).

The new technologics needed to support the evolving corporate environment,
however, cannot be introduced 1in a vacuum. It would be easy to deploy an optimal
statc-of-the-art network when the LAN manager could throw away evervthing and
start completely from scratch. In times of cost-containment, though, the LAN

"Packet switching and other statstical multiptexing schemes do fullfil the role of supporting crror-free
transmission of asynchronous traffic from “dumb™ terminals (or devices and PCs emulating “*dumb™
termunals). which have no error protection of their own—a frame relay service would be a mismaltch

in thes environment.
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Table 11.2
Interconnection Needs of EAN.

fvg) PRAA)
EANS per typical company It 22
Growth in LANs —_— iy,
Percentuge requinng interconnection .
outside a bustding 65% CORSTE
Crowth inonterconnected LANs — el
L.ink speeds
+ =9 6 kbps 257 70
» Y.6=< hnk = DSO NG 23%
+ DSO = Immk = DSI 2170 257
+ DSt < link = DS3 e RV
+ > [DS3 37 pS7;

manager 1s being asked to improve the efficicney of the interconnection network
in a judicious and cffective manner. The transition steps to the new commumcation
cnvironment depend on the network currently in place in the company Four
generations of corporate networks have been deployed in the past decade Some
users moved from generation to generation: other uscrs leapfrogecd one or two
generations. Others were forced to retain a network until the payback could be
achieved and then some. Usually a network stavs in place tor a penod corresponding
to the useful life of the equipment. which can be 5 to 8 vears. A shortreview of
the four gencratons of corporate networking assists discussion of how frame relay
evolved and what problems 1t solves: 1t can also establish the point of depurture
for the transition that the LAN manager needs to undertake in order to implement
frame relay. '

Firsi-Generation Corporate Nenworks This phase saw the introduction of unimte-
grated nanonwide networks. which tvpicaily emploved low-speed analog lines to
support discrete misston-critical corporate functions. LANs were just bemg intro-
duced in companies. Connectivity among LANs . for the few progressive companies
attempting it at that tme. used s own point-to-point transmission facttities. Dif-
ferent departmental data applications (¢ g.. a mainframe payroll application and
a minicomputer supporting marketing) used separate networks, Not onlv was this
solutton expenstve because of the duplicate transmission costs. but it was also
difficult to manage and to grow. A number of mission-critical networks in place
today stull conform to this architecture. These companies have found that unul now
a backbone network was not cost-cffective.

Second-Generunon Corporate Networks. This phase saw the introduction of Tl
multiplexers and supportuing digital transmission facihitics. The data apphications
were aggregated over a common backbone network, improving network manage-
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ment. simplifving the topology and reducing the communications cost. A few tra-
ditional analog iines arc enough to justify the cost of a high-speed digital link. as
discussed elsewherc in this book. making this transition a popular upgrade in the
recent past. Voice traffic was also carried by the backbone. One of the shortcomings
of this approach, however, is that the LAN interconnection traffic. now growing.
usuallv remained separate. perpetuating the problem of overlav networks. This
was ivprcally due to restrictions of the byte-interleaved multiplexer (namelyv. the
inability to support dvnamic traffic for bursty users) and interface problems. A
number of mission-critical networks in place today stili conform to this architecturc.

Tiurd Generation Corporate Nenworks. In the immediate past, T1 multiplexers have
started to support LAN interconnection traffic. The traffic is assigned a fixed
amount of TDM bandwidth over the corporate backbone network. Although this
approach to LAN interconnection had several advantages compared to the previous
arrangement, it alse had a number of disadvantages. Consider N nodes with high
peak-to-average (bursty) traffic needing to be supported by an enterprise network.
A mesh network providing full interconnection between kev nodes may have been
installed in many companies. as shown in Figure 11.2. This arrangement can be
expensive due to the number of communications links. For example, five locations
require 10 T1 links and six locations require 15 links. The addition of a new
backbone node also requires the introduction of many new links. Less than fully

1

(=}

Router

)

[
Sl

[

(8
5]

LAN

@@H
i ik

Figure 11.2 Traditional LAN connectivity,
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interconnected router networks are usually not the best answer to the intercon-
nection requirement, since this tandem arrangement affects the end-to-end delay
and comphcates network management. Additionally. and perhaps cqually impor-
tant. the bandwidth is not efficiently allocated by using the TDNM technigues com-
mon to the equipment supporting this type of network. A< a short-term solution.
companies sought to keep the number of designated first-ticr lobations needing tull
mterconnection down to a small number. typically between three and siv. therehy
hmiting the number of required hinks. Many companies have these types of networks
todav. particularly for mission-critical applications.

Some LAN managers. understanding the intuitive advantage of packer switch-
ing. chose to rely on a private (or public) packet-switched network 1o interconnect
the multitude of user routers. These packet networks typreally introduce o router -
to-router delay on the order of 200 ms or morc. This delay is duc to (1) protocol
processing at intermediary nodes and (2) the hop-by-hop crror correction and
control used by packet networks In addition to the delay. the throughput of these
networks 1s not sufficient to support today’s applications. That is why u new eeh-
nology is needed.

Fourth Generatnton Corporate Networks. Figure 11.2 depicted @ common contivu-
ration of user environments of the recent past. The figure makes the chullenee of
a LAN manager obvious—what 15 needed is a technotogy for Ineh cnd-to-cnd
throughput. low latency. cost-cffective bandwidth on demand ., and sinv-to-am con-
nectivity The restrictions discussed above of many of the existing unintegrated
networks, or of the integrated networks using TDM technology. has Ted to the
development of the frame relayv concept. trame relay standards, and supporting
frame relay hardware. Such frame relay solutions dre now cmerging and sue com-
posed of the following three components (see Figure 11 3)

« A high-throughput nodal processor buillt from the ground up, unattected by
TDDM restrictions. which supports hirgh-speed switching to facihtate high end-
to-end throughput. This nodal processor was called a “corporate backbone
network switch™ n Chapter 6; as discussed thereo it was initially used m the
T1 multiplexer context. but is now makmg a strong appearance ain the LAN
context. This nodal processor can also be provided by o carrter. supporting
a switching”™ function at the CO.

« Standard high-speed interfaces to the bridgesrouters to facilitate the inter-
connection of equipment from a variety of vendors, This open (standard)
interface based on the concept of packet switching 18 a frame relay interface.

» Standard high-speced interfaces between nodal processors. supporung cell
relaving and switching.

Since corporate resources are increasingly being deployed on LANs, including
the users, the mainframes. and the data bases. and since routers have tiaken on
the function of the T1 multiplexers in a number of environments. this intercon-
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Figure 11.3 Usc of frame relay nodal processors for a private frame relayv network.

nection solution is the one being contemplated for the enterprisewide networks of
the 1990s by many progressive companies. Fewer and shorter T1 or-FT1 links can
be used between the users and the nodal processor. thereby reducing communi-
cation costs. '

11.2 BASIC FRAME RELAY AND CELL RELAY CONCEPTS

Before addressing how frame relay technology can be deploved in an enterprisewide
mulurouter environment, we must address some of the technical details j11.13].
Table 11.3 provides a miniglossary of kev terms. As this discussion proceeds, it
should be remembered that all high-speed lines used in frame relay. cither for
access or between switches, are unchannclized FTL, T1. or T3 lines, discussed in
the rest of the book (T3 may be used on the trunk side).

11.2.1 Frames

A frame is a block of user data, as created by the data link Iaycf (layer 2). It
consists of a flag, a header, an-information field, and a trailer. Differcnt data link
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Table 11.3
Miniglossary of Frame Relay Terms

Access Rate. The rate of the access channel employed by the user's equipment (mcasured in bits per
second). The speed of the access channel determines how rapidly the end-user can send data o the
nodal processor or network. .

American National Standards Institute. An organization that accredits groups developing. U.S
standards required for commerce One such group is the Exchange Carniers Standards Association,
which devcloped the T1.006. T1.617, and T1.618 for frume relay (also see Chupter 1)

Asynchronous Transfer Mode. A packet switching technigue developed by CCITT which uses
packets of fixed length, resulting in lower processing and higher specds Also know as cell retay (see
Chapter 10).

Bandwidth. The communications capacity (measured 1n bits per second) of o transmyssion hne orf a
path through a network.

Backward Explicit Congestion Notiftcation Indicator. A bit in the frame sct by the network 1o nonfy
the uset’s equipment that congestion avoidance procedures should be imitiated 0 order to imat the
amount of traffic injected into the network or sent to the nodal pracessor. The field 1« sctsn a frame
going 1n the opposite direcuon of the congestion (1.e., 1t 1s sent to the origination). It s sinlar to a
“slowdown’ signal.

Bursty Traffic. Traffic wherc the ratio of the maximum intensity 1o the average ntensity is very hugh
(z10) Tymeal of some LAN environments.

Consultative Committec on International Telephony and Telegraphy. A United Nations argamization
which develops international standards and interfaces for telecommunications. The frame refay
standards arc based on underlaving CCITT standards {also see Chapter 1),

Cell. A fixed-length packet of user data {pavioad) plus an overhead. A cetl s usually small. beng 53
octets or less.,

Cell Relayv. A high-bandwidth, low-delay switching und multiplexing packet technology required to
implement a frame refay network in an cfficient manner. Trunk transimission techmgue used by
nodal processors. Also known as ATM

Committed Information Rate (CIR). Specifies the amount of bandwidth guaranteed 10 a user
between anv to points. CIR can be as hugh as the access rate. If the CIR 1s exceeded, the frame
reluv device can send the data, but it should set the DE bat to indicate that the data can he
<hscarded 1f necessary.

Core Functions. Data hink laver functions supporied by frame retay, Core functions mclude frame
dehimiting, alignment. and transparcency: frame multiptexing/demultiplexing using the address ficld:
and detection of trapsmission errors

Idata Link Connection Identifier (DLCI). A ficld in the frame indicating a partncuiar logicul hak
over which the frame should be trunsmitted. The field has local significance. since 1t can be changed
by the nodal processars as the frame traverses a single-node network (the input [.CI s mupped to
an output DLCT). Multinode networks muay “pipeiine” cells to the network edges 1n this case,
virtuat channel identifiers are used and remapped. Access DLCIs are assipned by the network
manager, while trunk VCls are allocated dynamicalty Toward the network, the nodal processor
associates cach VCI with the physical address of the trunk aver which the frame needs to be
transmitted to reach sts vlumate destinaton. Toward the user, VCIs are associated with the physical
itne supporting the DLCH identifying the user

Data Link Layer. OSIRM laver 2 functionahty. responsible for reliable transmission over a single
communication hnk. [t combines data bits into a btock called a “frame™ and adds a frame check
scquence to allow detection of bit errors al the remote point.

2\
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Table 1.3
Continued

Discard Eligibility Indicator. A field in the frame set by the user’s equipment to indicate that the
frame can be discarded if needed in case of congestion, in order to maintain the committed
throughput. \

Fast Packet. A term for various streamlined packet technologies. now svnonymous with cell relay.
Supports reduced functionality compared to X.25 packet switching, so that it can operate at much
higher speeds.

Forward Explicit Congestion Notification Indicator. A field in the frame set by the network or nodal
processor (o notify downstream equipment and/or the destination equipment that congestion
avoidance procedures should be initiated. The field is sct in a frame in the direction of the
destination. It is similar to a “hold-on" signal for received frames, as well as a destination
“slowdown™ signat for traffic from the destination.

Frame. A block of user data, as created by the data link layer. It consists of a flag, a headcr. an
information beld. and a trailer.

Frame Relay. A 1990s packet-based high-speed technology that provides for dynamic bandwidth -
aliocation with high throughput and low delay to support the increasing amount of bursty traffic in
the corporate environment. Frame relay defines a standardized format for data link laver trames .
transmitted over a network of interconnected LANs.

Frame Relay Assembler/Disassembler. A device or capability allowing non-frame relay terminals.
typicallv in a2 non-LAN environment (e.g.. SNA} to be carried in a frame relay network. .
Frame Relay tnterface. A standardized interface between customer equipment and a nodal processor
or a frame relay network. A two-iayer protocol stack interface capability implemented at both
endpoints of a link.

Error Correction. In frame rclav. error correction and retransmission are done in the user
equipment. The network can detect crrors, but the correction is relegated to the end systems.

Link Access Procedure F. The data link layer protocol used in frame relay. It is spécificd by ANSI
T1 618-1991 and 15 similar to CCITT Q 922 Annex A. It 1s a slimmed-down protocol supporting core
functions oniyv it 15 based on ISDN's LAP-D protocol.

Link Access Procedure F-Core. That subset of LAP-F used in frame relay.

Local Management Interface (LMI). A specification for use by frame relay products which defines a
method of exchanging status information between the user device and the network. It is used to
manage PVCs and is speeified i ANSI's T1 617

Muiticast. An [ MI option that allows a frame relay device to broadcast frames to multiple
destinations.

Nodal Processor. A frame relay processor 1s a switch that “connects™ users, facilitating any-to-any
conncctivity Connections are accomphshed in real time over the PYC (eventually over an SVC).
Tablcs are maintatned by the node to facilitate the connections.

Open Systems Interconnection Reference Model. A model for data communications mterconnection
which maps functions nccessary for undertaking orderly communication to one of seven hierarchical
lavers

Permanent Virtual Circuits (PVC). A logical link or path between the originating and terminating
routers  No resources are aliocated to the link unless data is actually being sent. The link is set up
by the administrator and remains in place for however long it is needed (days, months, or years).

Router. A device operating at the network layer of the OSIRM, used by a LAN to access other
LANs across a vanety of WANs.
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Tahie 11.3
Continucd

Systems Network Architecture, A nctwork architecture used in IBM nctworks i support of mission-
critical functions. Onginally. the architecture was strictly hicrarchicat and employed front-end
processors and cluster controllers. [t is now moving toward J peer-to-peer architecture. supportuing
LLAN access to the mainframe.

Switched Virtual Circuit. A virtual circurt that s set up on a call-by-catl basis. A future trame relas
scrvice. of particular importance to public frame relay networks,

Time-Division Multiplexing. A traditional method of combming moltple simultancous channefc over
a single transrmission path by asstpming discrete time slots to each channel I resubts in mefhaent
bandwidth allocation tn bursty cnvironments.

Virtual Circuit. A logical connection estiblished through o frame reloy or packet netaork Frames a1
packets are routed through the network m an order-preserving trimsfer. The connection is silar o
a dedicated line between the endpoints

Virtual Circuit Identifier (VCI). A label used by o cell swatch 1o identify cells belonging ton oiven
user. VClIs have focal significance (sec Chapter 1),

lavers create different frames; differcnces manifest themscelves in terms of the ficlds.
their positions. and their lengths. The logical link control sublaver of a LAN creates
a frame of particular interest. since it is the frame thatis involved o the transmission
of data over a network of interconnccted LANs. Frame relay service has a specitic
frame format, described below and expanded upon in Scction 11.4 2

11.2.2 Frame Relay

Frame relay is a new packet-based high-speed technology. It provides tor dvnamic
bandwidth allocation with high throughput and low delay to support the increasing
amount of bursty traffic in the corporate environment  Frame relay defines a
standardized format for data link laver frames. which are transmitied over a network
of interconnected LANs or over a public network. A frame relay frame s assembled
by user equipment and 1s interpreted by frame relay nodal processors or, in cases
where there are no processors, by the remote router. The frame relay frame 1s
shown in Figure 11.4. Frame relav s based on the TY88 and 1992 CCITT standards
and recent ANSI extensions. clarifications, and refinements for the U.S. market.
particutarly for private nonswitched access. There is now wide vendor support of
frame relay standards.

Frame relay may be thought of as a streamhined version of X.25 that can be
implemented on or integrated onto a router. Figure 11.5 depicts this simplification
[11.4,11.14]. Streamlining is accomplished by stripping away all of the X.25 network
laver (layer 3). adding a statistical multiplexing capability via individually addressed
frames to the data link layer, and reducing the functionality of layer 2 by removing
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1 aztet 2 octety up to 8188 ocists® 2 octaty 1 ectot
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1 A T
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! ‘1 (1 1
01111110, 1111110
8 7 6 5 4 3 2 1
I [ | T | /R Bitintended 10 support a
DLC! {high order} TR | EA command/response mdication  The
[ . | o o use of this field 1s application speciic
| | | EA EA Address fialg extans:on bit
DLCI faw order) FECN | BECN ot 1 DE: Discard ehgibiity indicator
l 1 1 BECN: Backward explcit congestion
- nelification
or FECN. Forward explct congestion notitication
CLCH Data link connection identidier
8 7 6 & 4 3 2 1
i i I | 1
- DLCI (high ordar} CIR EA
o 0
! i |
I i | EA
DLl FECN | BECN DE o
——
DLC! {low order) EA
1 | ! | ! 1
or
8 7 € S 4 3 2 1
T T 1 T T
DLCE {high ordar} R EA
o 0
! 1 ] -
i I I EA
oLe FECN [BECN DE o
i
1
e Eo‘
{ L | ! ! l
DL {low order) E]A
| — 1 i 1 l

“ANSI spectias 4026 bul some vendors may use the higher value; minimum langth. 262

Figure 11.4 Frame and address field format (LAP-F/ANSI T1.618-1191; CCITT Q.922 Annex A).

error correction and retransmission capabilities. Error detection is retained and
errored frames are discarded b) the frame relay network. Frame relay can provrde
both a PV( and a SVC service! :
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Initially, frame relay was developed as an ISDN packet service, with a logically
separate control plane for SVC management and user plane. In the control plane,
all signaling capabilities for call control, parameter negotiation, etc.. would be
based on a set of protocols common to all ISDN services. As currently evolving
at the U. S. commercial level, frame relay service does not support a logically
separate control plane; in fact, no call setup mechanisms are supported, c¢ven “‘in-
band" (as would be the case for X.25 SVC packet switching). Public SVC frame
relav mav become available in 1994 or 1995. Currently. there is no network cquip-
ment to support user-to-network or network-to-network SVC signaling. and there
is no SVC user equipment. This implies that the service now only supports PVCs
predefined by the network administrator, and that all frames foliow the same route
to the destination.

Permanent virtual circuits establish a fixed path through the network so that
a message or file can be reassembled quickly by the receiving end. Frames are
passed across the network with minimal processing by the network nodes. All of
‘the bandwidth on the physical path of the frame 1s available for the duration of
the frame. The result is a high-speed, low-delay, bandwidth-on-demand network
well suited for LAN-to-LAN traffic. Frame relay has the advantage of providing
line consolidation and, hence. reduced equipment expenditures. It has the inherent
multiplexing capability where one physical access can support up to 1.024 logical
connections (in actual implementations, however, the number of logical channels
is usuvally much smaller, say. 32 for physical and/or performance reasons [11.2,
11.15]). The PVC approach does not support an addressing apparatus adequate to
support a switched service.

11.2.3 Frame Relay Interfaces

Like X.25, frame relay specifies the interface between customer equipment and
the network (i.e.. the UNI), whether the network is public or private. This interface
specification is described in generalities in CCITT Recommendation [.122 of 1988.
[.122 describes the unacknowledged order-preserving transfer of data units from
the network side of a user-nétwork interface to the network side of the other user-
network interface. A frame relay interface is a two-layer protocol stack capability
implemented at both endpoints of a hink (i.e., by the user equipment and by the
network’s nodal processor). Frame relay interfaces rely on (1) the existing intcl-
hgence of end-user equipment. such as routers, to run the protocol; (2) today's
higher quality digital transmission facilities; and (3) error detection, correction,
and recovery at the higher end-system layers (transport layer, or even at the ultimate
application level) [11.13]).

The frame format for data transfer is based on a subset of Q.921 (LAP-D), .
but extended with the flow control fields. The protocol is now known as Link
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Access Procedure F-Core (LAP-F Core) and is defined in ANSI T1.618-1991; it is
also defined in CCITT’s Q.922 Annex A, adopted in 1992. Q.922/LAP-F (ISDN
Data Link Layer Specification for Frame Mode Bearer Services) is a {ull data link
layer protocol in its own right; it was adopted in 1991. Frame relay uscs the subsct
called LAP-F Core. LAP-F functions like windowing and error correction are not
included in the core subset [11.16]. A 1992 CCITT protocol extended from 0.931,
called Q.933, is to be used to support SVC service.

As implied in Figure 11.1, a network piatform is needed to route and forward
frames received over the UNI conforming to the FRI specification. This platform
is composed of one or more nodal processors (whether owned by the user or by a
carrier).

11.2.4 Error Correction

In frame relay, error correction and retransmisston are done in the user equipment.
The network can detect errors, but the correction is relegated to the end-svstems.
Error conditions include lost, duplicated. misdelivered, discarded. and out-of-
sequence frames: recovery from these error conditions must be performed by the
user's equipment, which must be appropriately configured to support these tasks.
This does not require any additional functionality, which most intelligent cquip-
ment. like LAN routers. has today. Furthermore, with today’s higher quality digital
transmission facilities and the migration to fiber, it 1s unlikcly that many frames
will be received in error, requiring end-to-end retransmission. Error-prone circuits
of the past necessitated complex error checking and recovery procedures at cach
node of a network. The X.25 packet standards assumc that the transmission media
is intrinsically error-prone, and n order to guarantee an accceptable level of end-
to-cnd quality. error managementis performed at every link by a fairly sophisticated
but resource-intensive data link protocol, as illustrated in Figure 11.5. With a high-
quahty fiber-based communication infrastructure becoming commonplace. many
of the error correction and retransmission capabilities of X.25 can be safely elim-
mnated [11.17). : '

Since error correction and flow control arc handled at the endpoints. frame
retay expedites the process of routing packets through a series of switches to a
remote location by eliminating the need for each switch to check each packet and
correct those m error. This error treatment incrcases performance and reduces
bandwidth requirements, which in turn can reduce communications costs |[11.18,
11.19).

In the past, when transmission errors were common, it was not cfficient to
require the transport laver (whose job it is to guarantee ultimate end-to-end reli-
ability) to keep track of unacknowledged PDUs. Instead, the data link laver. closer
to where the problem had its roots, was responsible for the correction task. It turns
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out in the final analysis that when the probability of error over a link is relatively
high. it is better to do error correction on a link-by-link basis (i.e., at the data link
laver). as measured by the amount of network bandwidth required to successfully
send a PDU (although it may, in fact, have been faster to do it end to end, as we
show below). When the probability of error is low, it is better to do error correction
end to end (1.e., at the transport layer). In other words. for the same amount of
network bandwidth, the PDU gets delivered faster by doing the error management
end to end; in addition, the nodal processors can be cheaper, since they need to
undertake fewer tasks.

Tables 11.4. 11.5, and 11.6 provide a numerical example of a simplified model
* to illustrate the point (the reader may choose to skip ahead to Section 11.2.5, if
desired). In each case, a three-link path is studied. In the first case, the probability
of link success is 0.9, in the second case it is 0.99, and in the third case it is 0.999
(the same probability for all three links is used for simplicity). The tables (almost
precisely) compute the expected bandwidth to deliver a correct PDU with link-by-
link correction and with end-to-end correction. The expected delay to deliver.a
correct PDU with link-by-link correction and with end-to-end correction is also
computed. Before discussing briefly how the tables arc. derived, let us focus on the
results. The following summary emerges:

an

Expected Expected Expected Expected

Bandwidth Bandwidth Delay Delay

({-b-{) {e-t-€) ({-b-1) {e-1-¢}

Link success probability: 0.9 3.30674 4.02831 0.66135 0.53711
0.99 3.03027 3.09182 .60606 0(.41224

0.999 . 3.00300 3.00902 0.60060 {1.40120

As the probability of successful transmission over a link increases, the
expected bandwidth approaches three units in the link-by-link case: one unit for
the first link. one unit for the second link, and one unit for the third link. When
the probability is lower, the expected bandwidth goes up because of the required
retransmissions. (Some PDUs will require no retransmissions, while others will
require a few retransmissions. On the average, 3.3 units of bandwidth would be
requircd for the 0.9 case; since the example is fairly realistic, the “‘overhead”
bandwidth is rather small. To illustrate the point more pedagogically it would be
necessary to use a failure value of 0.5.) Note that, in the end-to-end correction
case, considerably more expected bandwidth to successfully transmit a PDU would
be required when the probability of link failure is relatively high (4.02 units versus
3.30 units for the link-by-link case). However, as the probability of success increases
to 0.999, effectively the same expected bandwidth is required by both methods
(3.009 units versus 3.003 units). More bandwidth is required in the end-to-end.
correction case when the BER is high, because the distant node would have to go‘?'
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Table 11.4

Delay and Throughput Comparison When Prohahility'of Successful Path Transmission [s 0.9

Probability of transmission success over a Jink: 0.9
Transmission defay (units): 0.1 '
Node delay for error management (units): (1.1

Towal Units of

Bandwidth Expected
Reqgured for Bandwidih
Link-by-Link (Link-by- End-to-End  Expecred
Lk I Link 2 Link 3 Correction Prohabiliry Link} Detay Delav
s 5 5 3 (729060 2 18700 (.60t 0 43734
fs s s 4 0.07290 0.29160 0800 () 05832
s fs s 1 B 07290 0.29160) (} 8t 0 (15832
5 ] s 4 0.1}7290 0.29168) (0800 (0 05832
fs fs s 5 0.00729 0.03645 I (MM} 000729
fs s f.s 5 040729 0.03645 1 (hH 0 o729
S f.s f.s 5 0.00729 6 03645 | (KK} 0 tK1729
fis S S S 0 (X1729 003645 1.0 0 K729
s f.fs s 5 0.00729 003645 | (i) (} 101729
5 S f.f.s 5 ) D0729 {03645 1 000 (00729
f.ffs 5 $ 6 0 00073 000437 b 200 0 ONDRT
5 fifs 5 6 000073 (000437 | 200 (Y {HKINT
5 s f.ffs 6 (LON73 0.00437 1.200 (¥ (087
fifs fs s f 1 (073 (LNH37 1 2on IRTEIRY
f.fs 5 f.s 6 (+ 073 0161437 1.200 11 L0087
$ fif.s fs 6 (0.00073 L0437 }.200 0 (HIORT
0.995814 3.306744 0.661 35
Total Unus of
Bandwidih Expected
Required for Buandwidth .
Link-hyv-Link (Lenk-by. End-to-Lnd  Fapeated
Ist Pass  2nd Pass  3rd Puss Correction Probabiuy Lk Delan Delay
$.5.5 3 0 7290 28700 thd 0.29160)
s.s.f
s.f.s
fss
s.f.f
fs.f i
ff.s
f.h.f
>any 5.5.5 6 (1 19756 1 18535 (V1 0. 15805
>any { anv f 5.5.5 9 () 05354 () X185 P2 0.06425
>anyf{ anyf any f 12 (.0145] 0.17411 1.6 02321
0.99461 4.02831 0.53711

s = success f = failure
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Tabje 11.5
Delay and Throughput Comparison When Probability of Successful Path Transmission 1s 0.99

Probability of transmission success over a link: 0.99
Transmission delay (anits): 0.1
Node detay for error management (units): (.1

Total Untts of '

Bandwidih Expecred
Reqiured for Bandwidth
Link-byv-Link {Link-by- End-to-End  Expected
Lmk / Link 2 Link 3 Correction Probability Link) Delayv Delay
s s 3 3 0.97030 2.91090 0.600 {1.58218
f.s s 4 0.00970 ) (13881 ().800 (L0O776
s f.s s 4 0.00070 {1.{)3881 (.800 0.(0776
5 § - f=s 4 0.440970 (0.03881 0.800 G 776
fs f.s 5 5 03010 0.00049 1.000 000010
f.s fs 5 0.00010 {49 1000 0 K0
s f.s fs 5 000010 1.({HH9 1.00K) 2.00010
f.fs s s 5 0.00010 (1.9 1000 0.GON10
s f.f.s s 5 0 60010 0 (049 1 000 0.00010
5 5 f.is 5 0.00010 (1.O(K49 1.(MK) 0060010
f.ifs 5 S 6 (. OO0 0.00001 1.200 0 00000
) flfs s 6 (L OO0 (.00 1.200 0 OO0
s s f.ffs 6 0.00000 O.(HXK) 1.200 URUEIY
ffs f.s s 6 0 (NG (L{KKXD ] 1.200 0. GO
f.f< s f.s 6 0. (0600 0. 0(KKH 1.200) 0 GO
s f.fs fs 6 0000 0 (01 1.200 £61.00000
0.999996 3.030279 (),60606
Total Uniis of
Bandwidth Expected
Required for Bandwidth
End-to.End {End-to- End-to-End  Eapecied
st Pass 2nd Pass 3rd Pass Correction Probabiny End) Delay Delay
$.5.8 3 0.97130 2.91090 04 (.38812
5.5.f
s.fs
fs.s
s.ff ;
f.s.f
fis
f.f.f
>any { 5.5.% 6 002882 0.17291 0.8 0.02306
Samy f any f $.5.5 9 0y (0086 (1.00770 1.2 0.00103
>any f anyf any f 12 0.00003 0.00031 1.6 0 00004
1.OCUNK) 39182 (0.41224

s = success | = failure

22
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Table 11.6

Delay and Throughput Comparison When Probabitity of Successtul Path Transimission I« 0 ouo

Probability of transmussion success over a link: (1499

Transmission delay (units): 0.1

v
Node delay for error management (umits): (.1
Total Units of }
Bandwidih Expected
Required for Bundwidih
. Link-by-Link {Linh-hy. End-to-Ed  Fapected
Link | Link 2 Link 3 Correction Probabiluy Lk} Delav Dl
s s s 3 0.99700 299100 {1.60H) 1 U0
fs S (3 4 (LU0 (0 00399 {).800 (L OCKIS0
s fs 5 4 0 o0ton 0.00399 (+ 80 0 KIS
5 s ~fs 4 0 00100 (y 01399 {1 800 (F (HHISE)
f.s f.s $ 5 ) {XHHK) (4 Q00N 1.000 0 OUECR
fs s f.s ! 0.00000 0000003 1.000 {0 (UHHAD
5 fs f.s 5 ) 00000 () (HXI00 I OtH} 0O
f.is s 5 5 0 QUX) OO0 INLEHE {F 0K
5 f.ls s 5 () 000K 0.00000 1,000 () GO
5 5 f.fs 5 000000 (0000 .00 () NN
fofs s s 6 RELVEY (00000 I 2tH} (MK
5 fifs ] 6 {).00000 QKD [0 ST ENE
s s f.ff.s 6 () (400 000000 1. M1 {10000
f.fs f.s 5 f OG0 (LA .20 (O
fis 5 fs 6 (OO .00t [ 200 £
$§ fls i.s 6 (} HODUO (O (M0 1.200 () 30D
! 300303 {1 B0
Total Unus of
Randwidrh Eapected
Requured for Bandwidh
Ened-to-Ened {100 fond-tr-bond  Dapecred
Ist Pasy 2nd Pass  3rd Pass Correciton Probahiliry Erned) Delay Delav
5.5.8 3 {99700 2 99101 (1.4 {1, 39880
s.8.f
s.f.s
fs.s
s f.f }
fs.d
f.fs
f.ff
>any f 5.8.8 6 0 0299 01793 (.8 0.00239
>anv f  anyf 5.5.5 9 0.00001 ALEUS 1.2 0 0000
>any{ anyf{ any f 12 0.0000) 0.00000 1.6 0 0000
1.LIONK) 3.00902 (140120

s = success f = failure

222



back all the way to the origination (several hops away) and tie up resources across
the network. For example, if a PDU has successfully traversed two hops and then
fails on the last hop. the resources required for a correct reception under the hop-
by-hop method would be B+ B + (B +B); under the end-to-end method it would
be (B+B+B)+B+B+B.

In each case. the time required to successfully send a correct PDb decrcases
as the probability of correct transmission over-a link increases. However, the end-
to-end correction case was (1n this case) always superior in terms of speed (0.66
units for link-by-link versus 0.54 units at 0.9, and 0.60 units for link-by-link versus
0.40 at 0.999; individuals engineering packet-switched networks have trade-off
bandwidth efficiency in favor of end-to-end response time). The data make clear
that if the probability of link error is low, it is possible to relegate error correction
to the endpoints of the network without negatively impacting the throughput. while

substantiallv improving response time. The additional delay in a traditional packet- -

switched network is incurred in having to manage error situations at each hop
instead, of just doing it once at the endpoints, as iliustrated in Figure 11.5. (This
more effictent use of bandwidth is not by itself responsible for the increased through-
put of a frame relay network; the increased throughput facilitating T1 access is due
to the fact that faster switches are used.)

What this analysis should also make clear is that, in single-switch frame relay
applications, as some vendors are suggesting for private frame relay nctworks, the
advantages gained by relegating the error management to the endpoints arc min-
imal. if thev exist at all. The path and the hink are nearly identical in an environment
where the frame refay routers are connected through a single nodal . processor. and
are exactly identical when two frame relay routers are connected directly with a
T1 line. In fact, the overhead incurred in segmenting and reassembling a 1,500-
octet Ethernet frame into 70 or so celis may practically wash away any gain from
strcamiining the error management procedure (at least in a single-node frame relay
network ).

Some explanation of the modcl of Tables 11.4. 11.5, and 11.6 follows. Let p
be the probability of successful transmission over a single link. In the link-by-link
crror proccdure, a PDU is successfully transmitted if it is successful over the first,
second. and third link. The probability of this eventis p X p X p = p'. In this
casc. onc unit of bandwidth is expanded over the first tink. one unit over the second
fink. and onc unit over the third hink. for a total of three umts. The delay is (T +
P} - (T + P) + (T + P). where T 1s the transmission time and P is the protocol
processing time. The model procceds by looking at all (in actuality. thc most
significant) other events. For example. there could be an unsuccessful transmission
over the first link, followed by a successful retransmission and two other trans-
missions. The probability of thisis (1 - p) X p X p X p = (1 - p)p". In this case,
two units of bandwidth are expanded over the first link, one unit over the second
link, and one unit over the third link, for a total of four units. The delay is {(T +
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P) + (T + P)] + (T + P} + (T + P). Other cases are shown in the table (99.4%¢
or more of all cases are accounted for.in the tables). Finally, the expected bandwidth
value is calculated as '

PRcu\cI X BandWidthcmcl + PRCJ\C: X Bandwidth(.l\v: + -
and the expected delay is calculated as
PRCa\cI x DCIayc.hc[ + PR:.N:Z X DCl.d_vt.i\t': + -

where PR, = Probability of combined event x. The sccond port of the table
calculates the same factors when the error processing is done end to end. Here a
transmission is successful only if successful over the first, sccond. and third Iinks.
The probability of thisis p x p X p= p'. In this casc. onc unit of bandwidth is
expanded over the first link. one unit over the second link, and onc umit over the
third link. for a total of three units. The delav is (T} + (T) + (T + ). where T
is the transmission time and P is the protocol processing time (in this case., P could
be incurred by the end-user equipment. but it still tmpacts the response time: in
addition, P here is smaller than in the previous case). The model proceeds by
looking at ail (in actuality. the most significant} other events. Any link fatlure Teads
to an end-to-end retransmission. Eventssuch asssforsfsorfssorsfitorfsf
or f.f.s or f.f.f (s = success. f = failure) fall into this category (in practical terms,
an errored frame is not actually transmitted—the prescription shown describes an
aposteriori probabilistic characterization). Each of these cases would be tollowed
by a second phase, which, it is hoped. would be of the form s.s.s. The probability
of this is (1 - p') X p x p x p. In this case, as many as three units of bandwidth
arc expanded in the first case. plus three units in the second phasc. for a total of
six units. The delav is 2*[(T) + (T) + (T + P)). Other cases are shown in the
tablc (99.4% or more of all cases are accounted for in the tables). Finally, the
expected bandwidth usage and delay arc calculated as described above,

Public frame relay networks must be designed with quality of service in mind.
Some of the parameters being discussed are

Ratio of nondehvered PDUs to total PDUs = 10 .
Ratio of errored PDUs to total PDUs = 10 ",
Ratio of misdelivered PDUs to total PDUs = 10 ™,
Ratio of duplicate PDUs to total PDUs = [0 "

(Today’s frame relay networks do not vet meet these goals.) If the network is not
properly engineered from a traffic perspective (i.e.. insufficient trunk bandwidth
1s provided) and unreliable flow control procedures are used, the number of net-
work-discarded frames could become significant; this issuc will be reexamined later.
In addition to the quality of service measures with reference to error conditions.

2.2
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carriers aim for an end-to-end delay of about 250 ms per average frame (1.000
octets) over a DS0 access line and 20 ms over a DS1 access line. Carriers have the
opportunity of tariffing a level of service or network delay {11.2]. Since frame relay
will not work too well over noisy lines (e.g., in some countries outside the U.S.},
it will not have the international reach of traditional packet switching.

1

11.2.5 Frame Relay Processors

A frame relay processor is a switch that “‘connects™ users, facilitating any-to-any
connectivity. Connections are accomplished in real time over the PVC (the PVC
itself, however. had to be previously established). The frame relay interface is only
a definition of what the data stream into the frame relay network looks like.
Equipment in the form of nodal processors is needed in the network (private or
public) to make the frame relay concept a reality. Like a packet switch, a frame
relay nodal processor supports a virtual connection. Tables are maintained by the
node that tell the node the physical port on which an incoming frame must be
transmitted. For users terminating on the same node, the frames are directly sent
to the destination by checking the address and determining which physical port
needs to receive the data. For users terminating on two different nodes, the data

must be sent over the appropriate trunk to the destination node for ultimate deliv--

erv. Centralized admimistration of the backbone network routing tables and the
natural port sharing and multiplexing attributes of frame relay make network
growth manageable and simple. According to some observers, the annual demand
for fast packet frame relay technology will surpass TDM-based T1 multiplexer
systems by 1995 [11.20].

11.2.6 Frame Relay Networks

Frame relay networks can be private, public, or hybrid. A network consists of (1)
uscr equipment supporting the frame relay interface, (2) one or more frame relay
processors owned by the user or a carrier, and (3) communication links between
the users and the nodal processors and between the processors (hinks between the
nodal processors are owned by the carrier in a public network). The user equipment
typically consists of appropriately configured LAN routers. The nodal processors
interpret the frame and transmit them (using cells or, in some cases, frames),
making the concept of frame rclay a reality. Figure 11.6 shows an example of a
(public) frame relay network: frames traverse a fixed PVC path through the net-
work, although transmission resources (including bandwidth) are not dedicated to
each virtual connection.

-
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Figure 11.6 A (public) frame reluy network.

11.2.7 Transmission Mode

Frame relay is a connection-oriented technology. Tradittonally. CCITT. the original
frame relay standardization body. has pursued a connection-oriented philosophy.
Connection-oriented service involves a connection estabiishment phase. a data
transfer phase, and a connection termination phase. A logical connection is sct up
between end-systems prior to exchanging data. These phascs define the scquence
of events, ensuring successful data transmission. Sequencing of data, flow control,
and transparent error handiing are some of the capabilitiecs tvpically inherent in
the service. The call setup.phase (as would be the case in the SVC environment)
adds some delay to each call, but it facihtates dvnamic connectivity. For today's
permancnt virtual circuit-based frame relay, setup is donec once by the svstem
administration on behalf of the user. The PVC approach impilics the allocation of
some resources—like table entries—regardless of the real-time user traffic con-
dition). Since the PVC is established at subscription time, there is no necd for real-
time signaling in this type of service (there may be status signaling. but this is
unrelated to the establishment of the channel).

220



In a connectionless service, such as SMDS, each data unit is independently
routed to the destination; no connection-establishment activities are req uired, since
-each data unit 1s independent of the previous or subsequent one. Connectionless-
mode service provides for unit data transfer without regarding the establishment .
or maintenance of connections. This is advantageous in interenterprise applications.
Each unit of data contains the addressing information and the data itsclf. The
responsibility of ensuring that the message gets at the other hand is shifted up from
the data link laver to higher layers, where the integrity check is done oniy once.
instcad of being done at (every) lower layer. Connectionless communication is now
a very common technique, and is.found. for example, in LANs. Since SMDS is
also connectionless. the two technologies can interwork in an optimized fashion.

1128 PVC Es_tablishment in Private Networks

The backbone frame relay processors typically have a centralized network man-
agement terminal to provision connections. The manager specifies the endpoints
(i.e.. the two routers for which a PVC is desired). The network management system
will then automatically build a path between the nodes (and, hence, the endpoints)
and inform all nodes in the network of the route. Some processors require manual
entry of the entire routing path in the various tables. This path will be used for all
subscquent transmission between the specified endpoints. The manager can also
specify alternate logical/physical routers to deal with node or trunk failure (user
access line failure cannot be dealt with by this method).

11.2.9 Frame Relay Protocol Stack and Protocols

Figure 11.7 depicts a typical frame relay network protocol architecture. These stacks
must be implemented in the user equipment and in the nodal processors in order
to implement frame relay. In the example, there arc two PC users on two geo-
graphicafly scparate LANs. These LANs would access the frame relay node via
routers configured to terminate the frame relay interface. There are two PC users
on the two remote LANs. Three network nodes have been provisioned to logically
interconnect the end-user equipment via permanent virtuai circuits. Nodes 1 and
3 terminate the end-user equipment directiy over a link with a frame relay interface.
They must support segmentation functions like CS and SAR (discussed in Chapter
10) in order to accommodate cell-based transmission within the network.
Standards work for frame relay started in 1986; work accelerated in 1989,
after the publication of the first CCITT frame relay standards. CCITT's Q.922 and
ANSI's T1.618, T1.617 Annex B, and T1.617 Annex D describe the UNI. Transfer
of PDUs is based on Core Aspects of LAP-F protocol (ANSI T1.618). LAP-F
equates to Q.922 and to the older “[.441* Core™ defined in the 1988 version of
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Figure 11.7 Protacol stacks in a frame relav/cell relay network

1.122. PVC management functions are included in T1.617 Anncx D; many fcatures
of the local management interface (EMI) specification were initially proposed by
vendors and by the frame relay forum.

Table 11.7 summarizes the status of the standards. T1.606 provides a descrip-
tion of the frame relay service. It was approved in 1990 by ANSI. The equivalent
CCITT recommendation, 1.233, was in the final stages of approval. T1.606 Addcn-
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Table 11.7
Frame Relay Standards, January 1992

Standard ) ANSI Number Status CCITT Number Status
Framcework [.122 Published
Service Description Ti.606 Published 1.233 Final
Congestion Muanagement Tt.606 Addendum Approved 1.370 \ Finat
Data Transfer Protocol Ti.618 Approved Q.922 Annex A Final
Access Signaling TL.617 Approved Q.933 Frozen

dum describes congestion management. It was approved in November 1991. The
cquivalent CCITT recommendation, 1.370, was in the final stages of approval at
press time for thie March 1992 CCITT meeting. T1.618, based on core aspects of
the LAP-F protocol. describes the data transfer protecol at the UNI. The standard
was approved in 1991. The equivalent CCITT recommendation, Q.922 Anncx A,
was approved in March 1992. T1.617 describes access signaling. It was approved
in 1991. The equivalent CCITT recommendation, Q.933 was approved in March
1992. T1.617 Annex B describes management of PVCs on a channel that supports
a mix of PVC and SVC services. T1.617 Annex D provides key PVC management
functions. The LMI of Annex D makes possible for the network to notify the end-
user of the addition, deletion, or presence of a PVC at a specified UNI (any such
information received on a UNI applies to that particular UNI). Areas requiring
standardization include NNI protocols and interoffice signaling.

The minimum information field allowed by the protocols is-1: this implies
that there are no restrictions on how small the frame 1s. A total of 1,021 PVCs per
UNI are supported. Logical channel 0.1, and 1023 are reserved; channe! 1023 is
uscd to send link layer management messages from the network to the user’s device;
other logical chanrels (up to 45) may be reserved by some carriers.

11.2.10 Transmission Mechanism Across a Frame Relay Network

When using the frame relay interface. the router on a LAN selects the required
remote router by specifying the permanent virtual circuit via a data link connection
idenuificr contained in the frame relay frame it builds prior to transmitting the data
(the identifier is originally assigned by the network administrator). If the system
is well designed. there should be no segmentation of the LAN frames into muitiple
frame relay frames, although this could happen in theory, adding delay and over-
head. The nodal processor accepts the frame it receives on one of its incoming
ports, segments 1t into cells while appending a sequence number for remote-switch
cell-to-frame reassembly. and delivers it over the trunk connecting to that remote
switch. Initially, trunk interfaces-used a *‘packet-like” protocol; more recently,
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products are moving in the direction of CCITT's ATM cells standards. The switch
must segment incoming frame relay frames for delivery through the ccll format,
because these frames can be long while celis arc much shorter: for cxample,
CCITT's standards specify cells with 48 octcts for the payload and five extra cells
for overhead. as discussed in Chapter 10. As indicated. the network does not worry
about error correction. Nodal processors do, however, check the frame check
sequence (FCS?) code of a received frame. If the framc is found in error, it is
dropped without further processing (refer again to Figurc 11.3). -

Every network needs to ensure that traffic is routed reliably from the source
to the destination. In a frame relay network, routing of the frames from the vinous
routers is determined by the DLCI of the frame on a given user-network interface.
Nodes use the DLCI to determine the frame’s destination. The DLCI is not an
address of the destination. since it may change as the frame travels through the
network (i.e.. the DLCI has local significance only). Instead, it identifics the logical
connection between an element in the network and the next element in the network
(i.e.. endpoint and nodal processor. and nodal processor and endpoint.. routing
between nodal processors is accomphished through the VCI). Sce Figure 11.8 for
an cxample. The routing table entries for permancnt virtual circutt service arc
populated via the network management system. and routing is not determined on
a “per-call™ basis as in X.25 SVC scrvice. In the example of Figure 11.7

» The network laver in the PC at location x (tvpically part of the TCP/IP stack)
tooks in the routing table for the address associated with the destination
apphication, known at the sending end by some logical name. sav. v. The
table indicates that the local router must be specifically addressed tor the
sclected destination.

* Upon reception of the frame. the router checks its routing tables to determine
the local DLCI needed to be appendced to the frame in order to reach remote
destination v.

= The router’s data hnk layver places the information tn a frame relay frame
and scnds it to node 1. with the DLCI label properly appended to the infor-
mation.

* Node 1 recognizes the DLCI associated with an existing logical path through
the network. If the frame is notin error and it has a valid DLCL, itis scemented
into cells which.are subsequenty identified by a node-assigned VCI and other
SAR mechnanisms (some nodal processors forward cntire frames without
scgmentation; the advantages of cell retay NNIs over frame refay NNIs are
discussed in Scction 11.2.14). The cells are sent on to node 2 and from there
to node 3 Otherwise, 1t discards the frame.

? . . -
This acronym and the Fiber Channel Standard acronym introduced in Chapter | clearly refer to different
concepts.
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« Node 3 reassembles the cells into the frame using the VCI and other SAR
mcchanisms; the node then passes the frame over the access lme that ter-
minates in the equipment supporting application y.

= Upon receipt, the router forwards the information to the PC. In turn, the
data is sent from the PC’s data link layer to application y via the transport,
session. and presentation layers.

The nodal processors do not have to read the variable-length frame to achieve
switching; instead, the DLCI is sufficient to allow the edge processors to make the L

Tot
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necessary routing decisions. Figure 11.9 shows one physical realization of the pro-
tocol architecture of Figure 11.7 in order to illustrate routing of frames through a
private frame relay network. The DLCI may be reused by virtual circuits that do
not share one or both endpoints.

In fact. Figure 11.8 implies that the routing is morc complex than the short
discussion given above, since there is an interplay between DLCI, the cell’'s VCI
(or equivalent vendor-proprietary indicator), and ultimate trunks. Three aspects
of routing exist:

« An association between the locally significant DLCI and the cell's VCI (and

the other way around). This occurs at origination and destination nodal pro-
CESSOTS.

Destination 1 Destination 2 Dastination 3
|DLci= 001 | | DLCI = 010] [ DLCI= 011 ]

Destinanan 1

1=
1=

- N
- N\
- “” Prwvate Frame Relay Netwark R
- DLCl = 011
Nodal Processor \/

Nodal Processor

e

N ~ Nogal Processor

] C | ~ <
DiLCla 011 - -

——

Destination 3

Note: In actuality, DLCls only have local significance and can be altered durning transmission

Figure 11.9 Routing in a private frame relay network.
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« Remapping of a VCI to another VCI. As discussed in Chapter 10, this occurs
whenever there are ATM switching points (a specific VCI has no end-to-end
significance if the virtual channel connection is switched; the VCI could
remain the same end to end if the virtual connection is provided on a sem-
ipermanent basis). This occurs at intermediate nodes. |

» Association between a local DLCI and a DLCI of a user connected to the
same nodal processor. \

This in turn raises several questions pertaining to vendors’ implementation
of the frame relay/cell relay processors:

1. Are tandem nodal processors allowed, or must nodal processors be connected
with direct trunks?

2. Does a tdndem nodal processor have to reassemble cells back into frames.
or are the eells relaved (“pipelined™} directly. as needed?

3. How does a nodal processor treat an incoming frame destined for a uscr
directly connected to the same processors? Namely, is segmentation required?

These questions have a critical impact on the end-to-end delay of the frame
refay network. Just the tnitial segmentation and the remnote reassembly can already
be significant; any intermediary reassembly impacts the grade of service further.
Figure 11.7 depicted a scenario where the frame is segmented by the first processor
handling it (node 1), and then sent downstream to a tandem processor (node 2),
which accepts celis as such and transmits them along individually and discretely,
without intermediary reassembly (Figure 12.3 shows an example of a segmentation
process similar to the one discussed here). The frame is reassembied only by the
destination node (node 3). Note that Figure 11.7 did not show SAR/CS function
at node 2. This would happen if the nodal processor followed cell relay/switching
ATM principles; such a processor would typically serve a variety of end-user
strcams. some of which could be digitized video, some could be digitized voice,
and some could be frame relay information. Notice that, at the very least, the use
of tandems implies having to tncur the trunk transmission time twice. It is con-
ceivable that if a nodal processor does not follow cell relay/switching principles,
each frame must be assembled and disassembled by each nodal processor in the
path.

11.2.11 Congestion Management

Users, LAN managers in particular, may worry about migrating traffic away from
dedicated interrouter links they have used until now and onto a network based on
high-speed packet technology. However, this i1s not an insurmountable probiem,
since frame relay has (in principle} a way to manage and control congestion [11.21].
The frame relay network composed of the nodal processors, private or public, ¢
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attends to this by first using congestion notification strategics and then by sclectively
discarding frames when needed to relieve congestion. Congestion control mecha-
nisms are utilized to treat users fairly and to protect the network and uscrs by
localizing the congestion within the network.

The congestion notification takes place when a network node determines that
it is becoming congested. It sets the forward explicit congestion notification (FECN)
bit in the frames as it sends them to the destination router (sec Figure H.4). It
also sets the backward explicit congestion notification (BECN) bit in the frames
destined for the source router. Upon receipt of these frames, the source and
destination routers are expected to initiate proccdures to throttle back the traffic
offered to the network. If congestion continues to incrcase despite using congestion
notification. the network will begin to discard eligible frames and wiil put the
congestion localization procedures into effect. The nctwork of nodal processors
selects frames for discard by looking at the discard eligibility (DE) bit in cach
frame to see if it has been set by the router. If it is set, then the network discards
the associated frame. These procedures continue until the congestion subsides.

One issuc, however, is if and how the router-can enforce throttling back to
the PCs originating the traffic. Hence, the important gquestion to ask about o frame
relay router. a nodal processor, and a carricr service. is whether or not the full
congestion control apparatus specified by the standard is implemented in cach of
these devices. Congestion in public frame relay networks will be discussed in a
later section.

11.2.12 Quality of Service

Multirouter networks using frame relay interfaces provide for proper frame
sequencing and minimize the likelihood of misdelivered frames. This is accom-
phshed by the nodal processors by using the connection-oriented PVC service. The
same predetermined logical path is used by the nodes for all frames using the same
DLCI on a given access interface. Recovery from errored frames is accomplished
by the end-user equipment. since the network will detect and discard all errored
frames. :

11.2.13 Cell Relay _

A cell is a fixed-length packet of user data (pavload) plus an overhcad, usually
small. of 53 bytes or less. Cell relay is a high-bandwidth, low-delay switching and
multiplexing packet technology (discussed in Chapter 10) which is required to
implement a frame relay network in an efficient manner, particularly for mixed-
media and multimedia applications. The international cell relay standard. ATM,
was also discussed at length in the previous chapter. With cell relay, information
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to be transferred is packetized into fixed-size cells. The term *‘cell relay™ and the
term “‘cell switching” are both used by the BISDN community [11.22]. (Some
distinctions are possible, although we use the term.interchangeably: cell relay can
refer to an environment of PVCs where cells are simply reiayed along the same
path according to some static incoming-to-outgoing trunk association; cell switching
can refer to a SVC environment where cells are dynamically switched according
to a nearly-real-time incoming-to-outgoing trunk association created by the user
via a signaling process.) Vendors tend to use the term “cell relay switch™ (or node)
when their equipment does not implement the CCITT ATM standard. but a pro-
prietary standard. If the CCITT standard is implemented, they typically refer to
the equipment as an “ATM switch.”

Cells are identified and switched by means of a VCINPI label in the header.
A number of functions of the layer 2 protocol are removed to the edge of the
backbone. while *‘core capabilities’™ are supported directly by the cell switches, in
addition to laver 1 functions (clocking, bit encoding. physical medium connection).

Cells allocated to the same connection may exhibit an irregular recurrence pattern..

since cells are filled according to the actual demand. Cell relay allows for capacity
allocation on demand, so the bit rate per connection can be chosen flexibly. In

addition. the actual “'channel mix™ at the interface can change dynamically. The,

cell header (such as the ATM’s header) typically contains a label and an error
detection field; error detection is confined to the header. The label is used for
channel identification. in place of the positional methodology for assignment of
octets. inherent in the traditional TDM TI/T3 systems. Cell relay is similar to
packet switching. but with the following differences: (1) protocols™are simplified
and (2) cells (packets) have a fixed and small length. allowing high speed switching
nodes: switching decisions are straightforward and many functions are implemented
in hardwarc. Cell relay is critical to the deployment of frame relay, and only those
nodal processors implementing i1t give the users the full advantages of the new
technology.

Onc complication of using cell relay at the NNI instead of using frame refay
at the NNI has to do with network discard options. A packet-based frame switching
nodal processor (e.g., Netrix. BT Tymnet. and others) can discard a frame found
to be in error or. in case of overload, a frame designated as eligible for discard by
the user. in fast packet/cell refay platforms, the frame loses its identity in transit
(since it is pipelined and only reassembled at the remote nodal processor, not an
intermediary processor). The issue then anses of what to ““throw away” in case of
congestion: although a frame might have been segmented into, say, 30 cclis, throw-
ing away 30 random cells might imply corrupting the integrity of 30 frames, not
(just) one frame, as might have been the intention of the network. As a practical
soluiion, manufacturers of cell-based nodal processors put greater emphasis on
designing their processors to avoid a congestion state rather then on how to deal
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with congestion after it arises (systems with frame relay-based NNIs tend to do the
opposite). Hence, these processors have enough buffering to absorb uscr’s input
data during an interval of network congestion instead of having to start forwarding
of that data into the network, just to find later that some cells were lost, necessitating
some remedial action (this is analogous to the airline industry principlc of holding
planes on the ground if congestion exists rather than launching the planc and then
having to hold it while in transit).

11.2.14 Cell Relay Platforms for Frame Relay

“Frame relay” switches, already identified as nodal processors, necd to be deploved
in order to properly allocate bandwidth on a dynamic basis (alternatively. this can
be achieved by using the frame relay facilitics of a carrier). It is critical that a frame
relay nodal processor support a dynamic view of the data being transferred through
it; otherwise, the user will not obtain the full benefit possible with the technology.
Without a cell-based switch, dynamic bandwidth allocation is not casily achievable.
Figure 10.19 clearly indicated three modes of deploying frame relay in @ corporate
environment. The simplest way is to upgrade the routers with a frame retay board
and retain the existing point-to-point infrastructure. This approach does not provide
any consequential advantage over the existing environment [11.3, 11.4].

Frame relay describes an interface spectfication; nodal processor equipment
vendors can still use proprietary internal protocols. This is similar to the X.25 case,
where packet switches support a standardized interface. but use intefnal transport,
routing, and flow control protocols. This forces a user wanting to establish a private
network to use the equipment from the same vendor throughout the network. By
contrast. the ccll switching technology specified in ATM is open by design,

Many customers deploy high-capacity circuits to meet peak traffic (and per-
formance goals); however, DS1 lines used exclusively for data arc reported by
some to be only loaded at 15% or less {11.2, 11.23, 11.24]). Dynamic bandwidth
allocation requires the incorporation of cell relay in the nodal processor to handle
communication over the trunks (another way would be to cmploy a frame switching
nodal fabric, but the granularity or efficiency of the multiplexing can be significantly
lower). Dynamic bandwidth allocation ts done by designing the nodal processor
from the ground up and eliminating any fixed-bandwidth constraints imposed by
a TDM nodal architecture. No internal blocking should be allowed in the switch,
and queutng must be eliminated or at least minimized. Vendors which have exper-
imented with these architectures over the past few years are in a position to incor-
porate these ground-breaking architectures in the products they manufacture. TDM
and cell relay can be viewed at two ends of a spectrum: it is not possible 1o take
full advantage of cell relay if the node has internal and/or external TDM structural
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restrictions. Because of the efficient multiplexing possible with cell relay, dynamic
bandwidth allocation, so important to bursty users, particularly in the LAN router
environment, is achieved.

Users with a mix of bursty traffic may find it advantageous to upgrade T1
equipment that uses time-division multtplexing to cell relay platform. The drawback
of traditional TDM techniques is that users must allocate portions of the T1 circuit
to individual channels, each supporting transmission of a specific data sourcc. Since
that bandwidth is allocated to only one user, it remains unused when it is not
‘needed by that one user. Simply retrofitting a circuit-switched TDM-based T1
multiplexer with frame relay UNIs does not deliver the intrinsic benefits of frame
relay. any more than simply replacing a standard router with one supporting frame
relay while still,using a point-to-point T1 line would. With circuit switching svstems,
the user has to preallocate some (or all) bandwidth to the frame relayv service,
whether that bandwidth will be used or not. An efficient utilization of the tech-
nologv over a private backbone network requires a nodal processor with internal
fast packet technology. namely, a processor which employs ceil relay technology.
In this case. letting all applications compete for the backbone bandwidth allows
them to access the entire bandwidth when anyone has data to transmit. not only
on the trunk side but also on the access side, since frame relay supports multiple
PVCs on one physical ink. On the other hand, a frame relay application on a
circuit-switched multiplexer can only access some fraction of the total bandwidth.

When a network is properly designed. the full bandwidth of the framc rclay
interface can be available to any application that requires it for relatively long-
duration bursts of data. as may be the case for interconnected LANs. Thesc appli-
cations may require that the network nodes support bursts occupying the full access
bandwidth for intervals of up to 10 seconds or more in order to support transfer
of large files or interactive traffic.

There are economic advantages of using the combination of frame relay access
and a cell-based backbone network. Using frame relay technology in conjunction
with a ccll-based backbone multiplexer as an upgrade of an existing private cor-
porate backbone can be cost-effective, since the uscr can obtain from the backbone
necded bandwidth on demand. rather than on a fixed (and inefficient) basis. The
“saved” bandwidth is then available to other users of the same backbone, in theory
minimizing the amount of new raw bandwidth the firm needs to acquire from a
carrier in the form of additional T1 or FT1 links. As an alternative stratcgy, the
service from a carrier can be used. Although nodal processors can also support
non-frame relay traffic (c.g.. voice or video). the two technologies together. cell
relav and frame relay, promise to increase throughput between locations that have
large amounts of bursty traffic.

Onec may wonder why it is beneficial to utilize segmentation of a frame into
many (up to 133) cells and, conscquently, why a cell-based platform is supcrior to
a frame switching technology in the nodal processor. The explanation follows.
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Frame rclay is a data-only protocol; it is intended to support HDLC-type traffic
(e.g. LAN packets). Its main focus is on data scrvices. Cell relav (fast packet)
switches, on the other hand. can also handic voice and video. For example. voice
“frames” may be as small as one octet. Therefore, should a user’s need be strictly
LAN interconnection. then a frame switching technology with FRIs on both the
access and on the trunk side. might. in fact, he superior in terms of performance.
However. if the user also contemplates supporting voice and video. the best solution
is to use a cell relay platform that supports FRI for LAN access. some other access
protocol for voice and for video. and a cell method on the trunk side. As covered
in the previous chapter, the ATM cell procedure is being introduced under BISDN
to support all media. including voice. dati. and vidco. Muluplexer vendaors view
frame relay as an access protocol; the cell relav/fast packet backbone 1s viewed as
giving the user better control over the quality of service of the path and faciiitating
a mix of traffic [11.15}.

11.3 BENEFITS OF FRAME RELAY
11.3.1 Deplovment Approaches

About 75% of large (Fortune 1500) companies had a dozen or more bridees inter-
connected via DSI hines in 1990 [11.8]. That number is hikelv to reach 10072 by
1993, However. as discussed cariier, private nctworks based on dedicated lines
tend to become impractical when there is a large number of remote data sources!
sinks gencratmg bursty traffic. The number of links grows quadratically with the
number of sites to be interconnected. In addition, the interconnection capicity
needs to be higher: this increase in the speed is often dictated by applications
requiring more data to be transacted. as well by the number of users of the service
of interconnection [11.17, 11.25-11.28]. This implies that fairlv expensive hinks are
required.
Five classes of solutions are avatlable:

I. Instead of connecting all routers with a fully interconnected network. some
routers are connected in tandem. While this reduces the number of links, it
introduces extra end-to-end delay and increases nodal processing (requiring
more machine cycles). )
Deploy a private frame relay network using frame relay nodal processor(s).
Instead of physical point-to-point hnks. thts approach only requires con-
necting the routers to the nodal processor(s) with a singlc physical link.
Conncction between vanious routers is accomplished with.PVCs (illustrated
in Figure 11.3).
3. Use a PVC-based carrier-provided frame relay nctwork. Instead of many
physical point-to-point links, this approach only requires connecting the rou-

g}
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ters to the carrier’s switch with a single physical link. Connection between
various routers is accomplished with PVCs that are established at service
subscription (see, for example, Figure 11.6).

Use a hvbrid configuration. A cluster of sites employ pnivate frame relay;
other sites take advantage of public frame relay services.

Use a SVC-based carrier-provided frame relay network. Instead of many
physical point-to-point links, this approach only requires connecting the rou-
ters to the carrier’'s switch with a single physical link. Connection between
various routers is accomplished as needed by establishing a real-time SVC,
which is in existence only for the duration of the session. Figure 11.10 illus-
trates this approach.

The evolution in the private environment involves using nodal processors

which provide FRIs to the routers and use cell relav/ATM technologv between
nodes. (As indicated. it would be technically possible to also use frame relay
techniques between the switches, as, in fact, two frame relay routers connected by
a dedicated Ti1 link use. and as some vendor architectures based on traditional
packet engines do, but this approach has not seen major commercial realization.)
Although frame relay remains a connection-oriented service, there are still advan-
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tages in connecting LANs through frame relay rather than X.25 packcet switching.
In particular, when using X.25 service, routers had to encapsulate LAN traffic in
the X.25 packet, imposing substantial performance degradation. Framc relay, on
the other hand, incurs littie overhead and allows for a number of protocols to be
transported transparently [11.21].

In view of the growth in the population of LANs. carricrs are readving them-
selves to provide public PVC-based frame relay data scrvices that support high-
capacity access/throughput. coupled with the universal access. survivability, ccon-
omies of scale. and efficiency available through resource sharing. Chapter 1 pro-
vided information on the time frame of frame relay deployment in corporate net-
works. SVC-based frame relay can have some advantages, but it also has some
limitations. First. the service may become available only later in the decade. Sceond,
a user needing to send data to some remote user on another LAN may not be
willing to incur the call setup time each time a session is required. The wav some
people have gotten around the setup time issue in packet-switched nctworks is to
use long-duration SVCs; these are set up once and kept active for an appropniate
amount of time, such as a day.

Some users may deploy hvbrid frame relay networks. These users could use
their own frame .relay backbone connecting major sites and use a pubhc frame

relay network to connect secondary sites. Interworking issucs have to be resofved-

before this approach can be realized in practice.

11.3.2 Benefits of Frame Relay in Private Networks

In the business and economic landscape of the 1990s it 1s prudent for the com-
munication manager to look at networking solutions that will not have to be dis-
carded after a couple of years to keep up with network growth or higher speed
networking needs or technologies. Some nodal processors now on the market only
support data. Other nodal processors support data, voice. and video. Because nodal
processors based on cell switching utilize backbone facilities better than existing
static channel banks or circuit switching Tt multiplexers (and also existing X.25
switches), the deployvment of these mixed-media nodal processors in a private
network benefits users that need to connect LANs over intcgrated backbones
supporting a variety of other traffic. Users with LAN traffic only may choose data-
only nodal processors. The financial advantage of a frame relay network becomes
more markced when the number of routers is high (half a dozen to a dozen, or
more) and when the distances between routers 1s considerable (hundreds or thou-
sands of miles—if the routers are ali located within a small geographic arca, such
as a city, a county, or a LATA| the economic advantage of elimination lines 1s less
conspicuous). Table 11.8 summarizes some of the benefits.
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Table 11.8
Some Benefits of Frame Relay

Port and link sharing

Bandwidth on demand

High throughput and low delay

Ease of network expansion

Ease of transition from existing router networks
Ease of transition from any existing network
Cohesiveness and symbiosis with LANs
Simplified network administration
Standards-based

Economic advantages (in a vanety of situations)

Port and Link Sharing

Among the advantages of frame relay is its ability to statistically multiplex frames
from multiplec LANs at one location onto a single user network interface and
associated communication link. Frames going to multiple destinations can share
the same router port. The frame relay interface to the nodal processor provides
for the end-user equipment the capability to place frames destined for different
network endpoints onto the same network access line by using the DLCI mecha-
nism. This accomplishes port sharing and allows each frame to have use of the
entire bandwidth of the access line when there 1s a frame to be sent. Further
cfhicicncies are gained on the backbone network interconnecting the nodal pro-
cessers by combining the traffic from multiple routers onto the network trunks
using efficient cel/ATM protocols. Instead of having to purchase more expensive
multiport routers that otherwise would be needed, simpler point-to-point routers
can be used.

Bandwidih on Demand

All of the bandwidth on the frame relay access interface can be available to the
end-uscr system when 1t necds to transmit data across the network. The nodal
processor can be optioned to accept, under conditions of slack, all the incoming
traffic from one user up to the full access speed. Alternatively, the nodal processor
can be optioned to accept up to some prenegotiated rate less than the full access
speed. but more than the average user requirement. For example, the access line
could be a TI facility; the user’s average input could be 128 kbps. The nodal
processor could be optioned to accept an instantaneous input (over a short horizon, |
say, 10 seconds) of 512 kbps.
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Improved Use of Bandwidth

Dynamic bandwidth allocation reduces the aggregate backbone transmission bund-
width the manager needs to secure from a carrier, which would otherwise be needed
without it. Additional transmission resources contribute to a direct increase in
transmission cost. For example, if six users need a maximum of 512 kbps, two Tls
would be required under TDM, although their average rate may only be 128 kbps.
With frame relay. one T1 (53 x 128k + 512k) should suffice if the traffic is truly
random. The upgrade of an existing backbone network with a private frume relay
network can save, according to some early users, 20% of thec total nctwork band-
width [11.29].

High Throughput and Low Delay

Since all of the bandwidth is available. high throughput 1s possible. Minimal delay
is encountered within the backbone network, since there is little protoco] processing
required with frame relay. Cell-bascd nodal processors, particularly those empioy-
ing the latest high-power microprocessors, arc fast. The switching decisions based
on the cell header are simple and direct. For exampic. some studics have shown
that with a private X.25 with 50-kbps access. it took 4 minutes to transnut
benchmark file; with a frame relay network based on a T1 backbone and accessed
with a 56-kbps linc. the file could be transmitted in 45 seconds [11.29].

Ease of Network Expansion

Network expansion is straightforward with frame relay. Adding a new router to
the network requires only the assignment of an access port on the network node,
and the interconnection of the router with the network nodal processor via the
appropriate transmission facilitv. The interconnection of the new router with the
existing routers 1s accomphished by logically provisioning the network using a cen-
tralized network management svstem. The cell-based protocols used by vendors
today could lend themselves to migration to the standard ATM ccll format. This
mugration will permit the nodal processors to support some of the new high-speed
services being developed by carriers. Thus, both frame relay and access to these
higher speed services can be supported on the same backbonc.

Ease of Transition From Existing Router Networks

Existing routers typically need only a software upgrade to implement the frame
relay interface. Once this is done, the routers can be re-homed on the new frame
relay backbone.
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Ease of Transition From Any Existing Network

It was indicated above that many users still have networks that were put in place
a few years ago. A frame relay network can eastly be deployed, no matter what
the user baseling Is. as will be discussed in more detail later.

Cohesiveness and Symbiosis With LANs

Frame relay technology is similar in some aspects to the data link layer discipline
of a LAN. Since the data need to leave the LAN and travel over a WAN . it is
desirable to use a WAN technology that has an affinity with the LAN technology.
This minimizes the amount of protocol conversion/remapping which would oth-
erwise be needed. :

Simplified Network Administration

Several recent studies have indicated that, when considering the true corporate
cost of communication, 30% to 50% of the network expense corresponds to oper-
ation and administration efforts, commonly known as network management. Any
tool or system that improves the way network management i1s done is a wcicome
and cost-saving fcaturc. Administration in frame relay can be performed from a
central network management and administrative system. Moves, changes, and addi-
tions to the network are typically handled through an automatic permanent virtual
circuit provisioning capability within the system.

Standards-Based

The frame relay PVC UNI is an accepted and stable ANSI and CCITT standard,
with wide support from both user equipment and network system vendors,

Vendor Support

Over three dozen vendors support frame relay. These vendors include router man-
ufacturers, Tt multiplexer vendors, PAD developers. nodal processor and switch
providers, and carriers. Frame relay routers cost from $400 to $15,000, depending
on vendor and features, compared to a standard router. Nodal processors cost
from $20,000 to $50,000, depending on vendor and features.
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Saving Communications Costs With Nodal Processors

Perhaps the most significant benefit is that the use of framc relay over a cell relay
platform can, in the right circumstances, save money for the multirouter LAN
manager. Private networks based on dedicated lines become cxpensive when there
is a large number of remote data sources/sinks generating bursty traffic. Initally,
users may have employed dedicated lines operating at 19.2 kbps. 56 kbps, FT1,
and T1 speeds to interconnect LANSs; this tncrease in the speed i1s often dictated
by applications requiring more data to be transacted, and by thc number of uscrs
using the service of interconnection. As the number of LANs grows, this prohf-
eration of T1 lines becomes impractical from both a cost and management per-
spective.

The topic of economics is always a complex issuc. A detatled example of an
economic analysis in the presence of nodal processors in an enterprise network was
provided in Chapter 6, which the reader mav wish to review at this point. {1 was
shown that a private frame relay network can be cost-effective compurcd to o full
mesh network at the same link specd. To undertake a cost analysis of a private
frame relay network, the LAN manager should first calculate the network cost with
traditional connectivity and then the cost of using frame relay technology The
process starts by determining the location of the sites to be interconnccted. Sites
can be identified by vertical and horizontal (V& H) coordinates. The V&Hs allow
" the manager to obtain the distance of alf sites and, hence, the length of the required
communtcation ltnks. A T1 (or FT'1) local loop must be costed out using the local
exchange carrier’s tariffs; these tariffs may be different at each site. Then the cost
of the access facility between the serving CO and the interexchange carrier’'s POP
must be calculated. Both the distance and the tariff may be site-dependent. Finally,
the cost of the set of required long-distance T1 links can be obtaincd using the
interexchange carrier’s tariff.

The cost of the frame relay alternative i1s calculated as follows (refer to Figure
11.3 as a guide). One or more centrally located sites are chosen where the nodal
processors will be located: the V& Hs of the nodes arc noted (this choice mayv be
subject to an optimizauion procedure). The cost of the nodal backbone network is
determined by deciding what the required nodal connectivity will be. and then by
costing out the transmission facilities (this will involve a T1 or FT1 foop, an access
facility to the POP, the long-distance trunks. and the remate access and loops).
The cost of the router access subnetwork 1s calculated next. This involves first
determining which nodal processor cach router will be homed to. Then the cost
of the transmission link between the router and the nodal processor is calculated
(this also will involve a T1 or FT1 loop. an access facility to the POP, the long
link, and the remote access and loops). The (amortized) cost of the nodal processors
and the routers’ upgrade must also be included. The total cost is obtained by adding
all of these factors.
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Table 11.9 assesses the effectiveness of frame relay as a function of the
geographic scope. This example is based on the baseline network discussed in
Section 6.5, which should be reviewed at this point if there are questions about
topologies. backbone mileages. etc. As can be seen from this table. the savings
due to frame relay become less significant as the network gets geographically
smaller: a nationwide (private) frame relay network costs 0.40 times as much as a
mesh point-to-point solution, while a statewide network costs 0.61 times as much
as a mesh point-to-point solution, implying less dramatic savings.

Table 11.10 undertakes a similar study. where there is only one nodal pro-
cessor with no backbone (as some vendors of private frame relay networks are
suggesting, particularly in the LAN interconnection context). Figure 11.11 depicts
the topology. showing a centrally located nodal processor; all assumptions are
similar to the preuous case. The following conclusion emerges: for national net-
works. the one-node frame relay solution is slightly more expensive compared to
the three-node solution; for regional and statewide networks the one-node solution
is somewhat less expensive compared to the three-node solution (=209 less)

Figure 11.12 depicts a one-node solution where the node is collocated with
one of the routers (in a central location). Here, one less access line is required.
However, as the figure shows, most other locations need longer access lines com-
pared to the case of Figure 11.11. In this particular case. the total mileage is slightly
reduced (from 4,800 for the baseline case of Figure 11.11, to 4,600), implving that
there would be a small decrease in the total cost, The decrease is composed of
three factors: (1) less IXC mileage. reducing the cost by an amount proportional
to the mileage charge times the difference in mileage; (2) since there is an 1XC
“ramp up’ on the T1 tariff of approximately $2.100 (for the first mile), this expense
disappears when one linc is eliminated; and (3) one LATA line (premises to POP)
is eliminated. The national, regional, large-state. and medium-state numbers are
$£58.0050. $44,250, $30.450, and $23,550. repectively; this is an 8% to 10% reduction
compared to the previous case. It should be noted, however, that this saving will
become less important, diminish, and, in fact. even disappear as the number of
routers increases, if these routers are widely dispersed.

If there were several routers clustered in one location, collocation of the nodal
processor at that location would superficially appear beneficial, because multiple
lines could be eliminated from that location to the centrally located nodal processor.
However, since frame relay allows multiple PVCs on a single physical line, this
saving i1s more apparcnt than real. Figure 11.13 shows one example (which we
worked out on a paper plate with ruler—but we could as well have used trigo-
nometry). The results depend on many factors: are the routers located on a circular
path, an elliptical path? How many routers are collocated? The example demon-
strates that, in fact, it would be better to locate the nodal processor at a central -
location. In Case A of the figure, the total mileage would be 10M (M = miles) if :
the nodal processor were centrally located, and 12M if it were placed in one routq;é
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Table 11.9

Cost-Effectiveness of a Three-Node Five/Six Router Network as a
Function of the Network Geographical Scope

National Network
(all IXC distances of baseline multiplied by 1.5)

Cost of POP Helo I\Mrkhmu’
Case* Loops Access Cosi Routers rrs CCosr Total
A with Tis  $4.500 $6.200 $139.2(0 3 833 $ 0 30 $150.733
B withTls 36,750 $9.300 §203.200 $1.000 $ 0 by { §322.250
C with Tls $2.250 $3.100 $ 31800 $ 917 $2.350 £20.700 § 61117
D with Tls  $2,700 $3.720 ¥ 41400 sl $2.350 20700 $ 71,970
Regional Network (e.g., northeast network)
{Bascline—See Chapter 6 for assumplions)

‘ - Costof POP Buackbone

Case Loops Access 10C Routers Frs Cost Total
A with Tls 34500 $6,200 $100,800 $ 833 0 $ 0 $112.333
B with Tls $6.750 $9.300 $148_ 800 $1.000 $ 0 3 0 $165 850
C with Tls $2.250 $3.100 $ 25.200 ‘§ 917 £2.350 316.200 $ ST
D with Tls  $2,700 $3.720 $ 32.400 $l1.100 . $2.350 $1a200 § 58470
Statewide Network, Large State
(Al IXC distances of baseline divided by 2)

Cost of POP Backbone
Case Loops Access 10C Rauters [ AY Cost Tertal
A with Tis  §4.500 $6.200 $ 62,400 3 K33 50 ) 0 $ 73,933
B with Tls $6.750 $9.300 $ 92400 $1.000 $ 0] $ -0 $109 450
C with Tls $£2.250 $3.100 $ 18.600 $ 917 $2.350 $11.700 3 38917
D with Tis £2.700 $£3.720 $ 23,400 $1.HNW $2.350 311,700 $ 44970
Statewide Network, Medium State
{All 1XC distances of baseline divided by 4)

Cost of POP Bachbone
Case Loops Access 10C Routrers FPS Cost Total
A withTis 54500 $6.20{) $ 43.200 $ 833 $ 0 ) 0 % 54733
B with Tls £6.750 19.300 $ 64,200 $1.000 £ 0 ) 0 $ 81.250
C with Tls $2.250 $3.100 $ 15.300 £ 917 £2.350 $ 9450 $ 33367
D with Tis  $2.700 $3.720 $ 18.900 $1.100 $2.350 3 9450 $ 38.220

A = Five routers without frame relay
B = Six routers without frame relay
C = Five routers with frame relay

D = Six routers with frame relay

{*)Refcr to corresponding example 1in Chapter 6 for all assumptions and topologies.
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Table 11.10
Cost-Effectiveness of a One-Node Five-Router Network as a
Function of the Network Geographical Scope

National Network
{All 1XC distances of baseline multiplied by 1.5)

Cost of POP 10C Total
Case® Laops Access Cost Routers FPS Cost
A with Tis $4.500 $6.200 $139,200 $833 $0 $150.733
C with Tls $2,250 $3.100 $ 55,200 $917 $783 $ 62.250

Regional Network {e.g., northeast network}

(Baseline)

Cost of POP Toral
Case "Loops Access iocC Routers FPS Cost
A with Tls $4.500 $6.200 $100.800 - $833 $ 0 $112.333
C with Tls $2,250 $3,100 3 40,800 $917 $783 $ 47.850

b

Statewide Network, Large State
(All IXC distances of baseline divided by 2)

Cost of POP Total
Case Loops Access 10C Routers FPS Cost
A with Tls $4.500 $6.200 $ 62,400 $833 $ 0 $ 73.933
C with Tls $2.250 $£3,100 $ 26,400 $917 $783 $ 33,450

Statewide Network, Medium State
(All IXC distances of baseline divided by 4)

Cost of POP - Towal
Case Loops Access 10C Routers = FPS Cost
A with Tls $4.500 $6.200 $ 43,200 $833 £ 0 $ 54,733
C with Tls $2.250 £3.100 $ 19.200 5917 $783 $ 26.250

A = Five routers without frame relay

C = Five routers with frame relay

*Rcicr 1o corresponding exampte in Chapter 6 for all assumptions on tariff and to Figure 11.11 for
" baseline topology.

location (Case A'). What happens if some routers are clustered? If separate lines
to a central Jocation {Case B} were used, 1t would still take 10M of circuit; however,
since multiple PVCs can be put on a single link (assuming that the performance
issue was appropriately handled), 6M of circuits is sufficient (Case C). Locating
the nodal processor at the location with several routers (Case B') only cuts the
circuit length to 7M, which is more than with the centrally located nodal processor.

Itis difficult to draw general conclusions about the cost-effectiveness of private
frame relay networks (except that they are cheaper than full mesh networks),;
because the problem is highly multidimensional (50 to 100 dimensions or more)3
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Figure 11.12 Collocating a single note with a site with a router.

Also, in addition to transmission costs, some of the other factors that LAN man-
agers and network designers take into account in selecting a network architecture
include network rehiability, network availability, ease of network management,
compatibility with open international standards, ease of network upgradeability,
initial costs. migration costs, growth capabilities for both traffic and sites, integra-
tion with embedded base. and vendors’ technology support. However, recurring
transmission charges continue to be a visible component of any calculation assessing
the desirability of a network redesign. Where is a frame relay network particularly
cost-effective? In trying to draw some general conclusions, the answer is when one
or more of the following apply:

» There is a large number of remote sites (half a dozen or more). The larger
the number of sites, the more cost-effective frame relay will be.

= The rcmote sites are highly dispersed (at least regionally or nationally). The
higher the combined network mileage, the more cost-effective frame relay
will be. This implies that national-scope networks are reasonably suited to a
private frame relay technology.

» The iraffic is highly bursty. This occurs when traffic leaving the router is
small and occurs in just a few instances during the day (not all traffic leaving

4
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Figure 11.13" The geometry of locating the nodal processor.
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a router is bursty——aus the utilization of the router approaches 100% the traffic
will become more predictable). Alternatively, this occurs when the applica-
tions transact large amounts of data at discrete instances (e.g.. file transfer).

» There are multiple LANs at a site which, for whatever reasons. are not
interconnected with each other, and yet all need to reach the network. This
takes advantage of frame relay's ability to place multiple logical channeis
over a single physical channel. If there are D remote destinations and N
unconnected LANs, D x N virtual channels are required (if the various local
LANSs were already interconnected with bridges, then the number of required
virtual channels is only D).

+ New sites/routers are added to the network with relatively high frequency
(say. once every six months or more frequently).

» The links between the routers have relatively low speed (FT1), and more.
bandwidth appears to be required. Upgrading the FT1 mesh topology tinks
to full T1 facilities may be very expensive. Nodal processors can increase
throughput for less money than would otherwise be needed. '

From a carrier's perspective, frame relay service will impact private line
services the most; less impact is expected on public packet networks (since these
either address themselves to lower speeds, or to international destinations) and on
SMDS services (since these provide higher speed, are connectionless, and support
true switching capabilities).

11.3.3 Benefits in Public Networks

Some carriers and vendors have made commitments to frame relay, others carriers
have made plans to deploy cell relay, and several carriers are pursuing both tech-
nologies (including the seven BOCs). Some view the two approaches as comple-
mentary. others as competitive. Frame relay service and cell relay service are
designed to meet different objectives, and hence have evolved in different direc-
tions.” A categorization in the public network environment is as follows [11.30]:

» Frame relay is a medium- to high-speed (DS0-DS1) data interface for private
networks which is being implemented at this time. Some observers believe
that frame relay may in fact have market importance at the DS0 level.

» Cell relav/switching i1s a high- or very-high-speed switching service capable of
supporting public BISDN and SMDS networks. Cell switching supports 155-
Mbps. 622-Mbps, and eventually higher SONET/SDH rates.

“Cell relay service™ refers to providing a cel/BISDN UNI. not a cell in the NNI, as we have discussed
so far. (In the private network environment. corporate backbone network switches supportmg LAN
applications typicaily use a FR] UNI and a cell NN1.) : - . N
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Frame relay carriers provide intra-LATA, inter-LATA, and international
service. U.S. frame relay networks can be classified as private networks (discussed
above), IXC networks, VAN networks, and LEC networks. Some of the benefits
of using public frame relay networks are’covered next.

Major Reduction in Transmission Costs

Based on current tariffs, the transmission cost can be reduced as much as 70%
compared to a mesh network. This topic will be revisited in a later section.

Low Startup Cost

The only expenditures in beginning to use a public network arc the upgrade of the
routers to support the FRI; this can be accomplished for about $1,000 per router.
Some carriers even supply a frame relay-ready router to get the user gomng. In
other cases, the networks provide frame refay PAD functions, so that traditonal
devices (such as SNA terminals) can be supported dircctly. In contrast with private
frame relay networks, there are no expenses for nodal processors and the com-
munication backbone infrastructure.

Ability to Support a Variety of User Equipment

I_ANs, terminals, front-end processors, and even X.25 equipment can-be supported
by the public networks.

Ability to Transmit Instantaneous Bursts Exceeding the Throughpur Class

At the establishment of a PVC. the user can select a throughput class. A public
frame relay network allows the user to exceed. on an instantancous basis. the
selected class {up to the maximum access speed) without further negotiation with
the network. If the network has spare capacity at that point, it will transport these
additional bursts. For example, if the throughput class (also callted “*‘committed
information rate™) is 512 kbps. and the user has a Tl access line, short-duration
bursts up to 1.544 Mbps can be presented to the network. A few vendors have
announced plans to offer frame relay products supporting access speeds of 45 Mbps
(these include Coral Network Corporation, Newbridge, and StrataCom).
Multiple service providers may have to be involved when frame relay services
cross LATA or national boundaries. Although standardization of frame relay pro-
tocols makes the interworking between local exchange carriers. interexchange car-
riers, and international carriers feasible in principle, administrative, billing, and
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operational issues make the delivery of a nationwide multicarrier service a nontrivial
effort. likely to take time [11.17].

11.3.4 Other LAN Interconnection Solutions

It was pointed out in Chapter 1 that many services could be appiied to a com-
munication problem. and that the number of such solutions 1s increasing. In addition
to private frame relay, a number of other evolving technologies could be applied
to the multirouter LAN interconnection problem, implying that the user should
not feel compelled to instantly redesign the network to deploy frame relav. How-
cver. cach approach has advantages and disadvantages.

The fact that direct connections with many dedicated T1 lines arc expensive
could be mitigated with the use of FT1 lines in licu of the T1 lines. While this
solution lowers the transmission cost, it also greatly impacts performance. since a
router link no longer has access to the 1.544-Mbps bandwidth when 1t needs to
send an tnstantaneous burst; instead, it only has access to a fraction, which could
b¢ as low as 1/24th. Another option would be to use switched T1.

The use of public frame relay would bring some of the benefits of private
frame relay. Initally, however, the public service may be limited only to the major
cities (40 by the end of 1993). Then, uniess the local exchange carriers also support
the service in the access segment, a dedicated T1 line to the interexchange carrier’s
POP will be required; this could be expensive, although, in some cascs. thc frame
relay carriers absorb the cost. In addition, there will be usage charges. which are
not present in the private network solution. Network management will also be
more difficult, although capabilities are being put in place.

SMDS is also available for LAN interconnection. SMDS supports a UNI at
45 Mbps (T3): this may be appropriate for CAD/CAM and other imaging appli-
cations. T3 service, however. requires the installation of a fiber to each LAN
location, unless CO-based muluplexing of T lines into T3 lines is used.

TDM-based T1 multiplexers supporting a traditional backbone could also be
used. but in order to guarantec the grade of service to a very bursty uscr, a large
portion of bandwidth must be statically allocated to each router; this would accom-
modate short, intensive bursts. The problem with this approach is that the large
amount of allocated bandwidth 1s not utilized, except on a short basis, and yet
cannot be made available to any other user when not being put to useful work.
This results in the need for more transmission bandwidth, contributing to a direct
increase in transmission cost. In some cases, however, this bandwidth may in fact
be available for “‘free™ and could therefore be used. This could be the case, for
example. where a user replaced five T1 lines for a T3 line costing just as much,
making 23 T1 lines available for additional usage.

As a specific example, assume that a user had three major sites with three
multiplexers, all of which are connected with four T1 lines, each costing, say, $3,000 .
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a month. Assume that more applications are coming on board, requiring some
additional bandwidth. One option would be to replace the existing multiplexers
. with nodal processors and retain the four T1 lines; better bandwidth utilization
may suffice to carry the new applications: This would cost $150.000 (350,000 cach),
but would also need staff retraining and new management tools. A second approach
would be to retain the three multiplexers, upgrade them for T3 usage (say, $15.000).
and replace each of the four T1 lines with a T3 line costing. say, $15,000 a month.
Here the incremental communication cost would be $9.000 a month, implying that
it is cheaper to retain the TDM multiplexers for up to 15 months (39,000 x 15 +
15.000) compared to a nodal processor replacement. In addition to the fact that
vast amounts of additional *“*free” bandwidth is availabie. no staff retraining and
no new management tools are necessary.

11.4 FRAME RELAY PROTOCOLS AND STANDARDS

This section provides more details on frame relay standards.

11.4.1 CCITT View

One of the goals of the recent CCITT work has been to align some of the available
data communications protocols and offer recommendations for a sct of cfficient
network services that can then be built upon by user equipment. One aspect of
these new services is the separation of the control information from the uscr infor-
mation into logically separate (but not necessarily physically separatc) paths, as is
the case in ISDN. Another aspect of the goal was to simplify the network protocols.
Simplification. as provided by frame relay, allows the realization of services that
are superior in terms of delay and throughput than existing services. since there is
much less per-frame processing on the part of the network.

In most existing networks (e.g.. X.25 nctworks, SNA networks, and analog
voice networks), there is no clear end-to-end distinction between the logical control
path and the data path. A close coupling between information and control limits
the flexibility needed to support new services and new signaling and transport
needs. Separation, the goal of frame relay as originally conceived, has the following
benefits {11.31]: :

« There is the potential for the integration of signaling for voice. data, and
other media. This is important for future multimedia services.

+ Since the information path does not have to support control, its fogic can be
substantially simpiified. This implies that the hardware will be checaper and
faster.

* Independent optimization of the two paths can be accommodated.

The major characteristics of ISDN’s frame relay are out-of-band call control
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and link layer multiplexing. Under ISDN, all the new packet services, particularly
the SVC services, have the following characteristics:

1. All control procedures, if needed, are performed in a logically separate man-

ner (channel) using protocol procedures that are integrated across all tele-

communications services. Consequently, Recommeéndations 1.430 and 1.431
provides the Jayer 1 protocol for the control channel; Recommendations 1.441
and 1.451 are extended as the layer 2 and 3 protocols, respectively (LAP-F/
Q.922 and Q.933). In the case of PVCs, no real-time call establishment is
necessary and any parameters are agreed on at subscription time.

2. The data transfer procedures share the same layer 1 functions based on

' Recommendations 1.430 and 1.431. The data transfer may use any channel
on which the user implements at least the lower part (the core functions) of
1.441* (LAP-F). 1441* is the generic protocol terminology of 1.122-]1988
(namely, I.441 appropriately extended to frame relay).

The separation can occur in a number of ways, including (1} on a physically
separate interface, and (2) on another logical channel within the same interface
{e.g., a time slot or the D-channel).

CCITT 1.122 recognizes two frame relay implementations: a switched imple-
mentation under the auspices of ISDN, using the CCITT Q.933 protocol for cali
setup, and a PVC implementation. The PVC does not require call setup and call
termination, but is obviously not as efficient in resource utilization as SVC. 1.122
is an access standard; on the trunk side no restriction is imposed (same as in ISDN).
As discussed, the trunk side is typically cell-based.

The term relay implies that the layer 2 data frame is not terminated and/or
processed at the endpoints of each link in the network, but is relayed to the
destination, as is the case in a LAN. In contrast with X.25-based packet switching,
in frame relav the physical line between nodes consists of multiple data links, each
identifiable by information in the data link frame. Unlike the (X.25-based) X.31
packet-mode services, frame relay services (SVC in particular) integrate more
completely with ISDN services because of the out-of-band procedures for connec-
tion control.

In X.25, multiplexing is achieved through the use of logical packet layer
channels; hence, the network layer provides switching. In frame relay, switching is
accomplished at the data link layer, and link layer multiplexing is used in the user’s
plane to facilitate sharing of bandwidth among multiple users. Switching in the data
link layer is achieved by binding the DLCIs to routing information at intermediary
nodes to form a set of network-edge to network-edge logical paths [11.31}). Mul-
tipiexing is done through the statistical multiplexing of different data link connec-
tions on the same physical channel, as specified in LAP-F Core/Q.922. Frame relay
service is based on the frame structure originally employed by the ISDN D-channel
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LAP-D, which provides statistical mulitiplexing of different user data streams within
the data link layer (layer 2).

Put slightly differently, a feature of frame relav i1s to have the virtual circuit
identifier, currently implemented in the network layer of X.25. posttioned at the
data link laver so that switching can be accomplished morce casily. In the X.25
environment, when a data cali is established the virtual circuit indicator is ncgotiated
and used for the duration of the call to route packets through the nctwork. In a
layered protocol environment, layer n + 1 protocol information is enveloped inside
laver n information. The network laver routing indicator is envcloped within the
layer 2 headers/trailers, which must be processed before it can be exposed. This
processing involves more than just stripping the header/trailer: for example, it
involves error detection and correction. In LANs, the routing of the data units is
accomphished directly at layer 2; the data frames are supplicd with a 48-bit desti-
nation address, which is readily available and which is used to physically route the
data to the intended destination. Also, there 1s no error recovery tn a LAN as a
packet flows by a station on its way along the bus or ring. In frame retay. only the
lower sublayer of layer 2, consisting of such core functions as frame dehmuting,
multiplexing, and error detection, are terminated by a network at the user-network
interface. The upper procedural sublayer of faver 2, with functions such as error
recovery and flow control, operates between users on an end-to-cnd basis. In this
sense, a user’s data transfer protocol is transparent to a nctwork.

Limiting laver 2 functionality to the core functions implies that the user’s FRI
functions can be implemented in hardware rather than in software. improving
throughputidelay characteristics at the interface. Frames with crror arc identified
and discarded, and the network boundary cntities or, more commondy. user equip-
ment are expected to recover via upper layver protocols (with cleaner fiber-based
circuits, BER is much improved). The data hink laver core functions are

» Frame delimiting, alignment. and transparency.

» Frame multiplexmg/demultiplexing using the address field.

» Inspection of the frame to ensure that is consists of an integer number of
octets prior to zero bit insertion or following zero bit extraction.

+ Inspection of the frame to ensure that it is neither too long not too short.

« Detection of transmission errors.

Frame relay implements only the core functions on a hnk-by-link basis; the
other functions, particularly error rccovery, are donc on an end-to-cnd basis.
Indeed. the capabilitics provided by the transport layer protocol accommodate this
transfer of responsibilities to the boundaries of the network. On the user side,
bevond the frame relay interface with the network, the user can employ any end-
system-to-end-system protocol.
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Protocol standardization work followed the publication of 1.122 in 1988. Addi-
tional supporting standardization was needed before the service could be offered
in a carrier/vendor-independent fashion. As initially defined by CCITT, core func-

tions do not include flow control. The addendum to ANSI’s T1.606 now defines ,

congestion management strategies; it covers both network and end-user mecha-
nisms and responsibilities to avoid or recover from periods of '‘congestion. Addi-
tional standards remained to be developed in 1992 and beyond, particularly in
support of interconnection of frame relay networks from different carriers (i.e.,
national and/or international interworking} and SVC service.

Famil 'y of Services

1.122-1988 describes a family of frame relay services. The purpose of defining a
family of services. instead of a single service, was to provide a degree of flexibility
in order to choose the best service based on the requirement of the application.
Elements of this family are distinguished by the difference in degree of protocol
support. Another way of looking at this is the different levels of protocol termi-
nation at the network edges after call establishment. Figure 11.14 depicts different
protocol breakpoints, or points at which a network can terminate the protocols in
support of the requested bearer service [11.31].

CCITT. in Recommendation 1.122 (*‘Framework for providing additional
packet mode bearer services'), describes three frame relay services.” Refer to

Control Plane Usar Piane
User
Upoer tayers Specified
User
Network iayer [.451 ‘Specified
UP of 1441
link ALt e T T
Data link imyer | Core
Physical layer 1430/1.431 [.430/1.431

UP: Upper Part

Note: 1.441° now has materiaiized into Q 4224 AP-F

Fig;lre 11.14 1.122 frame relay protocol specification. : o

“The 1992 version of 1.122 no longer distinguishes between FR-1 and FR-2:vi7v- 0o v o ik
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Figure 11.15, which retains the original 1.122 protocol terminology (1.441% is [.441/
Q.921. extended to cover 1.122 requirements; this is Q.922).

1. Frame relaying 1 (FR-1) (no functions above core data link functions are
terminated by the network; if needed, such functions arc terminated only
end to end). The basic service provided is the unacknowledged transfer of
frames from S/T network boundary to S/T network boupdary. Any uscr-
selected end-to-end data link layer above the corc functlons can be uscd.
More specificaily:

+ It preserves frame order as given at one S/T reference point if and when
the frames are delivered at the other end. (Since the network does not
terminate the upper part of 1.441*/LAP-F, sequence numbers arc not kept
by the network: networks should be implemented in a way that, in principle,
frame order is preserved.)

« It detects transmission, format, and operational errofrs.

» Frames are transported transparently (in the network); only the address
and FCS field may be modified (some bits being defined in the address
field for congestion control may also be modified).

« It does not acknowledge frames (within the network).
Frame relaying 2 (FR-2) (no functions above the core data link functions are
terminated by the network; [.441 (i.e.. LAP-F) upper functions are¢ termi-
nated only at the end points). The basic service provided is an unacknow-
ledged transfer of frames from S/T to S/T reference point. The upper part
of 1.441* is used end to end; however. the network only supports the core
functions. More specifically:

» It preserves frame order as given at one S/T reference pmnt if and when
the frames are delivered at the other end. (Since the network does not
terminate the upper part of [.441* (i.e., LAP-F), scquence numbers are
not kept by the network: networks should be implemented in a way that,
in principle. frame order 1s preserved.)

» It detects transmission, format, and operational errors.

» Frames are transported transparently in the network: only the address and
FCS field may be modified.

« It does not acknowledge frames (within the network).

» Normally, the only frames received by a user are those sent by the distant

- user. - o

3. Frame switching: the full Recommendation 1.441* (i.c., LAP-F) protocol is
terminated by the network. The user’s data link layer protocol must be [.441*
(1.e., LAP-F), and is fully terminated by the network (only the network layer
and the upper layers are end to end).

)

In summary, Figure 11.16, from [.122, shows the partition of the data link
layer in the frame relay environment. For both FR-1 and FR-2, the network sup-
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Figure 11.16 Protocols stacks for vanous frame reluy scrvices

ports only the “core™ aspects of the data link protocol 1.441* (i.c., “Core Part of
1.441*" or "LAP-F Core’’). The user’s equipment in FR-1 has & protocol partner
with the network supporting the "Core Part of .441."" What the cquipment supports
end to end above core aspects 1s a user’s option. Hence, the “remamndcer™ of the
data link tayer functions above the core functions and the upper.lavers need to be
defined by a set of user-provided peer-to-peer protocols. In FR-1. the network has
no knowtedge of the end-to-end protocol. The user’s cquipment in FR-2 terminates
the full data link protocol (i.e., 1.441*. which is composed of the **Corc Part of
1.441*" plus “Upper Part of 1.441*"). The user equipment must have a protocol

partner with the network supporting the ““Core Part of [.441,” and it must have a .

protocol partner end to end supporting the balance of the data link laver, numely,
the “Upper Part of 1.441*" (upper layers are user-defined). In frame switching,
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the user equipment must have a full protocol partner with the network supporting
the entire data link layer, 1.441%,

The core functions are sufficient to transfer data during the data transfer
phase (i.c.. after the call has been established either in real time—SVC—or by an
administrative process—PVC); only frames with valid format and valid address
are delivered. Data link layer functions not specified by the frame relay service
(FR-1, FR-2, or frame switching). as well as the network and upper layer functions.
are transparent to the network, being implemented end to end in the end-systems.
For example. in addition to the data link layer multiplexing, which is provided by
the network over the UNI, a user may also choose to perform network laver
multiplexing. This implies that a given frame relay connection supports data for
multiple end-users; this muitiplexing, however, is transparent to the network
[11.31). |

At the UNI (seen from the network), there are no significant differences
between FR-1 and FR-2. Differences are visible, however, to the end-systems’
network layer:-depending on the data link layer used, different OSI services are
provided to the network layer. In FR-2 and frame switching, the network layer
services are specified by Q.922; for FR-1, the data link tayer service is specified
according to the user’s choice of protocol. Because of this choice, there can be
differences in performance between FR-1 and FR-2.

To use a frame relay network, the user's protocol-specific frames are encap-

sulated in the Q.922 Annex A frames, as shown in Figure 11.17. Any data link.

laver protocol with error recovery (HDLC, SDLC, LAP-B, LAP-D. LL.C) can be
encapsulated and transmitted over the network. Such encapsulation must be done
by the user’s equipment. -

11.4.2 ANSI Frame Relay Standardization Efforts

Several documents have recently been issued by ANSI in reference to frame relay
service 1n the U.S. [11.32-11.37]. These were identified earlier in Table 11.7. Two
key standards are T1.606 and T1.618.

The data transfer phase of the frame relay bearer service is defined in T1.606-
1990. This document specifies a framework for frame relaying service in terms of
user-network interface requirements and internetworking requirements |[11.38].
Both interworking with X.25 and interworking between frame relaying scrvice 1s
included n this standard.

The protocol needed to support frame relay is defined in T1.618-1991 (LAP-
F Corc). The protocol operates at the lowest sublayer of the data link layer and
is based on the core subset of T1.602 (LAP-D). The frame relay data transfer
protocol defined in T1.618/LAP-F Core is intended to support multiple simulta-
neous end-user PVCs, possibly using different protocols within a single physical
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Figure 11.17 Encapsulation of user’s protocols within frame relay.

channel. This protocol provides transparent transfer of user data and does not
restrict the contents, format, or coding of the information, or interpret the structure.

Frame Relay Frame Structure -

The frame relay frame format was shown in Figure 11.4. The field shown in the
figure are described below.

Flag Sequence. All frames start and end with the flag sequence consisting of one
0 bit followed by six contiguous 1 bits and one 0 bit. The flag preceding the address
field is defined as the opening flag. The flag foliowing the FCS field is defined as
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the closing flag. The closing flag may also serve as the opening and must be able
to accommodate reception of one or more consecutive flags.

Address Field. The address field (more precisely, routing label) consists of at least

10 bits over two octets, as tllustrated in Figure 11.4, but may optionally be extended

up to four octets. To support alarger DLCI address range, the three-octet or four-
octct address fields may be supported at the user-network interface or the nctwork-
network interface based on bilateral agreement.

Control Field (C/R). There ts no control function for frame relav core services.
The ficld is not used by the network and is passed transparently between user
equipment for application-specific uses. This bit is used in protocols such as LAP-
D to indicate that the frame is a command or a response.

FECN. This bit is set to 1 by the network to notify the user receiving the frame
that the frame has been delivered through a congested path in the network. This
implies that insufficient network resources are available to continue handling the
traffic at the current rate. Two actions could ensue (depending on the user’s equip-
ment capabilities):
1. The inbound traffic. if any, from the destination (i.e., the traffic going in the
opposite direction of the received frame) should be temporarily reduced.
2. The destination should be willing to enter a “*hold-on™ or *“‘wait’" state, since
traffic may arrive at longer intervals than otherwise expected.

BECN. This bit is set to 1 by the network to notify the user that traffic sent in the
opposite direction to the frame with the bit set may pass through a congested path.
Consequently, the sending equipment should reduce its inbound_traffic to the
destination, if there is any. Figure 11.18 depicts the operation of the FECN and

BECN.

Congested
portion of
natwork

——iin.

FECN « 1

Reacanving
Equpment

Sending
Equpment

Figure 11.18 FECN and BECN action.’

M-

263



641

EA. EA is used as an expansion bit indicating that the DLCI is longer than 10
bits.

DE. DE is the discard eligibility bit set by the user to inform the network that in
case of congestion this frame can be dropped before other frumes not so indicated
are touched. '

Frame Relay Information Field. The frame relay information ficld follows the
address field and precedes the frame check sequence. The contents of the user
data fictd consists of an integral number of octets (no partial octets}. The default
information field size to be supported by networks is 262 octets: other values are
negotiated between users and networks and between networks. The support of a
maximum value of 8.189 octets is suggested for applications such as LAN inter-
connection to prevent the need for secgmentation and reasscmbly by the user cquip-
ment (however, the usage of a cell-based nodal processor runs counter o this
philosophy). The frame length can be variable. Table 11.18. shown later, depicts
some of the maximum frame lengths supported by various vendors. Since the 16-
bit FCS specified for frame relay can detect errors in frames of lengths up to 4,006
octcts, some are recommending that only this maximum be actually allowed: oth-
erwise the network cannot even detect errored frames [11.6].

Frame Checking Sequence Field. 'The FCS field 1s a 16-bit CRC scquence used to
determine the integrity of the information.

Transparency. A transmitting data link laver entity must examine the frame content
between the opening and closing flag sequences (address. frame relay information,
and FCS fields). and must insert a () bit after all sequences of five tontiguous |
bits {(including the last five bits of the FCS) to ensure that a flag or anrabort sequence
1s not simulated within the frame. A receiving data fink layer entity must cxamine
the frame contents between the opening and closing flag (five contiguous | bits).

Order of Bit Transmission. The octets are transmitted in ascending numerical order.
Inside an octet, bit ] 1s the first bit to be transmitted.

Invalid Frames. An invalid frame 1s a frame that

1. Is not properly bounded by two flags (e.g.. a frame abort), or

2. Has fewer than five octets between flags (note: if there is no information

field. the frame has four octcts and the frame will be considered invalid), or

Contains more than 8,193 octets between flags, or

4. Does not consist of an integral number of octets prior to 0 bit inscrtion or
following 0 bit extraction, or

5. Contains a frame check sequence error, or

Contains a single octet address field, or

7. Contains a data link connection identifier that is not recognized by the net-
work.

w

o
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if the frame received by the network is too long, the network may either

1. Discard the frame.

2. Send part of the frame toward the destination user and then abort the frame,
or .

3. Send the frame toward the destination user with invalid FCS.

Selection of one or more of these behaviors is an option for designers of
frame relay network equipment, and is not subject to further standardization. Users
cannot not make any assumption as to which of these actions the network will take.
In addition, the network may optionally clear the frame relay call if the number
or frequency of excessively long frames exceeds a network-specified threshold.
Invalid frames are discarded without notification to the sender. No action is taken
as a result of that frame.

Frame Abort. Receipt of seven or more contiguous 1 bits is interpreted as an abort,
and the data link lJayer ignores the frame currently being received. '

11.4.3 Industry Efforts

1990 saw a number of vendors backing an interim joint frame relay specification
in an effort to ensure some degree of interoperability of new products then being
developed. Digital Equipment Corp.. Cisco Systems, Inc., Northern Telecom. Inc.;
and StrataCom, Inc., jointly developed the frame relay specification on which
product development could be based until national and international standards
become available [11.39. 11.40]. Eventually, over 65 vendors agreed to suppport
this de facto standard [11.4!]. More complete ANSI/CCITT standards are now
available. In fact, most aspects of this interim specification found their way into
the ANSI standards. The nced to offer interoperable frame relay products is critical,
and vendors realize that users may not be willing to deploy technologies that lock
them in with systems that could become obsolcte in a vear or two. Agrecment on
frame relay implementation specifications facilitates the emergence of cquipment
form a varicty of vendors, allowing flexibility in user choices {11.40]. Vendors are
trving to avoid the implementation problems that were experienced in the early
198()s when X.25 packet switching products started to enter the market. Incom-
patiblc implementations of X.25 still abound to this day.

The early joint specification was based on the ANSI standard, but it had
some additional management features and broadcasting [11.40]. For example, it
included capabilities for congestion control; it also supported automatic reconfig-
uration of devices with a frame relay interface and the ability to detect faults.
Features included {11.42]

1. Support for a global addressing convention to identify a specific end-device. -

“
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2. Multicast capability to send frames to all devices that belong to a “‘multicast
group.”

Flow control for preventing congestion in a frame relay network.
Extensions to the LMI. .

5. Asynchronous status updates (asynchronous notification by the nclwork to

the user’s equipment of a change in DLCI status).

B

This specification defined these enhancements in the form of ‘a new protocol
and a new set of messages to make the configuration and mamntenance of PVCs
easier. The protocol describes a LMI which is applicable between the network and
the user’s equipment (i.e., at the UNI). The LMI transfers messages that provide
notification by the network to the user of the presence of an active DLCI. noti-
fication of the removal or failure of a DLCI, and real-time monitoring of the status
of the physical and logical link between the network and each uscr device. In other
words, the LMI solves the issue of a “‘keep-alive signal™ between the network and
the user’s equipment. It also provides capabilities for downloading logical hnk
addresses from the network to the user’s equipment. Also, as indicated. a muiticast
facility for ease of address resolution by bridges and routers is included [11.43].
(Additional aspects of LMI are discussed in the next scction.) These features are
now included in the ANSI standards.

This vendor cooperation led to another development. On 15 July 1991, the
Frame Relay Forum held its initial annual meeting. At that time. 52 companies
joined the Forum; membership has increased since then. The Frame Relay Forum
was formed to promote the acceptance and implementation of frame relay based
on national and international standards. Membership in the nonprofit organization
is open, and organizations may participate either as voting members or as obscrvers
[11.44]. The Forum has three working groups:

1. Market Development and Education.
2. Technical.
3. Interoperabilitv and Testing.

The Market Development and Education Committee has as a goal the devel-
opment of the market for frame relay products. services, and applications. The
Technical Committee provides a liaison to the standards groups and related tech-
nical organizations, such as ANSI/ECSA., CCITT. ETSI. and the Internet Engi-
necring Task Force. The Interoperability and Testing Committee aims at promoting
efficient and effective methods of testing and certification of frame relay conform-
ance and interoperability. It works with manufacturers of test equipment. with
public frame relay carriers, and with third-party test laboratories. The Forum has
adopted an implementer’s agreement which identifics the guidelines vendors should
follow in developing frame relav equipment. It also has contracted with the NIUF
to develop a software test set based on the implementer's agrecment, so that
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prospective vendors, carriers, and uscers can undertake conformance testing.
Approximately 500 items need to be tested to verify compatibility.

The tmportance of conformance and conformance testing cannot be over-
emphasized. Already, in early 1992, carriers testing frame relay equipment were
reporting that “‘many vendors have improperly implemented frame relay protocols™-
[11.45]. Frame Relay Forum efforts underway at press time included network-to-
network interface implementation agreements, SVC specification, multiprotocol
mnterconnection of data terminals, and, possibly, a standard for packetized voice
over a frame relay network.

11.4.4 Carrier-Specific Extensions and LMI

Many portions of the vendors’ extensions for network management, particularly
the LMI's local in-channel signaling, have subsequently been incorporated in the.
ANSI standards (ANSI T1.617 Annex D, Additional Procedures for PVC's Using.
Unnumbered Information Frames). The LMI specification describes a protocol and
associated proccdures operating at the UNI to handle network management func-
tions. The features of a network that supports LMI include notification to the user
of the addition. deletion, and presence of a PVC in the network, and notification
to the user of end-to-end availability of a PVC [11.6]. Vendors are working on
implementing support of Annex D. In addition, a standard to support X.25 over:
a public frame relay network hasevolved. The LMI protocol consists of an exchange
of messages between the user and the local access node of the network.

The LMI protocol is based on a polling scheme—the user’'s equipment (router)
polls the network to obtain status information for the PVCs defined over a given
UNTI interface. The user device issues a Status Enquiry message and the network
responds with a Status message. Figure 11.19 provides an illustration of the process.
The LMI uses a connectionless data link protocol based on Q.921/LAP-D, making
the procedure casy to implement At laver 3. Q.931 messages arc used, as in ISDN.

Annex D of T1.617 specifies procedures for the following tasks:

- Addition or deletion of a PVC.

« Status determination (availability/unavailability) of a configured PVC.
« Local in-channel signaling for link reliability errors.

» Local in-channel signaling for link protocol errors.

Data Link Layer
The LMI data link layer conforms to a subset of LAP-D. Only unnumbered infor-

maton frames are used. The poll bit is set to 0, and the control field is coded as
00000011. The DLCI is set to 0 (see Figure 11.20).
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The DLCI is specified in bits 3 through § of the second octet. und bits 5
through 8 of the third octet (the leftmost bit 1s bit §: the rightmost bit as bit 1),
The message field must contain the LMI Protocol Discriminator sct to 00001001
in the LAP-D frame; it is used by the user-nctwork call control to distinguish this
message from other messages. The Call Reference 1s sct to the dummy 000000},
A Locking Shift field ts also required: it is used to identify codesets (currently only
codeset 5 is supported).

Management Layer

This laver consists of two facets: (1) the format of the message field, including
Information Elements: and (2) the message functional description.

An entire LMI message always fits an entirc LAP-D frame. The Information
Eiements have specific formats. The formats are specified by the bit mappings for
various functions (these are not further described here; see, for an example, [11.6,
11.36]).

The Link Integrity Verification Status Enquiry from the user and the Status
message from the network allow both the user and the network to determine link
reliability errors (physical faults) and protocol errors. The Full Status Report has

Red
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a PVC Status Information Element that allows the user to detect the addition of
a PVC, the deletion of a PVC, the availability of a.configured PVC. and the
unavailability of a configured PVC. A user’s frame relay device (e.g., a frame relay
capabie router) periodically issues a Status Enquiry message for the network’s Full
Status Report to determine when a PVC has become active or inactive. The reports
arc exchanged using DLCI 0. Full Status Reporting (PVC Status and Link Integrity
Verification Information Element) is employed to report communication or remote
user equipment failure to the local user. This procedure can also be used to signal
a trunk or nodal processor failufe.
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The LMI messages and some related Information Elements arc shown in
Table 11.11. These procedures are driven by a set of parameters that arc established
at subscription. Table 11.12 depicts some key parameters. Additional procedural
details, not covered here, are required to undcrtake the network management
functions. '

On the topic of network management, it is worth noting that protocol ana-
lyzers supporting frame relay were beginning to appear in 1992 from a few vendors;
however, they were initially rather expensive ($15,000 range}.

11.5 IMPLEMENTING FRAME RELAY IN A PRIVATE
CORPORATE NETWORK

Users of dedicated LAN internetworking links may want to cxamine traffic loads
to determine if frame relay and cell relay/fast packet will be economically beneficial.
Users with little LAN interconnection traffic but with considerable traditional data
traffic mav be better off using a TDM-based T1 multiplexcr. while those with
higher LAN volumes may want to replace TDM multiplexers with processors (or
multiplexers) supporting frame relay over a ccll refay platform.

To maximize the benefit of frame relay technology in a private network
environment without having to incur large communication charges (i.c . for ded-
icated T1 links between sites). the service needs to be provided by a backbone
network configured with nodal processors that support dvnamic bandwidth allo-
cation via cell relay. The use of a router equipped with a framc relay interface

Tabie I11.11
LMI Messages

Messages:

STATUS Sent from the network to user device in response to a Status Enguiry. Has
Message Type field of O1T11I01.

STATUS Used by the router or frame relav device to request Status information

ENQUIRY Actual configuration and status information 1s contained in the Information

Elements. Has Message Type fieid of 01110101.

Information Elements. .
REPORT TYPE Used to indicate either the tvpe of enquiry requested by the user’s frame
- reiay device or the contents of the Status message returncd by the network.
It can be a Full Status or a Link Integnty Verification only.
LINK INTEGRITY  Used to exchange sequence numbers between network and user egquipment

VERIFICATION on a pentodic basis 1o indicate to each other that they are active and
operational.
PVC STATUS Present in a Status message and 1s sent by the network to notify the user’s

frame rclay device of the configuration and status of an existing PVC; the
PVC is identified at the LMI UNI by the DLCL
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Table 11.12
LMI Parameters

Full Polling Cycle: This parameter describes the number of pothing cycles between Full Status
Reports 1t is sct by the user and has range of 1 to 255, with a default vatue of 6.

Error Threshold: Number of relhability or protocol errors before a PVC or a user device 15 declared
tnactive. It 1s set by both the network and the user and has a range of 1 to 10, with a default value
of 3

Monitored Events Count: This parameter specifies the size of the window that is emploved by the
network or user to determine if a PVC or user device is active. After a PVC or device is declared
mnzactive, the network waits a number of successful poll cycles specified by this parameter before it is
dectared active again. It has a range of 1 to 10, with a default value of 4.

Link Integrity Verification Timer: This parameter indicates how frequently the user should send a
Status Enquiry. Tt 1s set by the user. It has a range of 5 to 30 seconds. with a default value of 10.
Polling Verification Timer: This parameter indicates the interval of time the network should wait
_between Status Enquiry messages; if no messages are received the network posts an error, it 15 set”
bv the network. It can range from 5 to 30 seconds and has a default value of 15 seconds.

over a dedicated T1 link is not advantageous comparad to a traditional non-frame
relay solution. Some carly users of frame relay took this route, but they are now
finding that the nodal processor is an integral component of a dynamic bandwidth
network: a backbone network can multiplex the traffic of one user with that of
other uscrs, realizing the economic advantages of bandwidth sharing, much the
same wav an X.23 private packet network provided such economic efficiencies for
low-bandwidth users.

Therefore, (1) the availability of a cell backbone and (2) the addition of frame
relay interface capability to user's equipment (usually with a plug-in card plus
appropriate software) will facilitate deployment of the new technology for LAN
interconnection usage within a corporation. Each user device will require only one
physical connection to the network instead of multiple connections. In addition,
data transmission over these permanent virtual circuits can vary dynamically as
necded (up to the maximum access speed, i.e., 1.544 Mbps).

11.5.1 Implementation Steps

It is straightforward to migrate from the current router network configuration to
a frame rclay-based network solution. There are two main areas that need to be
addressed:

= Network nodes.
* Router upgrades.

2 71
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Backbone Networking Nodes—Installation

1t is necessary to install nodes that support frame relay user-network interfaces and

use cell-based backbones., Migration from the existing network to the frame relav
configuration can be done in an organized, step-by-step fashion. This will minimize
disruptions to LAN applications and end-uscrs by permitting the changes 10 be
made on a scheduled basis [11.13].

Router Upgrades to Support the Frame Reluy Interface

Upgrade of the router is needed to implement the frame relay interface to the
network node. This is usually in the form of a low-cost software upgrade offered
by most router vendors. Costly hardwarc replacement is not usually necessary,
since the existing communication chips on the routers are typically reusable for

frame relay. Even more significant is the fact that the end-user applications do not

have to be modified to accommodate frame relay.

11.5.2 Migration From Existing Baseline

Different users find themselves in different situations. Some still have unintegrated
networks without backbones (gencration ). Others have a classical backbone
network for inquiry/responsc applications, but the LAN traffic is not integrated
(generation 2). Some have a TDM-based backbone network which provides fixed
bandwidth to most applications of the enterprisc, including LANSs {(generation 3),
Frame relay over cell refay can be beneficial to all three classes of users. Naturally,
each network has different levels of migration and immediate payvback by under-
taking this transition. '

Unintegrated Networks Without Backbones (Generation 1)

Users of these networks stand to get the major quantum advantage from frame
relay, First. many discrete low-speed lines are replaced with fewer high-quality T
lines, which in itself can be cheaper and casicr to manage. Sccondly, the advantages
of dvnamic bandwidth allocation reduce the transmission bandwidth that would
otherwise be needed; additional transmission resources contribute to a direct
increase in transmission cost. To migrate to a frame relay nctwork, the user needs
to deploy the necessary number of nodal processors, upgrade the terminal equip-
ment for frame relay (this could be done using a terminal server on a LAN and
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then using o frame relay router), and install the high-speed and backbone trans-
mission infrastructure.

Classical Backbone Networks, LAN Traffic Not Imégraled (Generation 2)

These networks benefit from the introduction of frame relay because bandwidth
can be better utilized, postponing or even eliminating the need to upgrade the
transmission lines to cither multiple T1s or T3s. In fact, it may even be possible
to replace some Tls lines with less expensive FT! lines. To migrate to a frame
reluy network. the user needs to replace the TDM-based fixed-allocation mult-
plexers with nodal processors and connect the LANs to the same structure. Usually.
the transmission facilities making up the backbone network remain in place. clim-
inating expensive installation charges for communication upgrades.

TDM-Based Backbone With Fixed Bandwidth (Generation 3)

These networks are the easiest to upgrade by simply replacing the TDMs with
frame relav hardware. The network runs better and is more efficient.

Some Evolving Issues

Two important issues need to be fully resolved before the introduction of frame
relav services in mission-critical applications can be fully rationalized. Thesc issues
affect private networks but are also important in public networks. They arc network
management and congestion control.

Users need to be able to monttor traffic, establish PVCs, obtain management
reports. undertake fault management, do traffic engineering, rearrange existing
PVCs, and so on. Nodal processors supporting private frame relay networks come
with a varicty of network management interface tools, but may or may not imple-
ment the full Annex D LMI apparatus. However. public services may not match
this level of network management richness in terms of front-end functions like
graphics, reports, menu-driven commands, and so on. Users are also looking to
integrate the LAN and WAN management system.

Congestion control remains a critical issue. Congestion results when the com-
bincd request for bandwidth from all users exceeds what the network can provide.
Total nciwork bandwidth is ultimately determined by the number and siz¢ of the
trunks between the carrier's or user’s nodes. Congestion becomes more likely as
the number of subscribers increases. Some argue that “'when congestion starts to
occur. people will have significant problems . . . users’ expectations for frame relay
are too high” [11.46]. :
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Vendors™ initial approaches to the congestion issue has not satisfactorily solved
the problem the way the implementation of the full ANSI apparatus cnd to cnd
would. For example, some provide large buffers in the nodal processors for storing
frames that cannot be immediately sent.- However, networks such as SNA retrans-
mit data if it is not acknowledged within a given time interval: hence. the delay
scen by the FEP because of the buffering can cause it to scnd more data. which
is exactly the opposite of what is needed in the congestion state. Others use some
of the congestion techniques employed in X.25. However, this docs not go to the
source of the problem, which is the throttling back of the input traffic. Others deal
with the problem by over-engineering the network (reportedly, this includes BT
North America, Sprint Data Group. and MCI Communications {11.46]). This
approach is not cost-effective for private nctwork solutions.

With the mechanism provided in the frame relay standard. nodal processors
can send notifications to the attached routers and other devices to slow them down.,
The router in turn has to be able to inform the end-uscr generating the traffic {such
as a user, a host, or a file server) to slow down. According to obscrvers. end-to-
end cooperation is 2 or 3 vears away (i.c.. it will be achieved m 1993 to 1994),

11.5.3 Topologies and Support of Non-LAN Traffic

Equipment is appearing on the market to connect 3270 SNA and Bisvnce terminals
to a frame relay network. Sec Figure 11.21 for an example of this application.
Users want to be able to combine SNA traffic with other traffic over a WAN using
a common technology hke frame relay [11.29]. Any savings in transmission could
be ncutralized by the need to maintain two or more separate networks, staffs,
management tools, etc. [11.47]. Users want to support an enterprisewide nctwork

Frame Frama

Relay Relay | | SNA
Terminal Hos! Host
Adapter Adapier

=

3270 terminals

Figure 11.21 Use of frame relay in an SNA environment.
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with as few technologics as possible; hence, the issue of whether frame relay can
support multiple corporate applications emerges. While many users are migrating
to LAN-based SNA configurations. facilitating the direct usage of frame relay,
some SNA traffic remains on the large embedded base of traditional cluster con-
trollers. '

A number of vendors are introducing standalone frame relay adapters to
support non-LAN traffic (see Figure 11.22). With these PAD-like systems, SNA
multidrop lines between the the IBM FEP and the remote cluster controllers can
be replaced with frame relay PVCs. Other vendors are incorporating the adaptation
function directly in the nodal processors. SDLC frames are passed across the
network in a predetermined PVC by assigning the destination of the frame on a
per-port basis. Some public networks also provide PAD-like functions.

11.5.4 Enterprisewide Use of Frame Relay

This section looks at frame relay from an enterprisewide perspective. Because
equipment based on frame relay over a mixed-media cell relay platform utilizes
backbone facilities better than existing circuit switching T1 multiplexers, frame
relay benefit users that want to connect LANs over integrated backbones while
supporting a variety of other traffic (to take advantage of resource sharing). But
uscrs that simply want or need to provide high-speed links between remote LANS
mav be better off using FT1, T1, FT3, or even T3 links [11.19]. According to some
observers, most users need to transport a mix of data, voice. and video: hence they
may find it difficult to cost-justify building a pure frame relay network solely
dedicated to LAN traffic [11.19]. More expensive nodal processors also support
voice and video.

Two views on frame relay penetration exist: those who see framec relay
deploved mostly in private networks, and those who believe carriers will make
major inroads. A 1991 study found that 37% of Fortune 1000 companies interviewed
were planning to use public frame relay services. 24% were planning to use private
frame relav, 24% use hybrid networks, and the balance (15%) were not surc. Given
the outsourcing trends discussed elsewhere in this book and the plethora of rea-
sonably priced carricr frame relay services appearing on the market, public and/
or hyvbrid application of the technology may in fact be the route to frame relay
deplovment. Table 11.13 summarizes possible strategies.

Figure 11.23 depicts a number of traditional LAN interconnection methods
[11.25]. Part A of the figure shows a T1 line totally dedicated to routers. Part B
of the figurc shows a typical arrangement where a fixed portion of bandwidth from
a Tl multiplexer is employed for LAN usage; this is typically 56/64 kbps. Part C
shows a sophisticated T1 multiplexer which, includes an integrated bridge; a fixed
portion of bandwidth on the T1 multiplexer is used. This usage of 2 T1 multiplexer
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Figure 11.22 Supporting an entcrprisewide network with frame relay.

was already discussed in Chapter 6. Note that three logically distinct components
are required: a router, a multiplexer. and a line dedicated end to ¢nd.

Figure 11.24 shows somc cxamples of LAN interconnection options using
private network frame relay technology. Part A shows the use of a T1 line dedicated
to a new router svstem that incorporates frame relay. Part B shows the case where
a fixed portion of bandwidth from a T1 multiplexer is employed to connect a router
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Table 11.13
Possibie Strategies for Deployment of Frame Relay

Private Network Implementation

« Over a point-to-point line, connecting two routers directiy
« Single-node data-only processor supporting LAN traffic

+ Single- or multiple-node mixed-media processor(s) supporting enterpnsewide networking
Public Network Implementatian

+ Data-only service for LANs or other devices (through PADs)

Hybrid Network Impiementation

» Daia-only service with private processors, while using public network to reach secondary sites
» Mixed-media environment with private processors, while using public network to carry datu

systern which incorporates frame relay. Part C is a diagram of a T1 multiplexer
which includes an integrated frame relay card but not a router; a fixed portion of
bandwidth from the T1 multiplexer is employed. These three scenarios are likely
to represent the early usage of the technology. Note that, as in Figure 11.23, three
logically distinct components are required: a frame relay configured router, a mul-
tiplexer. and a line dedicated end to end.

Figure 11.25 shows other examples of possible interconnection options using
frame refay. Part A shows a T1 multiplexer which includes an integratcd router
which uses frame relay; a fixed portion of the T1 bandwidth i1s emploved. Part B
‘depicts a situation where various streams run into a multiplexer where the trunk
side uses frame relay (pursued mostly by packet switch vendors). Part C is the
samec as the previous case, but the trunk side uses cell relay and the trunk bandwidth
is managed in fast packet mode. Here is where frame relay starts to offer advan-
tages.

Figure 11.26 depicts a more sophisticated usage of frame relay. Part A dem-
onstrates a private network using frame relay networkwide to achieve cfficiency.
PADs mav be required to support non-LAN devices. A separate network for voice
and video is required. Part B depicts the use of a mixed-media nodal processor,
which also supports nondata applications. Part C of the figure shows a public frame
rclay network where multiple users share the network. PADs may be required. A
scparate network for voice and video is generally required. In this “‘optimal case,”

the user uses a router that implements the frame relay interface specification; but -

instcad of obtaining a high-capacity line dedicated end to end, the user only gets
the high-capacity line to the CO or POP (at both ends). By connecting to the
carrier frame rclay service, the carrier provides the multiplexing, releasing the users
from that investment [11.2]. Note parenthetically that if the two endpoints terminate
on the same CO (e.g., if they are in relative proximity within a city), then the
bandwidth saving advantage disappears. When connected with a carrier frame relay
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relay (this configuration used mostly by packet-based architectures—see Section 11.8.3);
(c} same as previous case, but the trunk side uses cell relay.
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Figure 11.26 interconnection options using frame relay: (a) a private network utilizes frame relay to
achieve cfficiency. PADs may be required. A separate network for voice and video is
required

scrvice, the routers see no difference compared to a private line. One of the
advantages of this arrangement (but also shared by traditional packet switching
and SMDS) is that if any part of the interoffice network fails, the carrier may be
able to automatically recover or reroute. If this is done in real time, the user would
be unaware of the failure event. . .

11.5.5 Practical Comparison of Interconnection Technologies

Frame relay fits in a continuym between private lines, SMDS, and BISDN services.
Some users are planning to incorporate frame relay technology in their private
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Figure 11.26 (Continued} Interconnection options using frame refay: (b) a private nctwork utihzing
mixed-media nodal processors.

nctworks. In the public arena, the progression of services in terms of complexity
and availability will be frame relay. SMDS. and ATM/BISDN. Experts predict that
it 1s likelv that frame relay technology mav be deployed in the same wav that X.25
was: first on large private networks and then with carriers. Table 11.14 summarizes
the frame relav/cell relay environment by highhighting the UNI/NNI characteristics.

The evolution toward SMDS seems clear. While routers have been quoted
as passing in the neighborhood of 10.000 to 20.000 packets per second, the latest
generation of bridges and routers now beginning to become available process 50,000
to 500,000 packets per second [11.8, 11.48, 11.49]. This means that whilc frame
relay may be adequate for some LAN internetworking applications, other appli-
cations may need higher speeds, as provided by SMDS. Example of these appli-
cations include CAD/CAM, medical imaging. heavy-use desktop publishing, and
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Figure 11.26 (Continued) Interconnection options using frame relay: (c} use of a public frame refay
network to achieve efficiency, PADs may be required. Multiple users share the network.
A scparate network for voice and video is required. .

amimation. FDDI systems may become more prevalent now that the FDDI stan-
dards are practically complete and given that FDDI may actually be deliverable
over twisted-pair. In addition, work has been underway to allow FDDI to interwork
with SONET, implying that there may be an impetus to their introduction (i.e.,
the user does not require dedicated fiber, but can use facilities from the public
network). This in turn may require high-throughput internetworking. It is not clear -
that a 1.544-Mbps service can bridge LANs operating at 100 Mbps. For some users,
FDDI rates are too low (e.g., in supercomputer environments, discussed in Chap-
ter 1).

At the pure technical level, since frame relay is a2 connection-oriented tech-
nology and LANs are connectionless, the ideal way to interconnect LANSs is with
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Table 11.14
Charucterization of Various High-Speed Technalogies

Network UiNI NNI
Private data-only nodal processors FRI TIDN
FRI ~ Cell
FRI FRI®
FRI ATM
Private voice/data nodal processors FRI plus voice. video, TIM
and other datu
interfaces
FRI plus voice, video. Cell

#and other dita
tnterfaces

FRI plus voice, video, ATNM
- and other data
interfuces
Public frame relay networks FR] Carrier-mternal

(celi or ATTAD
SMDS SNI Carreranternad

BISDN/cell relay service ATM ATTM

"Not commeraally implemented
**Bevond 1992 to 1993

a connectionless network-based service (such as SMDS) [ 11.50]. Also. ttis desirabie
to avoid needing to develop entire technologies. and deploy networks which cater
to a single application (c.g., just for LAN interconnection). Framce relav. as cur-
rently being standardized and deploved by carriers. Is designed tor duata commu-
nications only. as a long overdue improvement of traditional X.25 packet switching.
Cell relay (BISDN UNI) 1s specifically designed to support the sophisticated mix
of services likely to be present tn an organization of the 1990s: data, voice, facsimile,
high-quality image and graphics. integrated messaging. and vidco.

Table 11.15 compares X.25, TDM multiplexers, native trame reiay, frame
refay over a fast packet switch platform. SMDS. and ATM from a service per-
spective (also sec [8.22]).

Some uscrs are reportediy concerned that the push for deplovyment of trume
relav 1s coming from vendors rather than from network managers and users. Some
users characterize frame relay as "more hype than necessity,” since cxisting cquip-
ment can answer equally well the needs of stream traffic and data traffic with high
autocorrelation (such as in file transfer) [11.51). The promises of “scamless™ LAN

25l
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Table 11.18
Comparison Between Various Technologies

Frame
Relay  Frame
Over Relay
Fast TDM-  Over
Packet/  Frame based Fas:
TDM- Cell Relay T! Packet/
Public/  Based  Relay Over Private  Refay  Public
Private Tl T Unmuxed  Net T! Network Cellt
X.25  Private  Private  Private  Private Backbone Frame Relay
Net Ner Net Line Net  Platform Relav  SMDS  ATM
Switching unit packet  hvies or  cell frame frame cell ceit cell cell
- group of
bits
Bandwidth used  ves no VES no no yes ¥es ves ves
only when
information is
bcing sent
Muluplesed finks  ves no no yes ves yes yes ¥Cs ves
T single access
PV C capabilities  ves ves ves yes ves ves yes CON/A ves
SV capabilittes yes no ves ne no no future  N7A ves
Error treatment link-by- user routsng  detect: - detect deteet detect. routing, routing
nk protocol nesork  actwork network  network network  network  nciwork
info user correct correct carrect:  correct,  nlo info,
usgr-to- user-to- user-to- user-to- user-to- USCT-TO-
user uscr user user Uscr uscr
LaN mur- Ve yes ¥CS ¥Cs ¥es yes yes ¥Us
NETCHNACCHIon gl
| ARIM]] no ves no no no no no yes yus
Intcreonnecinoen
CAD'CAM no ves n no no no no yes ves
internciworhing
Mainframe no ¥Cs ne no no no no ¥eS yes
channcel cxtension
Mowee no yes ves yes yes yes unhkely no yes
Video no s marginal marginal - marginal marginal | margmatl no yes
Throughput {bps) 142K 45M | SM 1.5M 1 5M I.5M 1.5M E5-45 M 155-622
|
Netwaork delay high lower low low low low low low lowest
Avamlabibity now mow now now Row now now now 1993-95
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interconnection cannot be delivered in full by frame relay because of the speed
limitations, and because it is a connection-oricnted tcchnology.

11.6 FRAME RELAY EQUIPMENT

In a private frame relay network, the nodal processor is the most critical component.
With a low-capacity processor. frame rclay will not support the required through-
put. A cell retay-based platform with cffective network management tools is the
type of equipment end-users are looking for.

A high-throughput nodal processor built from the ground up, unalfected by
TDM restrictions. which supports high-speed switching to facilitate high end-to-
end throughput. low latency. and any-to-any conncctivity is requircd to derive the
advantages that frame relay promises. A fast internal processor must be used to
sustain the switching at the level required by the new routers now reaching the
market and by the data-intensive user applications.,

The nodal processors must support standard high-spced mterfaces to the
routers to facilitate the interconnection of cquipment from a varicty of vendors.
This open frame relay interface should support a full T1 rate in order to properly
interwork with existing router svstems now deploved on dedicated T1 lines (some
processors do not support a full T1). It is important that an adequate number of
PVCs per frame relay interface be supported. A restrictive number of PVCs defeats
the link and port sharing bencfits of frame relay.

The nodal processors must support standard high-speed intertaces berween
nodal processors to provide cell relay and switching. The flexibility of bemng able
to support fractional T1 or full TI rates for the trunks s necessary i order to tine
tunc the network to the actual traffic patterns of the corporation. Generallv, not
all locations in a company have the same incoming and/or outgoing traffic volumes.
Hence. the ability to be able to utthze @ mux of Tis and FTT trunks is an important
cost-saving feature. Usually it iy better to use outboard CSUs so that the LAN
manager can optimize the investment needed to obtain the appropriate hnk man-
agement features without duplication. The choice of the CSU can be linked with
the T1 channel at hand: for example, a link may or may not support B8ZS. and
so the CSU can be chosen appropniately. In addition, the failure of the CSU.
possibly incapacitating a path. can be mitigated by the use ot a spure CSUL which
1s more difficult to do when the CSU is integrated with other hardware. In additon.
a nodal processor should not impose topological constraints in terms of the number
of nodes which can be supported.

Not every user device in an existing uscr network can be retrofitted with a
$1.000 frame relay board. A nodal processor should. thercfore, support devices
such as asynchronous-terminals. svnchronous terminals, and X.25 strcams tor thosc

25¢



situations where the frame relay interface is not available or will be installed at a
future date.

A sophisticated network management capability is required to facifitate PVC
establishment and to undertake all the necessary monitoring functions so important
in mission-critical enterprise networks. A centralized system with access to the
entire network through a distributed architecture is desirable. Graphical worksta-
tions with windows and user-friendly interfaces are a clear advantage. A rich fcature
set for fault, performance. accounting, security, and configuration managcment is
an important business advantage.

Since the state of the art is not going to stand still, the nodal processor must
be able to grow with new needs, features, and technologies. Some examples are
the abihity to migrate to BISDN, support SVCs, and deploy more data-intensive
network management facilities in support of tighter control. The issue of congestion
control is critical in order for the LAN-manager to guarantee a grade of service
to the user community. A nodal processor should support the full ANSI congestion
mechanism in order to achieve this goal. '

11.7 CARRIER SERVICES

Several carrters now provide or plan to provide public frame relay services. Not
onlv is it important that the service be available from a carrier, but it is also critical
that the service be tariffed 1in a competitive way if users are to make investments
for migration to the new technology. This section examines some issues pertaining
to the public service.

11.7.1 Congestion Control Issues for Public Networks

. Asindicated. in frame relav the entire bandwidth, up to the maximum access speed,
can be made available to a single user during peak periods. A problem may arise
in the network if many users require this bandwidth simultaneously, as might be
the case when LANs from multiple organizations (or departments within an orga-
nization) are terminated on the network. The frame relay network must be able
to detect any overload condition and quickly initiate corrective actions.
Congestion control (also known as flow control) is already needed in tradi-
tional public packet networks, but in a frame relay network its need is more critical
duc to the performance objectives of the latter, and the greater access speed. In
X.25 networks, the access speed is normally much lower than the speed and capacity
of the backbone. It is unlikely that a single device would ever monopolize the
backbone. In a LAN interconnection/frame relay environment, the routers seen
as an ensemble may transmit a combined rate which might approach the capacity
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of the backbone itsclf. A single router may flood the backbone; this in turn will
starve other circuits of bandwidth.
Temporary conditions of overload occur in any well-utilized nctwork. Net-

works which ncver experience temporary overioads may in fact be underutihized.

Over-engineering. however, is not a desirable way to handle congestion control
because such an approach is not cost-cffective. Ignoring the issuc of congestion is
also undesirable, since. in effect. it mcans not capitalizing on the full potential of
frame relay. In private networks. transmisston costs arc @ major componcnt of any
design evaluation, and most of the benefits of frame relay technology are fost if
implementing it demands the leasing of excessive amounts of bandwidth [11.21].
The challenge is not how to preclude any temporary congestion. but how to react
to it when it occurs. Over-engineering or, better yet. relying on statistical averaging
to obtain the most efficient utilization of deploved resources may be an approach
that is viable in-a public network environment. given the large poputation of
potential users. o

The ANSI standards specify explicit congestion control notification bits and
a congestion notification control message. The important ficlds in the address
portion of the frame relay format are the FECN. BECN. and DE, described carlier.
In the ANSI standard, each of the individual virtual circuits tn a frame relay
connection (if the user and/or topological implementation calls for multiple PVCs
over a physical link) can be independently throtticd back. To be fair. the sources
that contribute the most to the congestion should be slowed down the most. while
sources contributing less traffic should be slowed down less. Hence, the network
must be able to identifv which PVCs over a physical link or, bevond the access
portion, in the network are responsible for monopolizing resources.

Both the user's equipment and the switch should be able to respond to conges-
tion control actions implied by the congestion control fields. For example. during
periods of heavy load, the network could signal the user’s equipment. by sctting
the congestion bit, to reducc the traffic arnval rate: when the overload situation
dissipates. the opposite action could be achieved by setting the congestion bit back
to normal. In some situations, the user’'s equipment could be overioaded: for
cxamplc, a LAN gateway may be servicing another user and may not be able to
absorb heavy loads of traffic coming from the network. Here, the user’s cquipment
must be able to throttle the network.

The ANSI standards also provide for a DE capability to discard some frames
if the initial congestion control actions do not correct the situation. The network
should not be designed to discard frames indiscriminately: it 1s fairer to discard
frames from the users who contributed the most to the congestion. If the imple-
mentation supports the DE field, this can be accomplished equitably, since the
user's equipment can indicate which frames should be discarded first. The DE
capability makes it possible for the user to temporarily send more frames than it
is allowed on the average. The network will forward these frames if it has the
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capacity to do so; but if the network is overloaded, frames with the DE bit set will
be discarded first [11.21].

Some network/equipment vendors may implement a simple flow control pro-
cedure, rather than the full ANSI capability. For routers incapable of implementing
the control mechanism of the ANSI Annex D specification, a simplified X-on/X-
off form of flow control is allowed by LMI. The optional flow control limits trans-
mission in the direction of the network, but not the reciprocal way. In the view of
observers. while this approach is useful, backbone frame relay networks must also
implement the full ANSI mechanisms; otherwise, the network will not be able to
control effectively overioads from these devices.

Implicit Congestion Notification (to the transport layer of the ultimatc user
equipment, i.e., the PC) occurs when the user’s end-to-end protocol determines
that data been lost. Actions to deal with Implicit Congestion Notifications usually
take higher priority than Explicit Congestion Notifications. The former is normally
handled by the ultimate equipment; the latter is handled first by the router and’
subscquently by the ultimate equipment. The network may indicate to the user’s
router that the data may be about to traverse a congested path by the FECN/
BECN bits previously discussed. The user response to these congestion notifications
is dependent on the type of notification and the frequency in which they are received
[11.6].

- To reduce osciltations possibly due to transient congestion conditions, a
congestion monitoring period (CMP) can be established by the user’s router to
track the frequency of Explicit Congestton Notifications received. This CMP is
typically defined as four times the round trip delay through the network. The CMP °
starts upon receipt of a frame with the BECN or FECN bit set, or if the logical
link is currently recovering from a congestion state. In a windowing environment,
two window rotations may be used to measure the CMP instead of four times the
round-trip detay. The user’s router recciving the FECN bit set in half or more of
the frames received during the CMP should start throttling data in the direction
of the reccived frame. Since data at any given time 1s typically weighted in the
dircction opposite of the frame with the BECN bit set. the BECN indication is
likelv to occur less frequentlv than the FECN indication. The user’s equipment
should therefore start throttling data in the opposite direction of the received frame
when the first indication of BECN is received [11.6].

During data transfer, one of the following four states is active. Typical carrier-
suggested actions are [11.6]

1. Data throttling due to Implicit Congestion Notification. When a frame has
been lost, as seen from the end-to-end protocols, the data flow should typically
be reduced by approximately one-fourth of current flow. Data should not be
throttied below the minimum end-to-end protocol flow (e.g., minimum win-
dow size).
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2. Data throttling due to Explicit Congestion Notifications. When data has not
been lost during the CMP, and the criteria for FECN or BECN frequency
during the CMP has been fuifilled (i.e.. half or more of the received frames
have the FECN bit set, or one or more of the received frames hate the BECN
bit set). then the data fiow should be reduced by approximately onc-cighth
of the current flow. Data should not be throttled below the minimum end-
to-end protocol flow (e.g., minimum window sizc).

3. Data flow recovery. If the criteria for FECN or BECN frequency has not
been fulfilled during the CMP (i.e.. fewer than half of the received frames
have the FECN bit set. or no more received frames have the BECN bit set),
then the data flow should be gradually returned to normal flow at a rate of
one-sixteenth of the normal end-to-end protocol flow.

4. Normal data flow. No congestion notification occurs and data throttling is
not necessary {i.e., no congestion action is taken).

11.7.2 Class of Service Parameters

Carriers are specifying various class of service parameters for the PVC frame relay
service. These include:

« Committed burst size {CBS). This is the maximum amount of user data {in
bits) that the network agrees to transfer. under normal conditions. during
one second. -

» Excess burst size (EBS). This represents the maximum amount of uncom-
mitted data exceeding the CBS that the network will attempt to deliver during
one second.

+ Committed information rate (CIR}. This represents the user’s throughput
that the network commits to support under normal network conditons. CIR
1s measured in bits per second.

» Committed rate measurement interval (CRMI). This is the time interval dur-
ing which the user is allowed to send information at the CBS rate or at the
CBS + EBS rate. - '

See Figure 11.27 for a graphical interpretation. These_quantities are important,
since they are the basis of the services the carriers provide and for the supporting
tariffs. Frame relay carriers will enforce the subscribed CBS., EBS. and CIR in the
network in order to meet the grade of service. The user must allocate some min-
imum CIR to every possible device-to-device relationship (i.c.. PVC): this implics
that frame relay service, as currently available, is not the optimal solution to
" interenterprise applications {(where SMDS may be).

A 90
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Figure 11.27 Traffic arrival and trcatment in a frame relay network.

11.7.3 An Example of Designing Networks With Public Frame Relay

A study of frame relay tariffs at press time revealed that each frame relay carrier
had a different pricing scheme. Not only are these pricing schemes complicated,
but a reliable comparison between services is difficult. It is almost impossible to .
generalize about the cost of frame relay services from one carrier to another, i
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especially when using published prices {(some carriers avoid publishing gencric
tariffs; while nondominant carriers are not obligated to publish tariffs. such pub-
lication would certainly help the user choose a service/carrier) [11.52. 11.53].

While some carriers offer flat pricing, others offer pricing basced on the number
of user locations. the amount of bandwidth. and distance between the carrier’s
POP and the user’s location. Some carriers sum the bandwidths defined on all the
network PVCs (whether actually tn usc or not). Some add a surcharge for any dita
that needs to be delivered over a user channel exceeding 1 .800) miles (presumably
this is related to the fact that the propagation time slows down the delivery of the
data to the user, implying added nctwork responsibifity}. Many have access line
charges. although some hide (absorb) that cost.

A published comparison among three carriers for service in four cities (Chi-
cago, New York. Dallas. and Los Angeles) is shown in Table 11.16 [11.52]. The
table shows that there is a lot of variability in the cost. and # rational comparison
1s difficult.

One conclusion that does emerge 1s that frame rclav service is cheaper than
fullv interconnecting all locations with point-to-point high-speed digital lines. A
public frame relay network gencrally costs about a third of a fully mterconnected
mesh network. Assuming that the carrier has a service POP in all LATAS where
the user has traffic sources/sinks. the cost-effectivness of the frame relay solution
increascs as the number of sites to be connccted increases. In addition, 36- and
64-kbps frame relay services are universally cheaper than comparable X .25 services.
which frame relay can replace in a number of situations (c.g.. LAN intcrconnec-
tion)."

Table 11.17 compares a public frame relay nctwork with FI'IL effective
throughput (the physical access line may in fact have to be a Tl line). o traditional
mesh FT1 nctwork, and a private onc-node frame relay network. Figure 11.28

Table 11.16
A Cost Compansoen Between Frame Relay Services (January 1942)

CompuServe §13.140 .

Sprint Standard $12.260 10 $13 270 {(depending an usage volume)
Spnnt Rescrved $36.300 ’

Sprnt Hybrid 319,920 -
Wilte! $19.620 fesumated)

Coverage Chicago. New York, Dallas, Los Angeles
Access (physical T1): $1,300

Access {lomcal)' 1.029 Mbps

PVC: 512 kbps

""'Some carriers report that many users in fact employ the service at the 64-kbps rate.
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Table 11.17

Typical Frame Relay Costs; Public Network Covering New York,

San Francisco, Atlanta, Dallas, and Chicago

Sprint Data Standard Rate

Sprint Data Reserved

Configuranon® Wi Tel CIR {no guarantee} {guarantee)
256 kbps access $ 4527 $ 5.600
256 kbps throughput
1.024M access $ 9.011 $11,350
256 kbps throughput
1.024M access $15.354 $17.950
1.024 M throughput
Mesh Dedicated FT1 Network®

Mileage FTii64 FT1/128 FT1i256
Chi-SF 1.860 $ 893.62 $ 1.674.92 $ 3.149.99
Chi-NY 710 $ s02.62 $ 927.42 $ 1.746.99
Chi-Atl 720 §$ 506.02 $ 93392 § 1.739.19
Chi-Dal 800 $ 533.22 $ 98592 $ 1.856.79
NY-SF 2.580 $1.138.42 $ 214292 § 4.028.39
NY-Atl 940 $ 580.82 $ 1,076.92 § 2.027.59
NY-Dal 1.370 $ 727.02 $ 1.356.42 § 2.5582.19
Atl-Dal 820 $ 540.02 § 998.92 3 1.881.19
Atl-SF 2.230 $1,019 42 $ 1,915.42 $ 3.601.39
Dal-SF 1,480 $ 76442 $1.427.92 $ 2.686.39
Total $7.205.60 $13.440.70 $25.200.10
Private Frame Relay Network®

Mileape FT1256 Frhisi2 Ti
Chi-SF 1.860 $3.149.99 $ 5.606.21 $13.560.00
Chi-NY 10 $1.746 99 3 3.099.21 £ 6.660.00
Chi-Att 720 $1,759.19 $ 3.121.01 3 672000
Chi-Dal 800 $1.85 79 $ 3.295.4]1 $ 7.200.00
Total (transmission) $8.512.96 $15.121.84 £34.140.00
Totat {with ammortzed node) $0.512.96 $16,121.84 £35.140.00

*InterLATA costs only
Press ume tanffs. subject to change

depicts the topology of this example. A frame relay network is much cheaper than
a mesh network; for the example shown (five cities), the frame relay service at 256
kbps of throughput is only 15% of the cost of a mesh network. This is what was
meant earlier when it was stated that *'in order to get the maximum benefit from

frame relay technology without having to incur large charges, the service needs to

293
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be provided by a carrier.” The public frame relay network is only 25% (or less)
of the cost of an appropriately configured private frame relay network. Note that
in the public frame relay network, the throughput for each PVC from San Francisco,
for example, could be 265 kbps. This implies that the private frame relav version
must use a FT1 link to the node (which in this example was placed in Chicago).
which should be 1,024 kbps as a “‘conservative™ design, or at least 512 kbps as an
“average’ design.

One issue not clear from Table 11.17 is quality of service. In the full mesh
network. the end-to-end delay approximately equals one transmission time. For
example. if the mesh network used FT256 and the user’s (ethernet) frame was
1.500 octets, then the delay would be 0.047 seconds. In the one-node private frame
relay network, the delay would be 0.104 seconds, since the transmission time must
be incurred twice. and there is nodal protocol processing delay (which we have
assumed at 0.010 seconds). If two backbone nodes must be traversed (and it is
assumed that the backbone link is also 256 kbps. the nodal protoco! processing
delay is 0.010, and the frame-to-cell and cell-to-frame assembly is 0.020 seconds),
the total end-to-end delay would be 0.181, approaching the notorious delav incurred
through a satellite link. '

This example should make clear what this entire book has tried to do: there
is no uniquely superior answer to a corporate networking problem. Each solution
has advantages and disadvantages. A mesh network is more expensive. but the
grade of service is better. A public frame relay network is cheaper. but there is
more nctwork delay. the service may not be available at all sites, and dedicated
T1 access lines are still required. A private frame relay network is cheaper than a
mesh network, while costing more than a public network; this solution. however,
requires the user to purchase new equipment and to manage it. Another factor to
take into consideration is the cost of the “‘access.’ If the carrier has a POP in the
LATAC(s) in question, that cost equals the cost of a T1 facility between the user’s
tocation and the POP. If the carrier only has a few nodes across the country, as is
currently the case, the user may have to incur the cost of the T1 line to reach the
switch; this could be hundreds of miles (some carriers pick up the cost of the access
up to some distance).

The author is of the opinion that a practitioner may be hard pressed to try
to rattonalize why Company X (which may be profiled in a trade press magazine,
or described by collcagues) used a given technology. Likely, Company X used a
technology because of (1) how well a vendor made the case for the technology
they sell, or (2) some senior manager in the company was “sold” by a trade press
article which highlighted the advantages of a technology without ever describing
its drawbacks (as is the practice), or point out the fact that the utility is highly
dependent on the user’s specific environment (ultimately, trade press magazines
arc influenced by the companies supporting them through their advertisement
dollars). . : :
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'11.8 FRAME RELAY PRODUCT AVAILABILITY

Vendors started to embrace frame relay technology in 1990, and equipment was
appearing in 1991. As of press time, at least three dozen vendors have announced
frame relay equipment and/or services [11.54])) For some vendors., such as those
offering internetworking products. adding frame relay support may require a simple
software upgrade of the hardware. since bridges and routers are already based on
packet architectures. The same HDLC chips currently used on the communication
side can be micro-programmed for frame relay {11.25]. The first wave of frame
relay products must at least provide support for the access protocol. congestion
management, and the status of PVCs. From a user’s perspective. in order to deploy
the equipment in the critical path of the corporation’s ability to conduct business,
robust and sophisticated network management capabilitics must also be in place.
This section provides a partial survey of some frame rclay products in order to
reinforce the fact that the technelogy is quickly materializing and that users can
begin to study if and how frame relay can truly bencfit their bottom lines in terms
of decreasing their communications budget. This information will evolve over time.

11.8.1 T1 Multiplexers and Nodal Processor Manufacturers

Vendors of T1 multiplexers basced on crrcuit switching TDM architectuies need
more work to transitton to frame relay than vendors alrcady supporting fast pucket
switching. These vendors necd to add a cell engine to support frame relav in an
effective manner: some have done so. while others are in the process of doing so.
See Table 11.18. which provides a varicty of other product information (based
partially on [11.55]). Two approaches were used in the carty 19905 as o short-term
solution. short of a total architectural redesign. The first approach s to ofter frame
rclav modules. or boards. for existing circuit-switched multiplexers. The second
approach is to use a front-end frame relayv developed by another vendor or strategic
partner  With near-term solutions. the T1 multiplexer may typicilly onlbyv allocate
a definite amount of bandwidth for frame relav support. and there mayv be per-
formance and throughput probicms. In the long term! traditional T1 cquipment
will have to be redesigned to incorporate fabrics which can cxploit fully the advan-
tages of cell switching. An important consideration is congestion control Some
vendors have experience in this arena. and others may not. In particular. vendors
of packet switching equipment have dealt with this issuc for ycars; vendors of Tl
multiplexers have generally not had a neced to deal with it. These products arc
typically used for private frame relay networks. although the more sophisticated
equipment (e.g., StrataCom’s IPX) can also be used to build public nctworks.
StrataCom’s IPX Fast Packet multiplexer has supported a cell relay engine
since the mid-1980s {11.20]. To support frame relay, the IPX required a sottware
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Table 11.18
Partial List of Frame Relay Nodal Processors
Min Max Access Lines
Frame, Frame, ‘
Vendor Product Octets  QOctets 64 kbps 512 kbps  T1 NNIY
Amnet FRNS 7000 5 1,600 63 32 8  Arpanct datagram
Dowty FPX 2000 1 4,096 120 80 40 FR
Hughes Network  FRS 9000 1 2,100 384 128 32 FR
NET 7 2,112 220 150 150 FR
Netrix #1-1S8 1 4.096 300 48 16 FR
Newbridge 3600 IFS 1 8.200 30 4 1 FR
NTI S/DMS 5 2,106 14,000 2,448 612 cel/ATM
DPN-100 1 2,048 NTI's UTP
StrataCom » IPX 32 5 4,506 B0 80 20 cell
Telematics NET-25 5 4,096 64 16 16 Telematics’ TNP
Timptex Frame 5 1,600 12 - 12 12 FR
Server
US Sprint TP4900 1 8,189 528 66 22 FR

*FR = Frame relay

upgrade and frame relay cards (while routers typically already have HDLC cards.
T1 multiplexers usually do not). Early support included Cisco routers [11.39]. The
frame relay card accepts frame relay frames and segments them into 24-byte cells ..
that can be transmitted over the StrataCom’s proprietary T1 backbone. Users are
not forced to dedicate bandwidth to the frame relay services a priori and on a
prealiocated basis. Each frame relay board (dubbed FRI-1M) consists of a V.35
interface with four ports and costs $12,000. Initially the UNI was not supported at
the full TI/EI rate (it supported 1.024 Mbps). but as of 1992 these access rates are
supported (using boards dubbed FRI-2ZM, which cost $14,000) [11.56]. Carriers
reported to use StrataCom’s equipment include AT&T, WilTel, CompuServe,
National Telecom Corp. (Canada), and Telecom Finland. The IPX switch also
supports voice, and is therefore a mixed-media nodal processor (private imple-
mentations can support voice and data, but, to date, public implementations using
the 1PX only support data). Between the end of 1990 and the end of 1991,
StrataCom sold 2,000 frame relay ports [11.57]. In 1990, StrataCom and DEC
announced an cquity agreement, resulting in DEC’s .worldwide distribution of
StiataCom’s IPX systems [11.58].

AT&T's BNS-1000 Fast Packet Switch is a multiport data-only switch sup-
porting frame relay on the DTE user side and cell relay on the network side. ANSI
and CCITT standards are supported on the access side (T1.606). Access rates can
be as high as a full T1 or E1 (2.048 for European operation), or can be a standard
subrate [11.59]. Preprovisioned PVCs' operation through the BNS-1000 makes
network administration simple and eliminates the delay associated with cali setup, °
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which is otherwise needed. Standard physical access-side interfaces are supported.
inciuding CCITT V.35, EIA RS-449, and EIA RS-232. At the upper protocol
lavers, the node transparently supports TCP/IP and other LAN industry standards.
BNS-1000 nodes connect with other nodes over carrier-provided T1 or E1 Links.
or private fiber. Cell relay is used on the network side. When wide-arca configu-
rations require multiple nodes. a node-to-node maintenance channel up to 34 Kbps
is available to support the user's management requirements. The nodal processor
can be configured as a frame retay switch in an existing multiple router environment;
alternatively, when used in conjunction with the AT&T LCS200 Network Router
and LCS100 Network Gateway products. it can be configured as a complete virtual
private network platform for wide-arca LAN intcrconnection. The switch achieves
high reliability using both hardware and softwarc redundancy for call processing.
Automatic alternate routing is supported on the backbone side. In the event of
failure or high incidence of fault occurrence on links between nodes, the Session
Maintenance feature automatically detects trunk failures and reroutes tratfic to
alternate trunks. using previously unassigned bandwidth. Existing and rerouted
traffic can share the same trunk. The process of detection, bandwidth negotrations,
and route switching is accomplished within 10 seconds. Rerouted tratfic can be
moved back to its original path when the faulty hink s restored. The switch supports
over 30.000 endpoints simultancousty (15000} two-wuv connections). over o private
network. in a nonblocking mode. It can switch and forward 44.000 packets per
second. The hardware 1s scalable in terms of the number of frame relav mterfaces
the individual nodes support in modules of four ports [11.1]. The BNS-1000 15
aimed at private frame relayv networks: a switch for public networks, the BNS-
2000. 1s also avatilable from the manufacturer. although the emphasis of the latter
1s on SMDS.

Nectwork Equipment Technologies wis reported to be fooking at designing a
frame relav interface for its Integrated Digital Network Exchange (IDNX) T
mutiplex product. The company was pianning to offer first a proprictary 1IDNX
board that incorporates the functions of a router and a high-performance packet
switch to support direct LAN connections on the T multiplexer. The card would
later be adapted to support frame relav [11.50)]

GDC has made public commitments to a frame relay interface to the Megamux
TMS Tt multiplexer. In addition to the new interface. the equipment internal bus
was to be enhanced to support both a circurt-switched as well as a packet-switched
architecture. It was planning on combining ciements of TDM/circuit switching with
frame rclay and cell switching [11.20].

Newbridge has announced frame relay support through a new Distributed
Communications Processor module of its 3600 MainStrect Bandwidth Manager T1
multiplexer. The product formats data from attached LANs into the frame relav
format and passes the data unchanged over the circuit-switched private backbane.
Initially, backbone bandwidth was allocated among TDM data. voice apphcations,
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and frame relay data in a predetermined way rather than dynamacally (this is true
of all circuit-switched T1 multiplexers).

Motorola Codex has also announced frame relay suppport in its product line:
the 6290 Series T1 Multiplexer. the 6525 Packet Switch, and the 6507 multifunction
PAD. The frame relav interface for the 6290 is tmplemented using a two-card set:
a four-port V.35 interface and a frame relay PAD. The cost of upgrading an c¢xisting
node is in the $20.000 range, while the cost of a new 6290 equipped with frame
relay interfaces starts at around $40.000. The 6290 can be managed using an OSI-
based svstem. The 65235 packet switch can grow in 6-port increments up to a total
of 48 ports: like most switches. it supports both dialup asynchronous terminais and
access over a dedicated line. Adding the frame relay interface to an existing 6525
enables users to create X.25 subnetworks that feed into the 6290 fast packet back-
bone. Beginning m 1991, the frame relay interface became standard equipment on
the packet switch; the switch upgrade costs in the neighborhood of $3.000. The
frame relayv software supports up to 32 logical links over a single physical connec-
tion. The 6507 PAD supports ports individually operating distinct protocols, includ-
ing Bisvnc/SNA. frame relav. and asvnchronous dialup. The PAD can be connected
to cither the 6525 packet switch or the 6290 fast packet switch, and it costs in the
neighborhood of $2.000 [11.15]. _

Timeplex announced support of frame relay in both its internetworking and
multiplexing product line {11.12}. The FrameServer System can be used either as,
a standalone frame relay nodal processor or in conjunction with the Link mult-
plexer family. The processor is quoted at $14.,000 to 25.000. A frame relav capability
for the router product line has also appeared. allowing routers to connect to a
public or private frame relay network. SNA traffic can also be consolidated for
transport over the WAN frame relay network. The capability costs in the $1,000
range {11.12].

Other vendors with frame equipment include [11.50] Coral Network Cor-
poration and Hughes Network Systems; this list 1s likely to grow over time.

11.8.2 Router Manufacturers

Manv router vendors now support frame relay interfaces, including 3Com, ACC,
AT&T. Cisco Systems, CrossComm Corp.. DEC. Hughes, Protcon, RAD, Sun
Microsystems. SvnOptics. Timeplex, Vitalink Communications, and Wellfleet
[11.60]. Some routers can be upgraded using a frame relay software module; these
range in price from $750 to $4.000. Some routers support both frame rclay and
SMDS. Most routers support ANSI LMI (Annex B and/or D).
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11.8.3 Packet Switch Manufacturers

Traditional packet switch manufacturers are also positioned. in thcory, to support
frame relay, but they need to upgrade their switches to support higher specds.
These vendors have not made major breakthroughs in speeds in the past decade.
and some observers question their ability to respond to the ncw environment.
Burstv applications in LAN interconnection require DSt or DS3 speeds to achieve
optimal operation in today's environment of “network computing.” file transfers,
graphics, and decision support systems (such as spreadsheet applications). This
type of equipment tends to use FRI at the NNI, rather than cell relay (future
migration is possible). Some vendors are described below.

Northern Telecom announced a frame relay interface for the DPN- 110 packet
switch. The switch can be used to support hybrid public/private networks. A framce
relay capability for Northern's CO switches, DataSPAN. is also avatlable
DataSPAN's offertng has been developed to retain compatibility with the installed
base of CO switching equipment (both local and toll offices). DataSPAN is not an
adjunct frame relay switch. which could introduce OAM&P complexitics for the
carrier. Instead, the frame relay fabric can be integrated on an cxisting switch,
sharing common equipment, interfaces. and operations systems. DataSPAN is
based on the Link Peripheral Processor of a DMS SuperNode. The Link Peripheral
Processor scrves a variety of functions. including ISDN D-channcel packet handier.
Signaling System 7 message processor. and frame rclay handier. Anv DMS-100,
DMS-200. or DMS-250 switch in the network can be upgraded to DMS SuperNode.
To add frame relay service, appropriate tnterface cards arc put in front of, and
new software is put into, the Link Peripheral Processor {11.2, 11.17]. Northern's
implementation provides the PVC version of the scrvice. but an ISDN/SV(C version
is under development [11.61]. Each frame relay interface can accept an unchan-
nelized DSI signal or a channelized DS1 representing 24 individual 56 kbps. On
the trunk side, DataSPAN operates in a celf switching mode. The user’s message
arrives at the switch in a frame conforming to the frame relav spectfication: the
switch scgments the frame into cells and transmits them across the interoffice
facilities. At the remote end. the cells are reassemblied into frames while guaran-
teeing order preservation. For the applications requiring speeds in the Y.6-kbps
range., DataSPAN may be connected to a 56-kbps service (DDS or ISDN). These
interfaces arc supported via standard DMS SuperNode Copper peripherals: the
lower speed circuits are multiplexed into channelized DS1s and connected to units
on the Link Peripheral Processor. Many LECs and 1XCs are equipping their DMS
SuperNodes with Link Peripheral Processors to implement Signaling System 7
capabilities [11.18, 11.62]. A trial with NYNEX for the frame relay intcrface on
the DMS-100 and DMS-250 was planned for 1991.

BBN Communications was bringing out in 1992 a high-end packet switch
supporting frame relay. The new T/300 Packet Switching Node supports up to 77
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FRAME RELAY

Se estima que el mercado conjunto de Frame Relay
y SMDS (Switched Multimegabit Data Service)
sobrepasan los $1.2 billones de délares en 1995

en los Estados Unidos.
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FRAME RELAY

& Frame.- Bloque de informacion de longitud variable
enviado a un medio de transmisiéon como
unidad de la capa de enlace del modelo OSI
(nivel 2). Consiste de una bandera, una
cabecera, un campo de Informacién y un “Trailer”
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FRAME RELAY

Frame Relay es una nueva tecnologia de alta velocidad basada
en paquetes, con asignacion dinamica del ancho de banda, alto
rendimiento y bajo retardo, para soportar el incremento del
trafico de informacion en ambientes corporativos. Frame, Relay
define un formato estandarizado para los “Frames” de nivel de
“data link”, ios cuales son transmitidos sobre una red de LANs
interconectadas o socbre una red publica de datos. Un “ Frame”
es ensamblado por el equipo terminal del usuario y es
interpretado por los procesadores nodales de Frame Relay o en
su caso por ruteadores remotos.
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T

FRAME RELAY

Caracteristicas:
“* Soporta solo transmision de datos

“% La transmision se establece por unidades de datos de
longitud variable ("Frames"),

“ Se establecen conexiones virtuales
“> Comparado con la tecnologia tradicional de conmutacion
de paquetes, reduce significativamente {os retardos en la

transmision.

“~ Mas eficiente en el uso del anche de Banda

“* Detrementa costos en l0s equipos de comunicacion
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FRAME RELAY

Eficiencia:

En los servicios tradicionales de conmutacion de paquetes
los retardos que se introducen en la red, son de 200 ms o
mas. En redes Frame Relay se reducen de 20 a 40 ms.
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FRAME RELAY
Velocidad:
2 FRL.-Frame Relay Interface !
Soporta velocidades de:
“> 56 Kbps
N x 64 Kbps
“> 1,544 Mbps

“ 2,048 Mbps (Europa)
“* 45 Mbps (Algunos fabricantes)
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FRAME RELAY
Tecnologia anterior:
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FRAME RELAY
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X.25 = FRAME RELAY

X.25

Packet Switching
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Frame Relay

Fast Packet Switching
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1990 - 1992
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Technology
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FRAME RELAY

Correccion de Errores:

Cuando en la red se detectan errores la correccion es relegada:
a los sistemas terminales. Las condiciones de error incluyen
pérdida, duplicacidon, descartacion, pérdida de secuencia de ios
frames. La forma de recuperacion de errores puede medir el
rendimiento de los equipos.

Estadisticamente se ha comprobado que la probabilidad de falla
en un frame es del orden del 0.9%.

ddddddddddddddddddddddduﬂdddddﬂ
NotasH

Odddaadoddddadddoddd
RRRPPRERRPRRRRRRRR

ciciciciciciciciciciciciclciciclcicicicclclclicicicicicicicic
3-14



TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

o
-

FRAME RELAY TIPOS DE SERVICIOS

& SVC Sempermanet/Switched Virtual Circuit
¥* Asignacion dinamica de rutas

PVC Permanet Virtual Circut

k)

“= Configuracion estaticas de rutas

o dddddddddddddddddddaddddddd o
Nofrass
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

FRAME RELAY
Conceptos:

& Frame Relay Processors

£ Frame Relay Nodal Processors '

= Frame Relay Networks

- Pablica
“* Privada
2 Hibrida
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TECNOLOGIAS EN SISTEMASDE BANDA ANCHA

FRAME RELAY Red Publica

YRR e A

T dddadadaaddaddadd g T T g el ol e
Neles:

oo dddddddddddddd
eleleleleleiclelelel elelel el elel el e,

clciciciciciciclciciciclelclclciclclclclciclclciciciciciciclchs &
3-17




TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

FRAME RELAY
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TECNOLOGIAS EN SISTEMAS DE BANDA ANCHA

|

FRAME RELAY Red Pdblica

Ity il

,
,
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DIVISION DE EDUCACION CONTINUA DE LA FACULTAD DE INGENIERIA
UNIVERSIDAD NACIONAL AUTONOMA DE MEXICO

Diplomado en Redes de Computadoras y Telecomunicaciones
(Tecnologias de la Informacion)
Examen del Curso Redes de Alto Desemperio
Impartido del 23 al 27 de Octubre del 2000

Objetivo: Migrar la red de computadoras que se 1lustra en el esquema 1-a una red que
aproveche la tecnologia de vanguardia, para establecer una red de ALTO RENDIMIENTO
obteniendo la mejor relacién COSTO/BENEFICIO.

Especificaciones: En el esquema 1 se tienen los siguientes elementos

Edificios: 1,2,3 ubicados contiguamente en la Cd. de México, existe Conectividad directa
entre ellos. o

Computadoras:

A Computador de arquitectura ISA, mterface de red Ethernet 10BaseT. 30

computadoras por piso.
o

B Computador que se requiere adquirir e integrar a la red. 6 computadoras
nuevas por piso.

C Servidor de arquitectura EISA 1 inteface de red 10BaseT
1 interface de red 10Base5

D Hubs, concentradores Ethernet 10BaseT 16 puertos 10BaseT
1 puerto AUI
1 puerto BNC
2 concentradores por piso

E Segmentos de cable UTP-5
F Segmento de RG-11 como Backbone

G Ruteadores con 2 puertos Ethernet
2 slots libres.

H Ruteador concentrador 4 puertos 10BaseT
1 puerto serial
1 puerto AUI
2 slots libres

I Canal EO



J Red publica X.25

K Enlace a Internet

L Servidor de nombres de E-mail

N Ruteador con 2 puertos Ethernet, 1 puerto serial, 1 slot libre
1.- Sobre el esquema 1 indicar las velocidades maximas de:

E: F:

I: M:

2.- Indicar las caracteristicas adecuadas de:

Computadoras B:

_Modelo : Costo:$

3.- Justificar e indicar los cambios de equipo o configuracion de los servidores:
Modificacion de hardware:
0
Cambio de equipo

4.- llustrar en el esquema 2, la red integral informatica en operacién con tecnologia de alto
desempeno

* El usuario final debe tener acceso a toda la red.

* El usuario final debe tener acceso a Internet

* Las aplicaciones serdn Cliente/Servidor

* Los enlaces entre todos los edificios deberan ser a la mayor velocidad

posible.

* Indica en el esquema 2 como quedaria la migracién de red a tecnologia
de alto desempefio.

* Piso 3- Aplicaciones de misién critica

* Mostrar sobre el esquema las velocidades maximas de los enlaces

* Indicar con nomenclatura los elementos que conforman la red . __

* UTILIZAR UNICAMENTE EQUIPO DE LA LISTA DE PRECIOS
ANEXA, HACIENDO REFERENCIA AL MODELO.

5.- Requisitar el pedido e indicar el costo total del proyecto.

NOTAS:

» El objetivo determina obtener la mejor relacién costo/beneficio, esto es



1) Cubrir las necesidades
2) Al menor costo
3) No sobre pasar el presupuesto asignado

e Presupuesto asignado $

« Se pueden solicitar los servicios profesionales de un asesor
Fechadeincio __/_ /_ /
Fecha de aprobacién  __/__ [/ /

Equipo:

Nombre:
Tel:

Organismo:____ -

Equipo:

Nombre:

Organismo:

Equipo:
RF.C.

Nombre

Organismo “

Hora lniciall :

Hora Final :

R.E.C.

Fax.

R.EC:

Tel:

Fax:

Tel. ~

Fax:-



LISTA DE PRECIOS

Ejercicio de evaluacién

IMODELO [PRECIO USD DESCRIPCION
Computadora Pentium |l 450 Mhz 133Mb RAM, Siot PCI,
PC1 3 1,500.00 Puertos USB Monitor SVGA, Disco duro de 6 GB.
Computadora Pentium [l 500 Mhz, 64 Mb RAM, 1 slot PCI,
PC2 $ 2,000.00 Puertos USB, Monitor SVGA, Disco duro de 8 GB.
Servidor Pentium: lll 550Mhz, 128Mb RAM, 3slot PCI, Moniton
SVGA |, Disco duro SCSI de 9 Gb, CD-ROM, Umdad de cinta y
SV1 % 6,500.00 Hot Swap
Servidor Pentium Il 600Mhz., 515 KB cache, 133Mb RAM,
Monitor SVGA, Disco duro SCSI de 9Gb. CD-ROM, unidad de
Sv2 3 8,000.00 cinta y Hot Swap. ‘. .
CT1 %] 800.00 Concentrador de 16 puertos 10BaseT '
CT2 $ 3,000.00 Concentrador de 16 pueros 100/10BaseT, 1puerto AUI
... Concentrador de 16 puertos 10BaseT, 1 puerto AUI, 1 puerto]
CT3 s 1,800.00 BNC.compatible SNMP. :
CT4 $ 3,600.00 Concentrador de 16 puertos 100/10BaseT, compatible SNMP
RT1 3 3.500.00 Router con 2 puertios Ethernet, 1 puerto ISDN
RT2 3 2,500.00 Router con 2 puertos Ethernet, 1 puerto serial
RT3 $ 3,500.00 Router con 4 puertos Ethernet, 1 puerto ISDN
RT4 3 .3,000.00 Router con gabinete, 4 slots y fuente de poder
RTS 3 5:500.00 ' Router con gabinete, 8 slot fuente de poder
Switch Ethernet con 16 puertos 10BaseT, 1 “puerto AUl 1 puerto
SW1 % 3,500.00 BNC, 1 puerto 100TX
SwWw2 3 3,500.00 Switch Fast Ethernet con 8 puertos 100/BaseT, 1 puerto AUI
Switch Fast Ethernet con 8 puertos 100/BaseT, 1 puerto AUl 1
SW3 $ 7.500.00 puerto ATM




SwW4

SW5
SW6
SIMM1
TJA1
TJA2
TJ3
TJ4
TJ5
TJ6
TJ7

C|RNTH

RNTZ2
ICI
T1

T2

3,200.00

2,800.00
6.000.00

600.00
2,200.00

1,500.00

2,500.00

5,500.00

900.00

\

2,000.00

2,500.00

800.00

2.000.00
100.00
130.00

150.00

I [ B
'

Switch Fast Ethernet con 8 puertos 100/BaseT, 1 puerto AUI,
SF

Switch Fast Ethernet con 8 puertos 100/BaseT,1 puerto AU, CT
Switch ATM, 4slot, chasis y fuente,de poder, backplan‘e 2GB
SIMM de memoria 8 Mb para PC.

Tarjeta para ruteador 2 puertos Fast Ethernet; 1 Puerto ATM.

\
Tarjeta para ruteador FRI.

)
Tarjeta para ruteador 4 puertos FDDI
farjeta para switch ATM 4 puertos ATM
Tarjeta para switch ATM 1 FRI

Tarjeta para switch ATM 4 puertos FDDL.

‘Tarjeta para switch ATM 4 puertos Fast Ethernet -

Renta mensual de puerto FR sw una red publica Frame

Renta mensual proveedor de servicios Internet puerto. de
ruteador B-ISDN. .

Hora de asesoria en disefio de redes de alto desempeiio
Tarjeta de red 10BaseT

Tarjeta Fast Ethernet, PCi1 100BaseT

~e
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