
INSCRIPCIONES 

CENTRO DE EDUCACION CONTINUA DE LA 
DIVISION DE ESTUDIOS SUPERIORES DE 
LA FACULTAD DE INGENIERIA, U. N. A. M. 

Palacio de Mmeria Calle de Tacuba No. 5 
México 1, D. F. 

Horario de oficinas: 
Lunes a viernes de 9 a 18 h. 

Cuota de inscripción $ 4,000.00 

La cuota de inscripción incluye: 
• una carpeta con las notas de los profesores 
• bibliografía sobre el tema 
• servicio de cafetería 
• comidas 

Requisitos 

• · Pagar la cuota de inscripción o traer oficio 
de la empresa o institución que ampare su 
inscripción, a más tardar una semana antes 
del inicio del curso 

• Llenar la solicitud de inscripción 

Para mayores informes hablar a los teléfonos 

521-40-20 521-73-35 512-31-23 

CONSTANCIA DE ASISTENCIA 

Las autoridades de la Facultad de Ingeniería de la 
U.N.A.M., otorgarán una constancia' de asistencia a 
los participantes que concurran regularmente y que 

- -realicen los trabajos que se les asignen durante el 
curso. 
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OBJETIVOS DEL CURSO 

En la aplicación de computadoras a pro
blemas de hidráulica en países en desa
rrollo, el problema no estriba en la dispo
nibilidad de computadoras, sino en la 
dificultad de comunicar a los ingenieros el 

"saber como" involucrado en los problemas 
d~ cá.lc.ulo. En est'e ·: d.ur.sp·:· se proporciona 
el entrenamiento neces~riq:·éri' Hidráulica, 
Métodos Numéricos y Desa(rolfo de. "Soft-

. ware", que permite al ing'eniero la reali
zación y~/o uso eficiente de programas de 
computadora apticables a problemas de 
interés práctico. 

A QUIEN VA DIRIGIDO 

El curso ha sido diseñado para aquellas 
personas que trabajan en disciplinas rela
cionadás con la Ingeniería Hidráulica e 
Ingeniería Ambiental y que se enfrentan 
de alguna manera a problemas de disper
sión de contaminantes y movimientos en 
grandes volúmenes de agua. 

TEMARIO 

1.- INTRODUCCION. 

2.- DESARROLLOS RECIENTES EN EL 
USO DE COMPUTADORES EN 
PROBLEMAS DE HIDRAULICA. 

3.- METODOS DE LAS DIFERENCIAS 
FINITAS. 

4.- METODOS DE LOS ELEMENTOS 
FINITOS. 

5.- PROPIEDADES FISICAS DE LAGOS 
Y AGUAS COSTERAS. 

6.- CIRCULACION ESTACIONARIA EN 
CUERPOS DE AGUA HOMOGE
NEOS. 

7.- APLICACION DE METODOS NU
MERICOS. 

8.- CIRCULACION TRANSITORIA. 

9.- DISPERSION DE CONTAMINANTES 

10.- CONSIDERACION DE ESTRATIFI
CACION. 

11.- DESCRIPCION Y USO DE LOS 
PROGRAMAS DE COMPUTADORA. 

PROFESORES 

DR. GUSTAVO A Y ALA MILIAN 

DR. GERARDO HIRIART 

DR. PEDRO MARTINEZ PEREDA 

CONFERENCISTAS INVITADOS 

DR. JAMES A. LIGGETT 
Profesor de la Universidad de Cornell 

DR. JEROME J. CONNOR 
Profesor del. Instituto Tecnológico de 
Massachusets. 

NOTA: 

Los cursos tienen cupo limitado. 

Es recomendable inscribirse con oportuni
dad pára garantizar su asistencia. 
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A LOS ASISTENTES A LOS CURSOS DEL CE:NTRO DE EDUCACION 
CONTINUA 

Las autoridades· de la Facultad de Ingeniería, por conducto o.el Jr::fe del 
Centro de Educaci6n Continua, otorgan una constancia de asL; .8l.cia a -
c;:uient:s cumplan con los :t:"equisitos establecidos para cada curs:,. Lag 
persoPas que deseen que aparezca su título profesional precedlendo a -
su norr~re en la constancia, deberán entregar copia del mismo o de su -
cédula a más tardar el SEGUNDO DIA de clases, en las oficinas del Centro 
con la señorita encargada de inscripciones. 

El cqntrol de asistencia se llevará a cabo a través de la person~ encar 
gada ·de entregar las notas del curso. Las inasistencias serán computa= 
das po~ las autoridades del Centro, con el fin de entregarle constancia 
solamente a los a~umnos que tengan un mínimo del 80% de asistencia. 

Se recomienda a los asistentes participar activamente ccn sus ideas y 
experiencias 1 pues los cursos que ofrece el Centro están planeados para 
que los profesores expongan una tesis, pero sobre todo, para que coord~ 
nen las opiniones de todos los interesados constituyendo verdaderos se
minarios. 

Es muy importan te que todos los asistentes llenen y en tregen su hoja ·· 
de inscripci6n al inicio del curso. Las personas cornision3das por al
guna insti tuci6n deberán pasar a inscribirse: en las oficinas del Centro 
en la misma forma que los demás asistentes, entregando el oficio respe~ 
tivo. 

Con objeto de mejorar los servicios que el Centro de Educaci6n Continua 
ofrece, al final del cur~o se hará una evaluaci6n a tráves de un cues-
tionario diseñado para emitir juicios anónimos por parte de los asisten 
tes. 

.. 
"J : 
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DIRECTORIO DE PROFESORES 
USO DE COMPUTADORAS EN PROBLEMAS DE CIRCULACION 

Y DIS.PERSION EN AGUAS COSTERAS, LAGOS Y RIOS 

DR. GUSTAVO A YALA MILlA N 
Investigador 
Instituto de Ingeniería, UNAM 
Ciudad Universitaria 
México 20, D. F. 
Tel: 548. 97.94 

DR. GERARDO HIRIART 
Coordinador de la Sección de 
Fluidos y Térmica 
Instituto de Ingeniería, UNAM 
Ciudad Universitaria 
México 20, D.F. 
Tel: 548. 07. 35 

DR. PEDRO MARTINEZ PEREDA 
Jefe del Centro de Educación Continua 
D. E .S. F .l., UNAM 
Palacio de Minería 
Tacuba No. S - 1 ~ piso 
México l, D.F. 
Tel: 512. 13. 57 
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Profesor 
Universidad de Cornell 
U.S.A. 
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U. S.A. 
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USO DE COMPUTADORAS EN PROBLEMAS DE CIRCULACION 
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l. G01.'11l!JIJIC w·JUA':'IOJT!"'. -- FLUID 
------------~~~·----------

'de nclect a fi.xed ortl:oc;onal ref'ercnce frrunc hav inr; direction~~ 

y '\' 
''1' .. \ .... ' •· 

'l'lle coordinatcs of n roint nt til::e t tare 

x1 ,·:é
2

, x
3

, n.ud thc 'coordinute.:. a.t time t = O nre ~, a
2

, a
3

• In a 

"T.o~tl~:~c;•e;únu" formulution. on1~ tn.l~cr. thc ir1i tinl coordino. tes (n.) 
~ 

and time (t) un tlle :i.HdP.pendent vnrintles 

(1-1) 

Thin i~ quite rcn::;onal.>lc for o. salid nnc.:.: the change in shape of 

tl~t::.· llouy in smo.ll. llovever, a. fluid undereoes significant deformation and 
•, 

i t is more convenient to tnl·:c the coordinates a.t time t as the 

indepemlcnt variables. 'l'his ctoice is called a "Eulerian" formulation. 

(1-·:?) 

All dcp,~nclc11t vo.rinblcs such n.s pressure, tempera.ture, ve1ocity, etc., 

nre conr>illered to be functions of (x
1

, :::c
2

, x
3

, t) in a.n Eulerian 

formulA.tion. 

Let. un connidcr n. scnla.r function, f(XJ_, t), associated -..ri th a 

partic1e ( scc Fi¡;ure 1··2). ~-Te can cxp:!"P..GS the total chan¡;e in f 

uue to chnnt:e in posi tio11 of the pnrtic1e and time increment as: 

!:lf - .sr t 
, 2 
;) ó f + 

\lhere of j::; tbc ''first" orllcr cllnnc;e, 

ar 
óf = ax 

1 

(1- 3) 

(1-h) 
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'I'lte .1iJ:tlt, nc t\t·> O, of lf/t\t .. in dcfiued au thc ''particle" or "Ctokes" 

<1crivative and is HrHtcu ar. Df/Dt. 

Df lim 
Dt = ~t-+ ó 

L lim 
lit-~ ó 

(lf . ~
l 

l"lolJ, thc vclocity vector for a. particle is dc.f'ined as 

..:a. 
v -- vcloc i ty vector -· 

Opcrntíne on-:, 

1im. 
flt;- o 

~ ~ 
11.r Dr -= 
'At Dt 

a.ud notinL.: thnt ax./at = o sine e .x. nrc independcnt va.riables,we 
l 1 

oLtain. 

~ /IX, ~ Dr lil"' ..llo. 
= _.)_ ) e = v.R.. Dt t ~o t\t J J J 

~ 

v j ·· COl"lllOncnt of v in thc ') llirection 

Pinl\llJ·, ve cnn \rritc-(1-)) A.S 

Df 
Pt 

= ::J.r + \ Jf 
Ot L :lx. 

·J 
v. 

J 

Dx. 
=~ 

Dt 

(1-5} 

(1-6) 

(1-7) 

(1·3) 

(1-9) 

The first term is thc "local" rate of change ancl the remaininG terms are 

. "convcctive'' tcrmn. 

In the Lagrnnee r·~l >l'<·~:e:ntation, one \<ri tes 

x. =a. + u.(aJ, n.,, a
3

, t) 
l l ] . ~ 

(1-10) 
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\/llC·rf! ll. J S tltc dÍGIJlO.CCI'lC:I1t frorr¡ tbc Ínitiu.l }JOGÍtÍOII, ':'ht:: VClacity 
l 

N1r!poner.t:.; reduce to 

.lim 
V j = At+ o-

:> ince a. nrc conotaut. 
J. 

Df 
Dt 

]'J. so, 

/:,;.{. 
.L (1·-11) 

(1-12) 

1\: cúl1flÍtkr u ¡;lrec-t f5 (: vo.ltune at tiMe t a~; sllmrn in Fic;ure 1-3. 

Thr~ c·xtr·l'lHÜ n.ctiol!.l Hl"<.' rPprencntell by n distributeil surface loo.dinc 

Applyin~ Ncwton's laH 

1eo.ds to the followine cqtálibriurn conditions for the total vo1ume, 

~ 

f fJ bd V + J J pdS = J JI p ~~ u V 

f f J lr X b) dV + Jf ("f. X p) dG - J J J p (t x 
..:. 

Dv)dV 
Dt 

(1-13) 

(1-14) 

where tlH.: intccrnJ.s· pel'tain to the poni tion at time t; p is the mass 
....b 

dcndty; .'l.nd Dv/Dt is Lhe nccr~lcradon vccto1·. 

He obtain "micro" cr¡_uilibrium cquations by expnndine; the surfnce 

-lb 

inteero.l invo1vinc p in tcrms of stress vectors and then a:pplyinc 

Gausn'n inte¡;rntion ty poy-ts formuln. 
~ 

We define o. o.s the stress 
J 

vector (force pcr nnit c.rca) a.cting on the +j face, Le. the face 

'<Those outvard normlli points in the + :C. direction as shm-m in F'ie;ure 
J 

l-3(b). Thc cartesir_n component r:::prcsentntion is 



~ ~ 

a. ::: a '1· R., 
J J.·. . .. 

(1.-1~) 

O' = a jL (xl, x,..,, .X]' t) 
'1 
J'-

.~J'? {tz·\~ ·~J!~inc thc: indici~l r.wm!'lntjoll convc1rt.ion Itere for cúnvenicncc. 

,, " 
11 rrtc e i" c;i ven hy (~ce figure 1-· 3 (e) ) 

...:.. ~ -l. 

anl 0 1 + "n2 °2 + "n3 °3 

(1-16) 

(t • = cof1 ( n, X..) 
nJ J 

wh .. 'rc 11 ) :~ the "outl~ru·,J" normal. Finn.lly, thc components in the n nnd 

~ ~ 
(j -· (t "u.!< O·K = on tn tlll llJ J ·. 

~ ~ 
,l - ex C't o,· = a o t"' us llJ sk,:, J,l' n .. 

' 

HllL~l'f' ~~ J u orthor;nnA.l to n hut other'lo:isc nrl>i trary. 

r~ow, n t; the UOW1dnry' 

~ ...l!. ~ 
p : (J :: IJ (1 o 

. n nj J 

~Jcn, 

..,). 

n • cr • dS 
llJ J 

/\pply i u~,; r.[lu:..; ~~ 'n formlln, 

1!_ dV ax. 
. ~ 

= , JJ· ex • 'e m:; nl , .. .. fff f 

to tJ,c surfo.cc intefiro.l., ...,.~ obtain fimüly 

~dV ax. 
~ 

(1-·17) 

(1--1[!) 

{1-19) 

(1.-20) 



I r~-,,.. J pu •.. ' 

Iff 
' 

anJ ·· :i t . i'ollown thn t 

.... 

JIJ 

....:.. 
;Jo. 

+ ---J.L 
JX, 

J 

L + 

..lo. ..lb 

• ..:a. 
Jo . 
__;]_ dV 
a:.-. 

= 

J 

-',)y 
} ilV P Dt 

. .), 

Dv' 
P Dt ~n V· .. 

~·ul.::t.j l.11tint: for 1J, p i.n (l-J)I), th·~ l;t(JJ:t<~ut r.quilil·riuN equatiou, 

Dvt 

Dt 

_,. -~ ...\ 

R..xa.:-:0 

;:¡ 

::lx. 
J 

J ,J 

a.l = el . J ; {J 

::lvl~ 
+ = 

:Jt 
v. 

1 

in V 

in V 

on e 

~V 
k 

ax. 
l 

On~ cn.n olltain n.n nJ. icrmtte forl!l of the "macro'' equ.i libriwa 

( 1 21-) 

(a) 

(1··22) 

(1<'3) 

(l-·24) 

cquatium; Ly iutec;ra.t.ÍJ1i_; tite rigl!t iland sidc of (1·-13) anl! (1-ll¡). 

Cousicler iuc; ( 1·-13), tlJC rir;llt lw.nd term trnm;.fonu:; to 
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f IIP 
~ 

JJ 
.t. 

Dv dV = Ct v. flvd[.~ 
Dt n.i 1 (a} 

+ fi J [ 
;) ~ -"t[rv .. DPJ } dV 
JL 

( Pv) 
- 1,1 + Dt 

To intcrpr~t tllese terms, "'e consider thc volume fixed in spnce 

.. ". 1 ) •. o e r.:- l' 1¡: • 1-- 1 • Tl1e firnt term is thc momentum flow out of the 

J:C!w.uin u.nd thc second terrn i::; the local rate of change in momentum~· 

'l'hc th.i l'll tcrn: relute8 the outvard mlHW flov amllocal rate of chan(;e 
1 

in tlcnsity. 'l'o show thin, He expund thc particle derivative, 

'rllc im-1ar<l ma:j:J flow 1::1 cqunl to the ratc of chance 1n density, 

JI ,., 
u 

- p( a . V. )dG 
n1 1 = JJI 

I}Jtegrr~tlne by partn lend::; to {L "continuity" contlition, 

JJJ { .il2.. + J 
( pV • ) ) llV o = 

;)(;. 0.x. 1 
1 

u 
].Q. + _ _.1.._ ( pv.) = o 1n V 
;)t ::lx. 1 

1 

Uitl1 {1--2)}, ve co.u write thc force cquililJrium equation as: 

~ 

(pv )dV 

(a) 

(b) 

(l-·25) 

(1-26) 

Eq, (l·-2G) i::; co.lletl the ''momcntum" equation. One nhould note that 

{1-·:::?G) + (1-25) is er¡uivo.lent to the original forro of th~ equilibrium 

equ~ltlon, (l-13). 
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\le coulJ. have catalJlishcd {l-2j) uy nlloldng th.:: volumc to move 

.o.nd rcquirinc; no m~~;;, rlov ncross the Loundar;¡r, In thi:::; r:~.pproach, 

.the ptLrticle derivative of tl.e total r.w.::;n in zero. 

gt JJJ pdV JJJ 
fnn D .. -(ctv) ) o .. -- dV + p = (Dt D.., (1-27) 

~·re. will nho-w la ter titan 

D (u.v) ( í:lv. /'Jx.')clV = nt 1 1 
(l-28) 

n.~forc moviné,; on to Jdnemnt:i e relntions, we c:onuneut 'brief'ly 
-· i 

· on un invir.c id fluicl. Tí' the shear ntre::w components in the otress 

tcn~or o.¡· e ncglectccl, 

(J •• 
lJ 

o i t- J 

thc fluP i;, called "fr .i.ctionl:.eoR" or invi:1ci.d. To U.ctermine 

vhcthcr t!1ere are A.ny rclntions bctHeeu thc nonzcro e1cment:1 

(a
11 

,o:?::'"J
3

), \le consiclcr t.he stress tro.nsformation lnw, (1--17), 

a ns 

-· a e; • a .. 
nk SJ JJ 

Dut, a = O for s i n. 'l'hÍ!l requires 
n~ 

a = o ~ a = a 
11 22 33 

for a .. = o .. a . . 
lJ lJ , ,) 

a.n<.l thc remo.iniue t.t•u¡n;form.t"ltion J.nH reduces to 

o =a • a a. = a 
nn HJ nlc ,Jlí. 

(1-29) 

(a) 

( 1-30) 

(1-·31) 

Thc ota.tc of strens i::; defincd uy a. sinelc variable, a. For a fluid, 
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. a Ül ncgntive (compres~ion) nnd thcrefore He sha11 tul:e 

a = -· p (p denotes pressure) (1·-32) 

. · The cquilibrium equations and ·boundary conditions for a frictionless 

)'luid ~'.re: 

a Dvk 
- íl~ p + b~ = P Dt in V 

on S 

Note that ont:! cannot npply n tangential boundnry force to a.n 

invisc i(l fluitl, i . e: p munt l)e zero. 
n 

l. 3 Princ iple of Virtu:ü Po~rcr 

He Jcrive thc Princip1c of Virtual Poller by operating on the 

ntresn equilibrium equntions and stress-boundary force relations, 

= a • o .
1 HJ J e 

= in V 

on [~ 

The ''true" solution for thc stress componente satisfies (a). Let 

(1-33) 

(a) 

us multiply (n) by a function, nay ;
1

, and integrate over the domain. 
' t 

JJJ{ (b) 

Equntion (b) must be sntiofiecl for nrbitrary vk if the stress field is 

nn equHibrium field. Il~xt, '.¡e integra.te the stress terzn l-rith Gauss 's 
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foi·l·'Ltla, ::n<l ubtuin !:.~le' 11 principl~.: ui' v.irtual poue:r") 

IJJ + JI 1' V Jf"~ ·
],k 

;) V _ _h 
J .... 

""j 

'l'he ·lc.ft hctnll tcrm co.n lJc:; _¡ ntcrprctcd o.s virt.uo.l poue:r i f one 

an n "vlrtunl" vch;city. Gimilarly, the richt ho.nd terms 

cau ·)le 'in terprctcU. as thc virtun.l tir1c rute of chunce (particle 

dcJ.·iv;'lL.Í..rc) of tllc intcrnn.l c1cformatipn Horl\. o.nd the }dnctic energy. 
, 

tlote tlwt ( 1 -JI~) nppl ies for á po.rtic uJ:1. r tir1e, t, and a.rbi tra.ry v, . 
.K 

':le clll.!_l:¡,l.:~ize tho.t it in .iut.:t o.n nJ.ternn.tc stntcrnent of eq_ui1i1riwn. 

'f'hc principlc of virtunl _pouer i.n thc basis for finite element 

rto<l·.:l:> ii1 fluid J.l<.!ch~.llic;~. ltn role js ::::imilo.:c to thnt of the 

1:-rinciplc uf virtun.l cli:j]Jl:-tcemimt.:; in nolid mcc!mnic:>, If He tuke 

v
1 
... "' v

1
_·, th(~ nctur .. J vcloc·tty, th<~ principle of virtual pov1er coincides 

1:itlt tl1c J.'ir~>t ln.H of tllCI'!'!lOllyn:tmicc, 

Eatc of r.xtcrrml Horl: = r.atc of dcformn.tion uorl: 

+ r:t te o f cl"in.ncc of tl1c !dnetic cnergy 

(1-35) 

!ll~ó, ~-le ouscrvc tlmt thc pm·ticlc t1crivativcn of the dcformo.tion 

mcnsm·cs are the quP.utitic:; rcq1..dreLl. The totn.l (actual) clcforHw.t.ions 

(lo no_t.nppcnr 1n thc Vfl.J~Íotionnl ;.tatemcnt. li'inally, onc crtn utÚizc 

tllc rrinldple of vjrtu~.l Jl011CI' to er>tnbl:i.sh "consistent" b01..mdo.ry 

coml:i.tions. For c:;~umplc, i..f onc nr;:::umcs thc fluid is inviscid, 

JJI 
;) 

c1V =} f rr .. p 
() 

dV CT • --v --v 
Jl: Jx. l: J J ::lx,_ !: 

.] " (D.) 

fi -· " d0 -IJ JI () d ·r V V]~ --- p '. i' n {lyl~ 



. ·J. O-

JJ .. JJ ( p ; + ll ; ) dr. 
n n n .~ 

(b) 

·u~ olitrdn thc "consi::;tcnt" Dtrcss - surfncc force bounda.ry condition 

= -p 

= o 

nnd. :tht~ equi1ibriwn c<].untion, 

= 
Dvk ;) 

-·- p +"-
()xlc '"''Dt 

1)1 r:i.JH'IllEl.tic f!elation~ 

(e) 

(d) 

Otu· ohjcctivc in thb ~cctio'! in to estn.lJ1inh expressions for 

the tiJr¡c r:ttc or chnncc of the clcforiT'.t'l.tion mensures. To simpli:t'y the 

di::. e us don, He cono i(lcr ini L ia.lly tlw 2· dimcn~ iona.l case. The 3·· 

UilllCll:::ionul cxpre::.;dons CO.H bC! obtnincd by gcncrn1isint: thc 2·-dÍmensional 

. Piwm·c 1 .. ) nLm;;. tl1c init:in.1 (t.:i.r.h: t) n:n.U. deformed (time t +- f.t) 

ronitiou:• of 2 diff~r.-:llt.i.n.l J.Íl\C-! cleJ'lc:.:utr;. V!e visunlise thc movenent 

nf n. 1 i u e· to cond :1t o1:' traus1ation, i·ota tion, and cXtension. 

J.et LlE Je:noic the rclutivc~ incrcment•ll extcnBion of 1ine PQ. 
1 

_,.b ~ 

= !r''V 1 lrQI 
~ 

jrQI 
1 

= 
d~ 

·- 1 

CubstitutÍllt.; for lr'Q'I , we olltain after sorae a1t:;ebra, 

(1-36) 

1 

( D \ 



v, 
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V,., 1 
'- '·-

V,, 
'-

Ve·defiJIC th0 f>t.rn:i.n rn.Lt~ [o.s the pnrtlcle:: t.Jcrivutjvc:, 

ry ILll!tloc;~r, 

liln 
e::l - i\t-40 

El 

t. e'.? 

= 

= 

V 
1 ,1 

~ 

IP'R,'l .. 
......loo 
¡rn ¡ 

Cr.ncrnlizinc, 11e can '·ll'Í te 

e. 
l 

v . . 
1,1 

~ ¡m .1 

(no :::.um) 

(1-37) 

(1-38 )· 

(1-39) 

(l-110) 

'I'Ilc relntivc incrcmentiLJ vo1tl1lle ehan¡_;e, f:lr;v, i~: 'lutermi.ncd fro111 

t.(volumt:) 1 
--...:.. .~ 

A e = = P'Q' X P'I\' 
V initial volumc 

~ 
la: (vl 1 .)M ( = + v,.., + v,.., ... V 

V 'V, ] ') 

' "'· !) """ 
.!. , . '- , ,_ 

~-Te define E o..s thc volumct.ric stl·tlin. rate, 
V 

AE 
V 

i\t 
D 
Dt E v· 

1 1 
-· 1 

d:c
1

dx2 
(1-lü) 

2 
V )( !J.t) 

1,2 2,1 

(l·-1¡2) 



-12-

!Jsing the notation of vector calculus, 

-.loo a 
=R. -k ax. 

J 
(1-·43) 

.,l. • _,. 

Ev = V • v = D1v, v 

Last1y, ue consider the rotation terms a12 and 821 • 

v,.., 1 t.t 
sinM12 = '-~ 

1 +1\tl 
(1-44) o 

vla2 t.t 
sinl!.a 21 = 

l+t.e2 

The limi ts are 

(1-45) 

~le shear strain rate is the sum of 8
12 

and 821 

(1-46) 

Generalizing, 

= V •• +V •• 
J,l l,J (1-4 7) 

It is convenient to introduce the strain rate tensor, e .. 
lJ 

av. av. 
e .. 
lJ 

= , ( l + ___J.) 
l! axj aXj_ . 

(1-48) 
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" The strain mee.sures in terms of' e .• lJ are 

'E· = e .. 
l ll 

e: = .. > e .. 
V l.l. 

'( ij = 2 e~. 
l.J 

Let us re-examine the rotation terms, e
12 

and e
21 

. 
. , 

·!nu::n· there is ~nl~ rigid body motion, y = O and 

821 = ·- w 12 

\There w
12 

is the angular velocity about the x
3 

o.xis. ThÜ suggests 

that we take, as a measure of the angular ve1ocity,.the difference 

between 612 and e21 : 

w12 = average value of angular velocity about tl~e x
3 

axis 

. . 
= ~( 612 - 621) = ~(v2,1 - v1,2) 

1 

Generalising (b), we write 

. . 
w •• = Ha .. - e .. ) = Hv .. - v. . ) 

l.J l.J Jl J,l. l,J 

.. 
Cyclic permutation of the subscripts gives the average ve1ocities 

about the 3 axes. 

!123~ (¡) 1 

(l-h9) 

(a} 

(b) 

(1-50} 

(1-51) 

The tensor, w • • , ia skew sytmnetric e.nd is called the·vorticity tensor. 
l.J 

It is not difficult to shovr that w •• is inv·ariant for certain trans
lJ 

f'ormations of axes. For example, 
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w~ere. (.¡J 
112 c.orresponds to the directlons Cx{ ' x; ' x3 ~ ) • This is 

actu.al1y why we can in·terpret it as the average rotation about x3• 

\~e end this section by 1isting two definitions. 

1) A fluid is incompressib1e when the volume strain rate is zero. 

' . 
= o 

p = masa density = constant 

In this case, we lmve to determine the pressure from an equilibrium 

consideration. 

2) The motion is irrotational when w12 = w23 = w31 = O. 

This requircs 
'1 

v2,1 ·- V 
1,2 = o 

v3,2 ·- V = o 
' 2,3 

vl,3 -- V = o 3,1 

1.5 Gtress-strain relations - Newtonian Fluid. 

He consider first a linearly ela.stic solid to provide us with 

some bacl~round. The stress-strain relations are 

o· " = ~ E o . . + 2G e . . 
lJ V lJ lJ 

where A, G are material properties, Ev is the vo1umetric strain, 

and e. . i s the strain tensor. 
lJ 

(1-53) 

(1-54) 

(1-55) 

. To distinguish between the volumetric and shear deformation modes, 
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ve expresa the strnin (and stress) tensor.s as a combination of 2 

;tenoors which are called the "apherical." e.nd "devia toric 11 components. 

:J el 
e .. = eij + c .. 
lJ lJ 

S + d 
(J. ' = a .• O•. 

:t.J lJ lJ 

'S 1 
6 •• G •• e .. = e: = e: 

lJ 3 V lJ m l,J 

, 
e: = t(ell + e22 + e33)· m 

d 
e .• = c .• - t. 
ll ll m 

el i =! j e .. = e .• 
lJ lJ 

(1-56) 

and 

S 1 
0 33, 6ij o .• = o S .. ·- .3( 0 11 + 0

22 + 
lJ m l.J 

d 
O' •• - a .• ·- a 
ll ll. m 

d i r;. j o .. = o .. 
lJ lJ 

The mean stress can be intcrpreted a.s an "equivalent" hydrostatic. 

preSBl.U'C; d ', . t' f h dr • a .. reflects thc dev1a 10n rom te hy ostat1c state; and 
ll 

d a .. are the shearing strestles. 
lJ 

Similarly, e: is the "a.verage'.' extension corresponuing to a volume 
m 

change a.nd d 1 d . . . d . eij ea s to a chane e ln sha:pe J 1.. e., shear1ng eforrnat.1.on. 

The trace of the deviatoric componcnts vnnishes, 

(1-57) 

o 
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'.¡hich shows that the devia.toric com:ponents are o.ssociated wi th 

nonunifor1~ states, 

Usinc (1-55), we find 

K e 'bulk modulus 3A + 2G = ..:.;..; _ _.;;...;;._ 
3 

a.nd 

·¡ u 
a .• 
lJ 

d = 2.G e .. 
~J 

= 2G(e •• - h
3 

t5 .. ) 
lJ · V lJ 

We introduce the assumption of inc~mpressibility by setting K = ~. 

(1-59) 

!n this case, a has to be determined from the equilibrium equations 
m 

and the disp1acements are constrained by E = O. 
V 

~1e stress-strain relations for a Newtonian fluid are similar in 

form to those of the solid except that the strains are replaced with 

strain rates. We write 

a.. = 
lJ ' 

+ t .• 
lJ 

(1-60) 

where p io the hydrostatic pressure and t. • .are the stresses due to 
lJ 

motion, referred to as the "viscous" stress es. The relation for 

t .. is tal~en as 
~J 

* uhcre ). , 14 are viscosi ty coefficients ., In this approach, the mean 

stress is determined from 

-· 

(1-61) 
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l 
+ t33) = - p + 3(¡11 + T22 

(l-62) 

* 
. 

= - p + K e: 
V ,, 

* * )>. +~ K = = coef'ficient of bulk viscosity 
3 

p = p (density, temper~ture) = p(P,T) 

The deviatoric stressea are given by 

d • l • 
a . . = a. • - a o . . = 2,4 ( e • • - -3 e:v ~ .. ) 
lJ lJ m lJ · lJ lJ 

(l-63) 

* Setting K = O is known as the "Stokes" condition and leads 

to 

* >. 2 = --jJ. 
3 

(1-64) 
. 1 . 

a .. =- po .. + 2J4(e .. - -
3 

e: o .. ) 
lJ li.J lJ V , l.J . 

p = p(p,T) 

l-lith this asswnption, thc mean stress coincides with the thermodynamic 
' ' 

:pressure, p. He TQint out that (1-60) and (l-64) are valid only for 

laminar flow. 

i . 6 Summary of Ooverning Eg,ua_1;Jons 

At thia point ,· wc swrauarize the governing eque.tions: 



Equill bri wn 

I:ineiYintic 

P• J 

-18..: 

e .. =Hv .• +v .. } = 
lJ l,J J,l 

E:- = e y .• l ii lJ 

in V 

on S 

strain rate tensor 

w .• = ~(vj . - v .• ) = vorticity tensor 
lJ ·~ l,J 

,-' ' 

Stress-strain - Newtonian fluid · 

a •• = - peS •• + '( .• 
lJ lJ lJ 

p = p(p,T} 

QQ. = •. p t Dt V 

* • ( ~ " : w;{•. 

T· • = >.. tv eS •• + ~eij. lJ lJ ... 
' 

* ">' 
>.. - - ::..J;?. for "f:ltokes" condition 

3 

, . 
. . ···' 

' 

(1-65) 

( 1-66) 

{1-67) 

It is also of interest to.: expresa t;he principle of virtuaJ.. power (l-34} 

in terrns of the strain rate measures. '., 

: ¡ 

r 
~ • - 1 
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\le let 

(1-68) 

·~nd_potc that oince the stress componente are s~netrical in the 
,' ·: 

s~bn.cripts' 

a -
cr - v = jlc ax. k 

J 
~ C1 '] ( <5Vk • + Qv' ] ) J'• ,J J.t 

(o.) 

Then~ we can write,the principle of virtual pover as 

(1-69) 

= JJJ 

for o.rbitrnry óvk 

l. 7. rlavicr Otokes equ!.tions.....::....insomprcssiblc Newtonian fluid. 

The equilibriunt equations a.nd exprcssions for the nurface forceo, 

(l-·G5}, in terms of p apd t .. are 
lJ 

a .anl -r1 • SJ ¡: Q 

Dvlt 
= P Dt in . .V 

on S 

He take T •• accordinG to (J.-67) and constrain the ve1ocities to lJ 

" (1-70) 

••• ¡, 



·sa.tisfy e: = O, 
V 

T jk =9 2A'ejk 

-·20-

= ).1( v. k + vk . ) 
J, , J 

= o 

klse, we consider the body forces to be due to gra.vity, and write 

= - pg 
k 

(1-71) 

(1-72) 

(1-73) 

Dubsti tu.ting for t jk and bk in (1-70) resul ts in the ''navier;...Stokes" 

eq~tions, 

a.nd 

a 
a~ (p/p) + gk = w .. 

l·.,JJ 
- Dvl: 

:! 

t.¡ i 

Tlt 

v. . = o 
l,l 

a " 
pn/P - - (p/P) + 2~a~ 

= 

1' 
in V 

¡ ' 

on S 

~ . ., 

where v = JIIP is the kinel1la.tic viscosity. The expression for p 8 

npplien when the 1oundo.ry is straight. For a curved boundary, we 

must use 

The unlmown variable o a.re the veloci ty components, v., and the 
J 

pr~asure, p.; ,They hn.ve to satisfy the eq~ilibriwn equations and. 

(1-75} 

(1-76) 
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i.ricomprcssibility condition in Y and the boundary condition 

Pn or V 

} n 

prescribed 'on -~ 

Ps or V 
S 

J:..ct us now see how we have to modit'y tile principle of virtual 

powcr • ( 1-69). If wc set r.v = O, tl\e press~e term drops out. 
' 1 

However, the virtual velocities are no loneer arbitrary but are 

no,., co~strained hy 

o 

We can include the constra.int condition by introducing a Lagrange 

multiplier A nnd requiring 

in V 

for arbitrary A. Since r. is volumet.ric strain, the physical sig-v . 

nificnnce of A is hydrostatic tensile stress. Then, we reverse the 

sign nnd take A = -p. The final form of the principle of virtual 

power is 

= JII {··P. 6~ 
p V = o 

for nrbitrary op, óvk 

(1-77) 

(1-78) 

(l:..-79) 

(l-80) 
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SuL~, ~ i tutinc 

ó~ = IS'l -v 1: ,k óc,1 = ~(~v. k + 6vk .) 
Jt J,. ,J 

·.:. 
s.nd intet~ra.tine ·by parts leads to (1·-74} and (1-?5). 

Finnlly, we introduce thc assumption of frictionless flolr 

by scttinc 1 .
1 

= o. The reduced equntions are 
J t 

nnd 

v. . = o 
l,l 

P = o 
S 

for nruitra.ry ~k' óp 

'·· 

in V 

(a) 

(1-81) 

(1-82) 
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FIMTE ELE,lENT SHALLOW LAKE 

CIRCULATION ANAL YSIS 

By Richard H. Gallagher, 1 F. ASCE, James A. Liggett, 7 M. ASCE, 
:md Ste\''ens T. K. Chan, 3 A. M. ASCE 

f "'TAODUCT;QN 

The finite elcmcnt method has drawn increasing attcntion as a numericai 
an:~lysis too! for fluid fiow problcrns. Tht! rcasons for this growth of interest 
includc the following: ( 1) Irregular boundaries can be treated accurately without 
computational difficulties or changef; in programming or formulation of the meth
od; (2) practica! use can be m~de of widely available, general-purpose, finite 
element analysis programs which are virtually unlimited in the size of problem 
they can h;;ndle; and (3) known spacewise variations of physical properties 
can easily be taken into account. 

13ecause of these advantages the finite elemcnt method is cspecially attractive 
as a practic::~l· method of analysis of lake circulatiun problcms. In lake analysis 
irregular boundaries must be considered. The phenomcnon described, is so com
plex in form that any numerical analysis procedure will entail hundreds, or 
perhaps thousands of unknowns. Dueto the ease of transference of finite clement 
programs from one computer facility to another, the deveíopmcnt of relation~hips 
for this class of problem contributes to a capability which eventually may be 
applied routinely by analysts in many diff crent and widely separated organiza
tions. 

As -noted prcviously, variable physical propcrties are easily handled by the 
finite elcment method if their spatial distribution is known a priori. Thus, for 

Notc.--Di~cussion open until Dt>ccmber l. l97J. To extend the closing date one month, 
a Wllttcn rec¡ucst mus: be f1ied with the Ed1tor of Technical PllblicatiC1ns. ASCE. This 
papcr is parl of the copyrighted Journal 0f Lhe Hydraulics Division. Proccedings of the 
Amenc:Jn Society of Civil Engineers. Vol. 99, No. HY7, July, 1973. Manuscript was 
submiited for rev¡c.w.for poss1ble publication on Scptcmber. 13, 1972~ 

'ProL of Civ. and Environmental En¡;rg., Cornell Univ., !!haca, N.Y. 
2 Prof. of Civ. and Env;ronmcntal Engrg .• Corn::ll Univ., lthaca, N. Y. 
'Research As<;oc., Sch. of Civ. and Environmcntal Engrg., Cornell Univ .. lthaca, N.Y. 

1083 

1084 JULY 1973 HY7 

the ~ubjcct prol:>lcm, vanat10ns in eddy vi~cosity or the Coriolis acceleration 
~:an be takrn into account if known. Vari:llioalS ia density present a more basic 
difficulty because the density distribution lil a stratified iake (cither through 
~alt or temperature) is its-::lf a part of the solution and cannot be specificd 
u priori. Thc cxtension of the finite element method to account for such coupled 
phcnomcna is feasible, however, and the prescnt work, on one side of the 

uncoupled problem is a stcp in this direction. 
This p::tpcr prc~ents a finite elemcnt form!llation and numerical rcsults for 

thc analysis of the wind-induced steady-state circulation of variable-depth shal
bw homogeneous lakes. Formulative efforts and numerical rcsults for finite 
ckmcnt rcpre~entations of lakc and shallow basin circulation analysis have pre
vi.,usly bccn dcscribed by Cheng (2) and by Loziak, Anderson, and Belytschko 
( 10). Thcse developments are exclusivcly two-dimcnsional, i .e., no account is 
takrn of t~e variation of lak~ depth and the resulting velocities do not change 
with dcpth. Lcor.ard and Melfi (6) present.._ thc theoretical relationships f?r a 
llm·c-dimcn~ional analysis wnich accounts for the "el0city of the iake normal 
lo thc free surface, but no rcsuits are presented. 

Thc rrc~cnt paper Jepends for its theoretic:J.I basis Oll a formulation of the 
¡.:overning differcntial equa!ion that has been derived in detail by Li~ett and 
ll.nljitheodorou in Rd. 8. This dcvelopment assumcd homogenicty, hydrostatic 
rrc~surc, specified wind shears, and small Rossby number. The latter assump
tion. togcthcr with a bo•mdary conditícn of zero velocity normal to the lake 
free surface and the bottom, enables construction of a linear equation in two 
dimcn~ions whose coefficients are a function of al! three dimcnsions. Thus, 
thc equation accounts for variable depth of the lake and for depthwise variation 
of vclocity through numerical integration of equation coefficients that are func
tion~ of planform location. 

The convclltional basis for construction of a finite ciernen! representation 
¡, nn integral form which, in the sense of a variational principie, corresponds 
to thc governing differential equation. The transformation of the govcrning dif
fcrcntiai cquation to integral form is ac.::omplished here by u5e of thc method 
,,f weighted residuals (3) rather than through variational calculus. The specific 
finitc c!cment rcprescntation cmploycd is of tiÍangu1ar planform shape with 
un a~sumcd linear vtiriation of the stream function. 

lt should be notcd that numcrical solutions of the aforementioned governing 
,J¡ffcrential equalion, or of speciJiized forms of it, have prcviously been obtaincd 
with use of finite differences. Rectangular basins wcrc analyzed in this manncr 
in Rcfs. 5, 7, and 8 while U u and Pcrez. {9) sol ved the rectangular basin problcm 
11 ith remo val of the Coriolis effect, i.c., with restriction lo ver y shallow basins. 
Thc finitc diffcrcnce solutions are drawn upon hcrcin lo furnish comparison 
data for finitc elcment solutions. ln order te dcmonstrote the advantages of 
¡:~:nmctric r..:pn:senlatio'1, alluded to earlier, the finite e!cmcnt method is also 
nrplird hcrein to an analysi~ cf the wind-drivcn circulation of Lake Ontario, 
fm which no comparisc,n results are available. 

GoVERN:NG EauAnoNS 

Th~ purposc in this se e' i8n is to prcscnl thc gtr-·erning differeritial equation 
for thc steady-statc, "' i~.~·drivcn circula!ion of shallow, homogeneous lakes, 
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as formulaled by Liggett and Hadjilhcodo-rou (8). Bccause detailcd dcvclopment 
of this equalion is beyond the scope of lhis paper, interesú:d readers should 
consult Ref. 8. 

A cross section of the type of lakc undcr study is pictu.ed in Fig. !. The 
origin of coordinatesis fixed al the surface of the lake with z measured upwards. 

1 

,__ _____ L -----~ 

FIG. 1.-Representative Lake Cross Sec
tion 

4L 
A 
L 

A 
J 

CD 
1 

CD 

FIG. J.-Rectangular lake 

y 

y 

3 

2 

FIG. ~.Triangular Element 

For ent¡re loke: 

No of elements = 360 
No. of nades= 209 

FIG. 4.-Finite Element Representation 
in Ouadrant of Rectangular Lake 

In accordance with the assumption of shallowness, i.e., hydrostatic pressure 
distribútion, D << L. The eddy viscosity, 11. and Coriolis parameter f are 
assumed conslant in the formulation of lhé differential relationships. The distri
bution of pressure is assumcd to be hydrostatic and surface wind stresses 
(T.,. T Yl) ar escribed. In ordcr lo linearize the problem the Rossby number 
(ratio of ine. ua! forces to rotat;onal forces) is takcn to be small. The depths 
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to he u>cd in a caku!ation are taken lo be the actual dcpths under the a<~umed 
wind stre-ss or, alterna te! y, that the equiiibrium de¡;lhs are a sufficient approxJ
mation to \Íie <~ctual depth under the assumed wind stress. The x, y plane 
coincides with ti".e water svda·:e and w = O at z = O. <-'s. ·_ · 

Many of the ;,sc::rr.ptior:s l1r ,,pp: oxim<!lions mentioned in cofmection with 
thc prc~.t'ill <tudy havc bccn eva!uJtcá by Liggeu (7). Stcady flo~:w. is as~umed 
a~ thc prim¡,ry funclion of this ¡.¡aper is to indicate the utility of the íinite 
clcmcnt reprcscntation. This couid be extended to an unsteady formulation in 
much the ~ame way as was done in Ref. 7. The t1me response of a homogcneous 
lake, the effccts of variable cddy viscosity, and the linearization were examined 
in Ref. 7. Unlike the unsteady problem, no rigid lid on the free surface is 
necessary if the depths are taken as the actual dcpths undcr the assumed wi:1d · 
stress. Even if the depths are taken as equilibrium depths, wind set-up can 
be computcd from the resulting pressures. 

Under the f oregoing assumptions, lhe x, y, and z, direction momentum equa
tions are of the form 

1 ap a2 u 
-fv = ---+-

p ax az2 

1 ap a2 v 
fu = --- + TJ --

P ay az 2 

1 ap · 

p az 

...... (I) 

....... (2) 

...... (3) . 

in which u and v = the x and y direction velocities; p = the mass density 
per unit volume; and g = the acceleration dueto gravity. The continuity equation 
is 

au av aw 
-+-+-=0 
ax ay a~ 

. (4) 

and the boundary conditions relating to shear on the lake surface 

a u av 
TJ-=T 'TJ- =T 

(l¡ az' az yz 
......... (5) 

and of zero velocity (u= v = w =O) on all solid surfaces. 
Opcrations on the preceding to produce a governing differential equation pro

cecd as follows. First, the equations are written in nondimensional form through 
the introduclion of an appropriate set of new variables. Then, a stream function, 
1!1, which satisfies the vcrtically integrated continuity condition ~orresponding 
to Eq. 4 is introduccd. The stream function is defined as 

_. _ _:_!±_.- _ _:_~ u- ,v-- ................. . 
Ir ay h ax . 

...... (6) 

in which ii and v = dcpthwise avcrages of the componen! velocities. Finally, 
thc first three equations, with associated boundary conditions e· '-:Jered, are: 
solved in tcrms of the stream function. The result is 
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a~ljl a2 1jl aljl aljl 
- +- + A(x,y)- + B(x,y)- + e(x,y) =O 
ax2 ay2 ax ay 

.. (7) 

with the boundary condition that ljJ is constan! on the shore line. The cocfficients, 
A, B, and e, in the equation are functions of thc planform location (more 
specifically. functions of the la k e bottom topography) as defined in Re f. 8, 
and e dcpcnds on the wind shcar strcsses as well. · 

The condition that ~· is constan! on the lakc boundary prescribes zero average 
· veloci~y normal to thc boundary. Howcver, a stronger condition is nccc~sary 

to insure that the point vclocities normal to the boundary are everywhcrc zero. 
Such a condition is avoided by forbidding vertical bounrlaries. Thus the lake 
is confined by the surface and the bottom, on which all point velocities are 
specified as zero. 

FINffE ELEMENT REPHES!:NTATION 

There are three aspccts to thc establishment of thc finite element equations: 
(1) Construction of integral relationships which corrcspond to the governing 
equations of the problem; (2) dcfinition of the geometric form of the elements; 
an<! (3) represcntation of thc assumed modes of bchavior cf the ~lemen!. 

In the finite element analysis of many physical problems, notably structural 
analysis, the preceding integral relationship is the stationary value of the function
al. defining the variational (or energy) statement of the pro:;!em. The governing 
diffcrential equatior.s of the problem ir. terms of the independent variables of 
the func.:tional are Euler equations of the functional. For certain circumstances 
the solution which yields a mínimum value of the functional corresponds lo 
the exact solution of the governing differcntial equation. 

When the governing differential equations are not self-adjoint, as in the pre~ent 
case, there i~ doubt that a true variational statemcnt of the problcm can be 
constructed (l). Note further that variational principies do not have a pre-emin
ent, well-established position in fluid mechanics as thcy do in the appro>.imatc 
soiutión piocedurcs in structural m.:chanics. The desired integral f ormat for 
the subject problcm is thercf 0re established through application of the method 
of weighted residuals (4), noting that a particular form of this method gives 
identically !he same integral relationship for problcms which are self -adjoint. 

The weighted residual conccpt assumes that an approximate representation 
of the ¡ndependent variable, which in general does not satisfy the governing 
differential equation, will be choscn. In the pre!.cnt case this approximating 
tria! function, ~, is of thc form 

" 
.......................... (8) 

in which ~· 1 = a particular valuc of the independcnt variable and gcnerally 
refcrs te such a value at the point i, and n = the chosen number of undetermined 
parameters ;11;. 

· Designating the governing differential Eq. 7 as L(lj¡) = O, note that due to 
the approximate nature of ~ the result is 

L(~) = R ~O ................................. (9) 

.[ 
i 
1 

i 
1 

" ! 

:¡ 

:! ,. 
:¡ 
! 

., ,, 
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in whi~·h R = a rt.sidual value. Because thc govcrning d1ffcrential equation 
canno! be satisfied pointwise throughout the domain, V, of the problem its 
satisfaction is sought in the sense of a wci¡;hted average over the domain, 
i.e. 

J V L(~) <~áV =o ..... · ......................... (10) 

in which <f¡ = the v.eighting function. 
The weighting function may be spccified m one of any number of forms. 

Hcre, the Galerkin form is choscn, in which the cocfficients, N., of the tria! 
function are cmplo} cd. Each distinct tria! function leads :o a sepa~ate aigebraic 
cquation, using the procedure detailed in the following sections. 

In the present ca~e. simple triangular clements are uscd to reprcsent thc 
planform of a la k e under considcration. The stream f unction is assumed to 
vary !inearly in each element (Fig. 2), so that for this case Eq. 8 is of the 
form 

~"'N 1 1j1 1 +N2 1j1 2 +N3 1j: 3 ••••••••••••••••••••••••• (11) 

in which ~·,, .¡. 2 • .¡. 3 = ;he valucs of the stream function at the vertices; and 
N 1, N~, N 3 = the corresponding shape func1ions. These functions are defined 
as 

1 
N,.=-- (a.+ b1x + c.y) 

2L'l • • ................. (12} 

with A = arca of the triangular element ijk 

G 1 = x1yk- xky1, b, = y1- Y k• e,= xk- x1 ••••••••••••• (13) 

in which i, j, k take the values of 1, 2, 3 cyclicly. 
Applying Galerkin 's criterion, the resu!t is 

J 
( { N } r ( il2 

l N J a 
2 l N J a l N j . a l N J ) ---+ +A--+B-- {ljl} J 6 · L ox2 ay2 ax ay 

l . 
+e J dxdy =o . . ..... (i4) 

N ex t. integration by parts is applied in the .rlane (Green 's theorem). This 
opcration reduces the order of !he derivatives appearing in the integral and 
introduces the boundary terms into the resulting integral. In thc present case 
the result is 

JI [1 o{N} atNJ a{N} oLNI illNJ 
1--------=-+ A{N}--

6 \ ax ax ily ay ax 

a[Nj) ~J .f 0!NJ 
+B{N}--- {~j¡}+{N}e d:cdy+cp{N}---{;V}dS=O, .. (15) 

ay . J an 

The values ljl 1 = zero on thc cntire c>.tcrior bou;;dary in the present problem 
and thc c!osurc intcgrals along inicrnal (intcrclemcnl) boundaries vanish as ele-
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ment sizc: decreases (13), or if contmulty of al N J 1 o11 acros5 ciernen! bounJarics 
is preserved. Thus, !he contour integral tcrm 1s excluded from s,.bscqucnt consJd
eration. Evaluation of Eq. 15 then yields the system of equations 

[k'] { 1\1} = { r•} ...................... . . . (16) 

in which [k'J =JI (-a{ N} ~LNJ _ a{N]_ atNJ 
A ax ax ay ay ......._ 

. atNJ aLNJ) 
+A{ N}--+ B{N} --- dxdy . .......... . 

ax ay 
. . . . . ( 17) 

{ r'} = - J J A { N} Cdxdy ................. . . .... (18) 

Note should be taken of certain aspects of the numerical evaluation of Eq. 
17. First, due to the tcrms A {N} (al N J / ax) and B {N} (aL N J 1 ay). the result
ing algebraic cquations will be nonsymmetric. This means that advanta¡;e can 
not be taken of symmetricity as encountcred in most structural finite element 
analysis. That is, every term of the element matrix has to be evaluated and 
the entire banded system matrix has to be stored for computing the solution. 

As Eq. 7 indicates, the coefficients A' B' and e are functions of X and 
y. Herein the decision is made to approximate the variation of these terms 
within cach elcment by linear functions, similar to Eq. 11. Choice of a constan! 
va1ue for each clcment, say at the centroid, would simpliíy integration of Eqs. 
17 and 18. Proper comparison of the finile diffcrence solutions of Ref. 8. in 
which these coefficients vary between the points of the mesh, is being sought, 
however. It should further be observed that integration within the triangle is 
simplified considerably by use of area coordinates (12}. 

The equations of the complete lake are constructed from the equations of 
the elements ;by imposing the condition of stream function continuity at each 
element joint~ which is synonymous with simple addition of all coefficients 
(k¡¡ and r1) w!th like subscripts. Thus, the full set of equations is of the form 

[ K] { 1\1 } = {: R } . . (19) 

in whié.h K,¡= l:k;¡ (20) 

R,=l:r1 (21) 

and the summations ránge over all elements with terms with the subscripts 
i and j. 

After solution of Eq. 19 for { 1\J}, other variables, such as averaged velocities, 
pressure gradients, and velocities at different dcpth levels can be subsequently 
evaluated by back substitutions. Herein, because a linear field in 1\1 has been 
assumed, its derivatives a 1\11 ax, a 1\11 ay are constants in ea eh element. Thus, 
from the definition óf 1\1, the average vclocities ü and v are constan! within 
each element. From Ref. 8 the point velocities as a function of planform and 
depth•are 

ap 
U=--

iJy 
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~·= !..!!_ + cos mz(e 1e"'' + e 3 e-"'') +sin m¡:(c
2

e"'' +e~ e-"'')~· 
ax 
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. . . (22 b) 

in which the terms m, e 1, e 2 , e 3 , and e 4 = functions of x and y. The reader 
is rcferred to Ref. 8 for the exact definitions of these terms, which are rathcr 
complex. The same paper expresses the pressure gradients as a function of 
x and y and the derivatives of I!J. 

NuMERICAL REsULTS 

Two problems are solved as an illustration of the prescnt approach. The 
first problcm, shown in Fig. 3, cnables comparison with finite differcnce rc~ults 
(8). This idealized lakc is oricntcd in a north-south direction with a lcngth four 
t:mes the width. The following values were employed in numerical calculation: 
f = 0.0001 rad/s; D = 8,000 cm; 1l = 200 cm 2 /s; L = 1.25 x 10 7 cm; T 

1.0 cm 2 /s 2
; and g = 980 cm/s 2

• 

Scole,km 

o 8 16 
L.__J__j 

NQ of elements = 561 
No. of nodes = 323' 

FIG. 7 .-Finitc Element Representation of Lake Ontario 

The finite element representation of a quadrant of this lake is shown in Fig. 
4. A totai of 90 elcments are arrayed in the quadrant but four times this number, 
360, with 209 joirits; and therefore thc same number of equations, were employed 
in actual computation bccause the geometric symmetry about the x and y-axcs 
does not apply to the circulation b-::havior being calculated. 

As is ap!Jarent from the dcfinition cf 1!J, a zcro depth reprcsents a computational 
singula1 ity and it is ncces,ary to ha ve a finite, but small, dcpth all along the 
·boundary. The flow region under analysís was, thcrefore, takcn to be one bound
cd by a contour of 5% muximum depth, a value which has becn found to 
be adequa!e in pn~vious numerical solutions, and the flow exterior to the bounda
ry is ignorcd (assumed !u be at rcst). 

Figs. 5 and 6 show re~ults for ~· and thc velocity resultant at selected cross 
sections fo~ -the case of a south wi11d aéting on the lake surface. Also shown 
are the iínite diffcrence rcsults from Rcf. 8, in which 1,701 equally-spaced 
pivota! points werc mcd. The finite diffcrencc and fmite elcment results are 
seen lo be in close agrcement. lt should be notcd that thc!>e .:omparisons are 
presented to affirm the vaiidity of the finitc clemcnt mcthod in sulution of 
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this problem and no! to mcasure thc relative cfficJcncy of :he finitc ckmcnt 
and finite differencc procedures. A bare companson of comput<Jt¡onal cffon, 
based on !he number of equations lo be solvcd would nut be re;¡IJ~t;c due 
to such factors as the rclative cffort in forming the equations and the n<~rrow 
bandwidth of finite difference equations. 

Also, it is quite possible that finite difference results, which would prove 
comparable w1th the finíte elemcnt solutiOn, C'Jilld have bcen obtaincd with 
much fewer than 1,701 pivota! poínts. Thc computational costs of the t\\O solu
tions cannot be compared dueto -significan! diffcrences in thc computcr hardware 
and software employed for the respective cases. -

The second probiem for which numerical results are described hercin is the 
calculation of the circulation of L;¡ke Ontarío due lo a wínd shear pre\'ailing 
in the local average dircction at Rochester in February, as shown in Fig. 8. 

"' u 
e: 
o 

"' c5 

-4 o . 4 8 12 
Slream Funclion, lj! x 106 

FIG. 9.-Stream · Function_ and Total Velocity Soiution on Lake Ontario Surface at 
Section ~-A 

A carcful rcprescntation of the geometry and bottom topography of this lake 
was compiled by Canada Center for Inland Waters (2). These data are employed 
herein to define a finite element representation consisting of 561 triangles joined 
at 323 points. The specified wind shear stress and the physical constants ¡, 
11. and g are the same as in the first problem. 

Fig. 8 shows contours of the stream function in thc circulating lake. This 
figure has been generatcd by a contour plotting routine which is part of the 
computer program. A plot of the distribution of the stream function and veloc1ty 
on a reprcsentative north-south scction ::.cross thc lake appears in Fig. 9. 

No comparison rcsults are available for t!lis problem. Although the correct 
Coriolis parametcr was used, no attempt was rnade to choose a physically accu
rate eddy viscosity or to represen! ice formation or variation of wind stress. 
It is unl!kel: tl field measurements of the form necessary for comparison 

lj 
¡¡ 
1 
1 
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J11!r¡wsc!: will be available in the futurc. Lar¡;e-scale modeling is a prom;s¡ng 
;tifcrn:ltivc :,oL<rcc oí cornparison data but no such data exist yet for this lake 
;!nd wh<.n they ar~ c::.tained it is lo be cxpected that limitations on represen!ation 
<'f the pcrti;-¡cnt dimcnsiordess ratios [see Rumer and Hoopes (11)] will require 
:;om·~wh<JI d1ff eren! conditions on tbe compar ison analyses than those ef!Iployed 
~-;ere in. 

In comput:J:ional aspects, execution times for the finite · element solutions 
of the preceding problem5 were gcneral!y sma!l, between 1/2 min and 1-1/2 
min on :m IBM 360í65. 

One mcthod of cstablishing confidence in the \ :didity of the present results 
is by perfo¡mance of further :illalyscs with cithcr a reviscd gridwork or with 

highcr-order elcmcnts on the samc gridwork. Work in this direction is in progress. 
Corrc~pondence of thc rcsults of these solutions \' ill ;;dd to confidence in the 
ac•:uracy of the ~olution of Eq. 7 for this situation but cannot, of course, demon
~tiate that this diffcrential cquation properly describes the behavior of !he actual 
lake. 

SuMMARY ANO CoNCLUSIONS 

The finite e!cment method has been shown to be effective in the analysis 
of lake circulation. Such problems are quite complicated from a geometric 
standpoint and a realistic analysis with use of any method must inevitably require 
a IJrgc-scale computation. The finite element mcthod is attractive in this respect 
because of the possibility of using existing large-scale', gcneral-purpose, fimte 
element computer programs. It is espccially promising as the basis for analysis 
of more complex circulation phenomena in lakes, such as the response to the 
introduction of a thermal plume into a stratified lake. Extension of the present 
work to three dimcnsions in a more general way. with remo val of the assumptions 
which p10duced a two-dimensional differential equation, can be accomplished 
without extension of basic theory. Appropriate tria! functions for such elements 
are reviewed in Ref. 4. The isoparametric element concept (14), in which higher
order polynomial tria! functions are also employed to map curvilinear element 
boundaries, is especially attractive as a means of improving the efficiency of 
thrcc-dimensional elements in geometric representation of a problem. The 
computational expense of three-dimensional representations is inevitably vastly 
incrcased in comparison with two-dimensional models, however, their application 
must necessarily be motivated by a desire to include new phenomena. 
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APPENDIX 11.--NOTATION 

Tire following symbols are used in tlris paper: 

A,R,C. 
a,, b¡o e¡: 

e" c1 , c3 , C4 

D 
f 
g 
h 

[K) 
[ k•] 

L 

L(I!J} 
m 

cocfficicnts in Eq. 7 as dcfined in Ref. 8; 
quantiti..:s rcbting coordinatcs of joints in clement; 
cocfficicnts for cvaluating veiocity components as defined 
in ltcf. 8; 
typical vc~tical dimension u sed to normalizc depth; 
Coriolis parumcter; 
<Jccclcralion of gravity; 
normalizcd dcrth of lake; 
coefficicnt malrix of resulting system equations; 
3 x 3 clcmcnt rnalrix as dcfined by Eq, Ji; 
typicai horizontal dimemion usd to normalize horizontal 
dimcn~ions; 

linear opcrator to operate on IV; 
Df/2TJ; 

1035 

N, 
11 

p 
R 

{ r'} 
U, 'r', W 

Ü, ¡¡ 

V 
x,y,¡ 

b. 

TJ 
p 

TJt,TYZ 

w 
¡¡, 

= 
= 
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sh~pe function at joint i; 
cho~cn numbcr of undctcrm!ncd parameters I)J¡; 

loc:!i pressure; 
right-hand si de of system equations or residual; 
element column ma!rix as l!cfined by Eq. 18; 

HY7 

velocity components in x, y, and z: directions, respectively; 
average \'CJOCÍly COITlpOnentS in X and )' dírectÍOnS. respec

tiveJy; 
entire flow domain under considcration; 
Car:esian coordinates with x positive castward, y positive 
northward, and z. positive upward and zero at surface; 
arca of triangular elemcnt; 
eddy viscosity; 
fluid density; 
~urface wind stresses in x and y directions, respectively; 
strcam function; and 
approximate stream function solution. 
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INTRODUCTION 

The simultaneous prediction of m,)mt:ntum. heai. or mass transfer in clo~..:d 
cavities has chalknged rc\earchcrs for years Certain flow situarions marked 
by extreme diffusio~ or h1¡;h ¡ncrti;¡ can be mathematically analyzed by closed
form solution or a houndary !ayer analysis (5.17 .31 ). When a flow problem 
is not dominated by either physical process, mathematical deéoupling of the 
momcntum transport from the heat (or density) trdnsport is prohibited. The 
resulting natural or cornbined convection cavity problem ( 17). difficult as it 
is, quite often is further complicated by the occurrence of circulation cells 
accompanied by high shear rates and density gradients (4.8,29,34). Since the 
governing simultaneous ec¡uations are nonlinear they require careful numerical 
analysis. 

The finite element method will be used to form a numerical analog for the 
viscous cavity problem. A rcvicw of finite difference schemes for convection 
problems is found in Ref. 25. Severa! features of the physical problem are 
particularly suited for analysis hy the finitc ekmcnt mcthüd (FEM) such as: 
(1) Irregular boimdarics are treated accurately without comput..Jtional dtfficulty; 
(2) variáble boundary conditions such as differential heat input, tempcrature 
distribution, or"wind shear are easily handled by the FEM; and (3) the solution 
of nonlinear fluid problems by FEM is just beginning (4,21 ,22,23,32), but airead y 
excellcnf.iterati~e stability and rapid convergence are apparent. 

The first flui~ mechanics application of the FEM was to linear potential flow 
problems (2,33/. Extensions to lubrication and creep flow followed thereafter 
(1 ,9, 10). Solutions of viscous homogencous flow problems are now available 
(6,7,15,16,20,27). Nonlinear viscou!. flow problems, bcing thc most difficult, 
are only beginning lo receive attcntion. Olson (29) presents a quintic element 
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Ne\vton-Raoh<.on Ff\-1 p; •.k ... dtJrc to :tn:Jlyz(' severa! homO;,!<=neous flcnv~ for 
the Rcvn•)ljs r.umb.:r :t<. higl• as 1.000. Stable ítcratíon and rap1J coll\ ergence 
are p:tr,ticuhlrly nol~o.:c.Jhk in thi~ method. Skiha, Unny. and \'.'e:wcr (3::!) present 
a r.:ct;;:-1t~lllar clt>tncnt ~:'.,~Jy.qa\e solutivo for natl.lral convcction in a slot. 
A weigh~cd avera~e. mcth{,J was u~ed to itc:rah! vclocity and temperature values, 
q~~~ing ;:.:.:réltion :1:1d convergc:n.:e behaviar to be inferior to Olson's method. 
Ki 1~g. )\;orlon, and Or\ob (23) prcscnt a Ncwton-Raphson technique to ·analyze 

stratificd flow ovcr a broad-crc~tcd weir. 
In this \'-Ork a finite ck111ent analog is prescnted for thc class of steady. 

viscouo;, incompressible. rwo-dimen~ional. heat, or mass tran,fcr flow problem. 
The Galcrkin mcthod of weighted residuals (MWR) i" u sed to dcri\·e a functional. 
/\ cuhic p!ate bending clemcnt is med with the streamfunction. 4J, and temperature 
or dcnsity ( T or p) ~\S unknowns. The element pro vides nodal continuity for 
not only 4J but more importantly the flow vclocities which are derivatives of 
l!J. An amalgamation of Ofson's (29) Newton-Raphson method and Skiba's (32) 
we ighted average techniqucs is u sed to itera te the coupled system of equation. 
The resu!ts from thrcc c:J<,cs are pre~cnted. These include homogcneous linear 
she<1r drivcn cavity flow, lateral temperature gradient induced na\ural convection 
in a box, and shear driven stably stratified cavity flow. 

CoNSERVATION EauAnoNS 

The three problcrm analyzcd in thi~ papcr are treatcd by the same equations. 

The coorJinatc systcm is indicatcd in Fig. l. . . . 
Only stcady--;tate prohfcms are considcrcd. Laminar fnc~10n !S used although 

the visco<;ity maybe interpreted as an eJdy viscosity whrch rs held co~st.ant 
in the spirit of mathcmatical tractibility. Density variati~ns a~e assumed neglig1~le 
e xcept in the buoyancy terms (the B~ussine~q approxJmatJOn), and the dcnsrty 

is unaffected by pressure (incompress1ble flUid). . . 
General Form of Basic Equations.-The general form ~f th: two dimensional 

steady-state shear or buoyancy driven cavity flow equat10ns JS as follows. The 

continuity cquation is 

au aw 
-+-=0 ..... . ......... . ...... (1) 

ax az 
The x-momentum equation is 

a u a u 1 ap "{"7 2 ••••••••••• - •• (2) . 
U - + W- = --- + TJ V U • • • • • • • 

a~ éJz Po ax ' 
The z-momentum equation is 

aw aw 1 ap 2 p 
u- + w -- = --- + TJ \7 w- - g . 

ax az Po az Po 

. ....... . .. (3) 

The diffusion-convection equation is 

éJ<I> i:l<l> 2 ·-+ w-=a'V <!>. 
. (4) 

ax az 
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in ~~ l)ich u and w órc the velocitirs in thc x and z directions, rcsrcctivdy: 
P =- the prcssure; p = the dcnsity; <jl is cithcr the tcmperarure, T, or th.: mean 
turhulcnt density; and TJ, a, and p

0 
are the viscosity, diffusivity, and rcfcr~nce 

density. - -
Gmcrr.ing Cavity Flow Equalions.--The equations are written in flO~dirnen

sional form by dcfining thc following variables: 

X l U 
x• = --; z• = -; u• = -; 

H H U 

w TJ a 
w• = U; TI • = -; a "' = -; 

Tlo 0 o 

p 
p• = ---- . . . . . . . . . . . . . . . . (5) 

l 
.-po[J2 

2 

in which H, U, a
0

, TJ
0

, and Po represen! reference values; and <jl and <j¡ 
are conscrvation quantities at the cavity top and bottom. Upon s:bstitutio~ 
of these vari.\blcs into the equations the asterisks are droppcd, and all vari<lbies 
from this point are dim.::nsionless (except in defining R, Pr, Gr). 

Eqs. 2 and 3 are cross differentiated, thereby eliminating the pressure and 
forming a vorticity equation. Finally, a pair of coupled equations emerge which 
will be used for the solution: 

....•.......•..• (6) 

-a a(<jl,I!J) 
- V'<j¡2 + --- = o . 
PrR a(z.x) 

. ................. (7) 

in which lj; = the streamfunction (u= ili!J/ilz, w = -oi!J/iix); Pr = -r¡/a (Prandtl 
numbcr), R = UH/-r¡

0 
(Reynolds numbcr); and Gr = (V'p)gH3 /p0 TJ! (Crashof 

number). The nonlinear terms represcnted by the Jacobian make the equations 
difficult to solve. The adequate solution of the problem requires full retention 
of these terms in the numerical method. 

NuMERICAL TecHNtaue 

The developmcnt of the FEM analog hcgins with the dcrivation of a functionai 
form of the governing equations by thc Galerkin method of weightcd rcsiduals 
(MWR). The rcmainder of this section considers in order: (1) formulation of ' 
the extremum prin~ip!e; (2) the el:::ment and the clement stiffness matri~es; 
(3) thc itera ti ve solution technique; (4) boundary conditions; and (5) othcr methods. 

Formubtion of Extremum Principlc.-Despite dcrivations of nonlinear "varia
tional principies" (11, 13, 14,18, 19,24) a truc variational formulation is unknown 
for this nonlinear .prpp_l"f!l· .A.I.ti!!?J-1~8~ FrooJ1> ,9j P2!!!l!l_es)!}CSS and convergence 
do not existas in thc linear case, the Galcrkin MWR proviéc:.s a direct formulation 
of an integral expression for the syster:1 of nonlinear equat;ons. The cor.cept 
as sumes that an approximation to the dependent variables (I!J,cl>) exists and is 
of the form ~ = }:7_

1 
N

1
1!J¡ cj; = }:;'_1 N 1<jl¡. in which IJ¡¡ (or <P,) is a particular 

value of the vari:.ble at point i, and N, functions of x and z: are called shape 
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' functions. If the goycrning cquation. Eq. 6, is dcsi6n:1l•:J D 1 <•:•.<1•) then the 
substitution of thc series, Eqs. 3 and 9, givcs D 1 (J,,J,¡ = R~ ;1. O. 1n v. hich 
R~ is thc residual C<HJsed by the approximate nature of thc series. Thc Galcri<.in 
criterion specifies that the weighted average of the residual over the domain 
of the cavity be zero, thus fA D 1 (~•.4>) N, dA= O, in which the weight function 
is chosen as the shape function, N 1• • 

Eqs. 6 and 7 are multiplied by the weight functions, N,, and integrated over 
the cavity, the result after integration by parts is 

(f ( aN, éJ$ a N éJIIJ) 
+ ----- + -- 'il 2$ dxdz 

.~ ax az az ax 

-~JJ N, ac~> dx~z- ~1 aN, a2ljl dx =o ............... (8) 
R 2 ax Re j az az2 

and from Eq. 1 

a ff (iJN 1 iJc!> aN 1 acj¡) -- --- + ---- dxdz 
PrR ax ax az az 

+ JI (N, ~ acj¡ - N, ~~ del> ) dxdz = O . . . . . . . . . . . . . . . . . . (9) 
az ax ax az 

The boundary integrals arising from thc integration by parts provide the device - ; 
by which houndary conJitions are imposed. : 

~· 

Element Formulation.-The element tci be used in this paper is the ninc 
degree-of-freedom nonconforming plate bcnding triangle presented by Bazeley, 
et al. (3). The ~lement has the unknown ljl and its first derivatives as nodal 
unknowns; the"refore,. the streamfunction is immcdiately differentiable to obtain 
the velocities." Previous application of cubic elements to flow problems (6 15) 
also shows the elem~nt to be accurate and reduces the number of elem~nts l ' 
necessary to describ~ the system. This element is a slightly altered form of 
the 10 degree-of -freedom element-(3,6, 12, 15) in that the centroid node is distributed 
a~~ng t~e nine corncr nodes. For nonlinear iterative analysis the computational 
dJff¡cui!Jes of the centroid nodes are severe and require its elimination. The 
element though nonconforming appears to give satisfactory first cut approxi
mations for initial work on flow problcms. 

To establish the cubic polynomial the unknown ljl (or <!>) and its dcrivatives 
$, and $z• are defined at thc three corner nodes (Fig. 2). If arca coordinate~ 
are defined as L 1 = A,/ A, in which A = total arca of the element and A 
= the area of the triangular subregion (i = 1,2,3), then the shape 'functio~ 
description is as given by Ref. 3: 

$,1:N1$ 1 + N 2$x 1 + N 3 $z 1 + ... + N 9 $z3 }· ••••••••••••• (lO) 

el>., - N 1 el> 1 + N 2 4 1- N 3 cl>z 1 + .. · + N 9 el> z 3 
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in which N 1 = q + 3L~(L 1 + L 1 ) + :!L, L 2 L 3: 

N2 = c3 (qL~ +-~-L 1 L 2 l. 3 ) -- c 2 (L 3 q+ +L 1 L2 L3} 

N 3 = -b 3 ( q L 2 -r + L 1 L, L 3 ) + b2 ( L 3 q+ + L 1 L 2 L 3 ) •••.•• (11) 

and a 1 = x 2 Z3 -- x3 z2 , b 1 = z2 - ;: 3 , c 1 = x 3 - x 2 • N4 and N7 are found by cyclic 
permutation of índices in Eq. 11 similarly, N 5 and N 8 are found from N 2 and 
N 6 and N9 are found from N 3• 

First. and second-order differentiations are now performed and the resultin¡;: 
matrices are substituted into thc functional expressions, Eqs. JO and 11, yiclding 
two sets of nonlinear algebraic equations for the element, e (see Ref. 35). Thus 

~ Gr - R <t> ;, $1 + e ik¡ $k$ 1 + ~ A •J el> 1 - P: = o . . . . . . . . . . . . . . . . . < 12 ¡ 

a 
PrR ~;,<!>¡ + "IT ak¡$k<!>¡- Q~ =O ..••..•..••........ (1 }, 

Column vectors P,' and Q,' are formulatcd from the boundary integrals in Eqs. ! 

8 and 9. It is assumed that these vector s are zero for all element si des no: 
on the physical boundary of the problem. The customary procedure is to asscmhk 
thc elemcnt stiffness matrices (10,12) into a global systems of cquations: trcatir.·~ 
the nonlinear matrices, e and "·as quasilinear in the summation process. Judiciou~ 
application of the iteration technique would thcn result in acceptable results. 
For reasons given in a later section, thc solution process is reversed. i.e., the 
iteration or perturbation technique is cmployed at the element leve! and a global 

system is then composed. 
_ lterathe Solution Trchnique.-The solution of Eqs. 12 and 13 is by a Ncwton
Raphson tcchnique coupled with a weightcd avcraging mcthod. This method 
is an amalgama! ion of Olson 's (29) and S k iba 's (32) work. 

The method begins by applying thc Newton-Raphson procedure at the elemcnt 
level. Let $~ and el>~ be ,the nth approximation to the correct solulion, $~ 
and el>' (for e

1
1ement ~) of Eqs. 12 and 13. If the ith equation in Eq. 12 is 

1 • 
[; and the ith equation in Eq. 13 is g1 then by a truncated Taylor senes: 

9 (a[;) 
f (,¡,n-1 A-.n-1) + "" -' A$"= f. ($e cj¡q =O 

1 '+'o¡ •'l'o¡ L.J a·•· 1 j J' 1 
1=1 '+'1 

.•.•••....•... (14) 

and 

9 (ag.) 
g (•'·n-1 A-,n-1) +"" - 1 Acj¡"= g (ljl< cj¡<) =O 

a '+'o1 •'~'o¡ L._¿ éJ.!· 1 a J' j 
1=1 '1' 1 

............. (15) 

............. (16) 

. . . . . . . . . . . . . ( 1"'' 
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.M~= ~JI~,~ ~JI~,-• 

j,q.¡ = IJ>~. =- IJ>~.-· 

and 
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-"1 Gr 
f. (,,,n-1 ..l.,n-1) =-el> ,J,n-1 + 9 .. J.n-I~J¡n-1 + -)\ . ..l.,n-1 

1 'l'o1 •'+'o¡ R •J'~'o¡ 1k¡'l'ot o¡ R2 1¡'+'o¡ 

Q 

(.r.n-1 ..l., n-I) - __ t ..l.,n-1 + .r,n-1 ..l.,n-1 
g¡ 'l'o1 •'+'o¡ - 'o •i'~'o¡ 1T •k¡'l'ot '+'o¡ 

PrR 

¡ ... ' . 
A final set of equations r'or the elernent e pcrturbation values is written 
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(18) 

( 19) 

. . (20) 

in which S~¡= éif./éJ"'¡; and T~ = éigJéi<Vr 
The systems of e!ement "slope" matrices can be assembied into a set of 

global "slope" matrices 

s~-· t. "'•" = - F¡-• (22) 

T;;-• áq¡j = -G?-' (23) 

in which, if there are p uodes in thc system, .1,¡, j(and similar! y f. <J¡ ;> equals 

at.ljJ, abljJ¡ ab~r a6"'p 
/l~¡~=fllJ¡I'--,--, ... ,11jJP,--,-- .............. (24) 

ax az ax az. 
A wcighted average scl1eme completes the iteration process. When Eq. 22 

is solved the new perturbation values, lli)Jj, are added to the old solution vector 
(Eq. 18) to forrn the vector of cw rcnt streamiunction values. After multiplicatio:1 
by :he proper weight funciion the new and old solution vectors are added and 
the avemgcd answer is scnt to Eq. 17 for use in solving Eq. 23. The same 
process is thcn repca!cd for ~~·7· Thc avcrag111g scheme is then 

IJij = IV1 (~J¡j-
1 + ~j) + W 2 (lj.l;-'>} 

<~>: = w. <<!>
7

_._ + ~;) + w
2 

<<!>¡--• > . . . . . . . . . . . . . . .. (25) 

The repctitive population and solution of Eqs. 2:>. and 23 using the most 
currcnt weighLed ~oiution vcctors, Eq. 25, is the iterative process. Complete 
specification of the numerical tcchnique closes with a brief description of the 
method of h~nd!ing boundary i::onditions. 

Boundary Conditions.--Known nodal boundary values of 1!1, fi¡J¡/ ax, fltl•/ az, 
<!>. éld> 1 :Jx.. and él<f> / ()¡ are •ntroduced into the starting vectors, "': and ;1¡ 1• Since 
thesc values never change the corre~ponding perturbation quantitics, ~_¡¡; and 
.1. <P :. are ab.-ays equal to z..:ro. When, as in thc case of the variable bottom 
topograpily, bou'ldary conditior.s are specified in terms of normal and tangcntial 
0c.rivatives a coordinate transformation of the affected boundary nodes is 
necessary. The method, readily used in structural analysis, is described in Refs. 
4 and 15. 

Solution Procedure.-Comp:~tation and storage requirements are grcatly re
duced by dividing the method into two specific programs, an elemenl tibrary 
program and an iteration program. 
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Thc clemcnt librar)' cr~:..:c~ th.: ~liffn._·~~ matrices, <f•, 9, >.., n, and ~ (10.12), 
for .::~eh of the "difkrcnt" l•í m .. 1n Ll.:mcnrs in a p:~ri!cular dc~crcli7atio01. 

Thercfore, even if thcre ;ue 100 elcmcnts (Fig. 3(b)], stiffncss m:t11ices from 
only four are dctermined and <torcd. Although this mcthod cncouragcs elcmcnt 
uniformity, the reduction in core Sfl)ragc rcquirernent justifies thc approach. 

Thc ikrative solution program ~oh•cs thc nnnline:~r system of cquations by 
thc Newton-Raph~on procedurc. Severa! org~.nizational features are noteworthy . 
The ~olution order of the two cqu;,tion sets is cstablishl!d by thc critcrion that 
the most !incar govc1ning equation, Eq. 6 or 7, is snlved fi1st. Because the 
test time pcr iteration is con~ide~abk. no com cr gence test was incorpcrated 
in !he computer program. To :est for conve1gcnce the re;;ults f1om a co:npleted 
run of n spc:cified itcrations wcre meast;r~d against the convergcnce e• iterion 
!el < 0.1'7c. Resulrs not falling bt:twccr. thosc lirnits \~ere u sed as starting vcctors 
nnd thc program run for another .;;pccii1crl number of itc1 ations. As ..:ompiiarion 
time was on!y 3 sec a con,idaable economy in compu!ation time rcsulted. 
Full advanlage is taken of the band.:d but nonsymmetric slopc matrices, S 

1
¡ 

and T;,· Once convergence occurs, the so!ution vectors, ¡J¡, and <j>
1

, are printed 
out a:1d passcd directly into a ..:ard file. These files serve as stmting vccwrs 
for thc next case. 

Although an apparently clumsy technique rcquiring the repcatcd population 
of the slope matrices, this mc1 hod a rose in response to the n:strictions in 
computation milchinery (all calculations wcre performed on an IBM 360/65) 
and thc dcficiencies in thc currently available methods (23,29,32). A brief 
description of !he dcficiencics foilows. 

Other Sobtion J\lcthods.-The rnethod of Olson (29}, th~ point of dcparwre 
for this work, is a full Ncwton-Raphsun procedure. Wíth refercnce to Eqs. 
12 and 13, the method sums the clcrn~nt stiffness matrices to global matrices 
and thcn applies the Ncwton-Raphson procedme. The resultíng global three
dimcnsional slopc matrices rcquire so much storage that thcy must be storcd 
on disk and retrieved at each itcration. For this particular p1oblcm more time 
was spent retricving the global matrices from disk tha11 repcatcdly populnting 

S~ and T~ with the proccdurc outlincd hcrcin. . . 
The method of Skiba (32). an accclerator n;cthod. JS str;H¡;h!forward. Eqs. 

12 and i3 are summed dircctly to thc glohal ~ystem. !Jsing values of 4> and 
lJ¡ from the previo~s iteratio11 thc nonlinear icrm~ are cva!ua~eJ ?.nd the algebraic 
equations are solved for ~~. not !he pcrturbaticn qu:!niitics. A v..-::ightcd average 
of ¡J¡~ is form..:-d and uscd thcn to solve the system oi equat¡ons ~or <i>~;. ~he 
process is rcpeated for the srecificd number of iterations. The savmgs m t1me 
per iteration is considerable but convcrgcnce proceeds at a rnuch slower pace. 
Again, the swrage of large three-dimc:nsional matrices i~ req:1irc~. . . 

Finally ihe mcthod of King (23) eliminatcs thc necess1ty o! usmg ~•gn_eí or~er 
approximations by solving the f our conservatiún equations directly. 1 he 1terau~n 
technique, a Newlon-Raphson procedure, requires solvi:1g at once a Ja¡ge matnx 
for values of the vclocities, pressure, and density. Again tl1e .vecy large _storage 
requir.emeJ1!S pius the necessity of solving the sensitive prP.ssure ·~quation eliminate 

this method: 

PRoBLE.M SoLunONS 

The finite elemer.\ method is r.ow uscd lo solve severa! example piOblems. 

\< 
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The rcsults empha<;ize thc convergcnce, accuracy. and dfici-:::cy ('f :he kdn,;qL:e. 
For two of the thrce problems prcvious rc:-.ults are u'-:d to .:.;tabiish s.):iliion 
accuracy. The third prohlem, thc motivation for the devclopment of the melhod, 
is new and thus previous results are not available. 
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FIG. 4.-Vertical Streamline Profile at x = 0.3 and 0.7; Homogeneous, R = O, Shear 
Driven, 0(1) Cavity 
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FIG. S.-Vertical Streamline Profile at x = 0.5; Homogeneous, R = O, Shear Driven, 
0(1) Cavity 

Linear Biharmonic Model.-The analysís of a shear driven cavity model satisfies 
three objectives: to determine the number of nodes/ elements necessary for 
accurate cavity results and to determine the effects of a symmetric versus non 
symmetric flow f discretization. 
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Thc p~<~bkm i<> defin~d :.1~ foflcr~:~. /'. l,<•mPb:..:r.cc.u<; w:¡tcr filkd L.II'ÍI) 1s 
,e¡ :1~;u ;:1,11~<>11 h) thc :.p¡>li..:;,:,on nf :1 kno11 n ~h·2ar 'i!JCSS. Tlw prtl!'km i<; 
J:;¡c·;,¡ 11cd by consiJ.::, ing thc R '= O c~.;;c. Eq 6 reduces to v" 4J '= O The 
boundary conditiuns <lppl1d to the smface z == O are w = O, r.nd TJ., (riujaz) 
= •.!Pu• in which ·~, is a knvl\ n ~hear stress. On thc walls and bottom thé·' 
no-slip condiJion hc•lds and no flow ís alkmcd through the boundary. · ·· 

In hi~ ,.,o~k Olson suggcs1s that for a 1 x l cavity 72 elcmcnts or six on 
a side is ~;,ti~factory. Figs. 4 and 5 then compare the te~ults from a 6 x 6 
box [Fig. J(a}] 10 3. JO X JO box [Fig. ~(b)] ano the finile differt?llCe ¡eqilts 
of Rotem and R.atkowsky (30). The stre;¡¡nfunction profiles compare fa\'orably 
with the pubbhed rcsults everywhcre hut the vortex ce,¡rer. Thc fullm:ss of 
the R<~tkmvsky and Rotem results is not m;lt<:hcd by the 6 x 6 cavity and 
the 10 x 10 c:.rvity duc pcrhaps !o the nc.:1conformity adds littJe rcfincment. 
Becausc mesh refincment failed to improve rcsults suh<;tantially the coarser 
mesh is con~idered sufficicnt. By lowering thc numher of cJements from 100 
to 72 thc ~ystem of equ:-~tiuns is rcduccd from 3fi3 to J47, a <;ignificant diffcrence. 

Natural Cüll\cction :\Todcl.-The model. utilizing the fui! nonlincar algorithm, 
considers fluid motion in a completely enclosed ~quare cavity thc sides of which 
are held at C~>nstant but different tcmpcratures. The motion is assumed laminar. 
A warm tempcrature, Th, is evenly applied to the Jeft vertical wall and the 
right vertical wall is kept at a constan! but colder temperature, Te. If the density 
is ¡eJated to the tcmperature by p = Po [1 - ¡3(T- T0 )] and if U = H/T, 
T"' = (T- T)/(Th- Te}, in which ii = thermal diffusivity, and T = reference 
time = H 2 /a. Thcn Eqs. 6 and 7 be come 

éJ('\72\jl,ljl) aT ~ -Pr'\7~\jl + - RaPr- =O 
il(z.x) ilx 

a(T,Ijl) 
-V' 2 T+ --=O 

il(z,x) 

..•..•••.......•. (26) 

in which Ra = Raylcigh numher = [gJHTh - Te)/(aTJ)]H'. The boundary 
conditions for the flow field are that u = w = O on the boundary and the 
tcmpcrature ficld is restrictcd toan insulated condition on the top and bottom. 
The negative horizontal temperature gradient, a vorticity source, is governed 
by i.he size of the Rayleigh nurnber; therefore, the magnituC.:e of the Prandti
Raylcigh number product controls the evolution of the solution. 

Applied to a 6 x 6 cavity, the procedure begins with a null starting vector 
for ljJ ~ and sceks a weak heat conduction field for Ra = 1.0. The value of 
Pr for all runs was 1.0. Computations for Ra up to 10~ were pe~formed and 
compare favorably with finite difference solutions by Wirtz (34) and DeVahl 
Davis (8). Thc results for Ra = 104 and Ra = JOS are plotted in Figs. 6 and 
7. Streamlines and isotherms for the Ra = JOS case are presented in Fig. 8. 

The rcsults indicate that the initial choice of the 72-element cavity was accurate. · 
U si na this 49-node configuration reduced the problem size considerably. Wirtz · 
u<;..:d~Q,: a:"d :)19 .,.-;Ce ::;..-,-:-.:::;-...;;-a~ior.o; and DeVahl Davi<; u<;ed 121 nodec;. 

- .. _.. ..... ,: :-,,. • ~-,. jo""' .... 'l.¡~,.~· ... 'l ,•,.!!• .. •rt,,;,.1 P'tll:.tturn ¡q, 111orrL111 lhr tin,,. 

frf:.•.,.• .. ·~~~ ~·¡:• :·.,.¡•.- .- t,.~··•· .. i '-'1ffr~~'\ n;,.lpt tn-t••t L..,,¡, ... 1.f"lo • • •. l.t. .. ~ ''" 
t .. f .¡,~h'f~'t.. • .;t.!,._s (,,fm a 'bl.f'á.! .,.,~ \..•• ·'••"' '\oC-' • •• J.6: ~ '

1 

•·• 
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progr;¡m solving two sy~tcms of algcbr:J:c ec¡n:ll;¡mo; pcr iter:,:inn r,·quircJ 106 
K of sto1age and 1.13.6 sec of IBM 360/65 Fort G c\ccuti¡)n time. ()!,on (!9) 
reports that for onc iteration on an IB\1 360/67. n o;ec of C\ccntion rime 
were required to solve one governing equa:ions appro\imated by 172 ;J!gchraic 
equations. Therefore, the present method repre~ents a fivefold incrcase in 

1-

01 

X 

0 RA W•"Z Ro • 10
5 

O R /J. Wutz Ro = 104 

:-= 6 a 6 Covrty 

Flu. 6.-Midheight TE:mperature TProfi!e; Natural Convt:ction, Ra = 104 , and 105 
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FIG. 7.-Midheíght Vertical Vclocity w Profile; Natural Couv<;ction, Ra = 10 4 , and 
10~ 

P.ffici.:n(;y, suggesting tJ-.at disk storage should be avoided where possibJe. Chan 
(6) reports that studies of flow over a cylinder usirig a 207-equálion Newion-Raph
~nn o;nlu!ion wok ::!8.:(1 scc per equ:Hion per iteration. Apin ¡}¡~ imp~t'\·eme~l 
;, r\ icknl 

. t,, ... ""...... ... .. "'•,. o .............. .. 

•• , ·-- • , . t -'~"' • ~ '.... R ' 'lo • ' .. 
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.:-onvection prubh:IT.; thercfore, the rcsult is not unexpcctcd. ~v!ca>urcment of 1 

th.::~e propcrties is done by ccm;pr:ring thc lll!mbers of itaation requirl'tl for 
convergcnce and the siL.c of thc R:.kigh number jump t;:kcn whiie n.:maining 
st;,;hle. As a stcp incrc<~se of Ra = 10 3 required tlm~e to fo¡¡r iterations and 
no weighted averaging. Step incrcases of Ra = 10 4 Wt'IC done in le!.s than 
nine itcr;{tions with simple i!.Veraging (i.e., WJ = 0.5, wl = 0.5). The maximum 
reliable step siz.e for flow regimcs up to Ra == 2 x 103 is 5 x 104 requiring ' 

T 

FIG. 8.-Streamr;ne and Js,)thorm Contours; Natura' Conv~ction, Ra = 106, Pr 
1.0 

T 

C(C,.;5; Ji Ft-~- ~::--------l~ 
~0003 V . 
~" 1 --" 1 (C7 . ¡--------·:: --~ 

~-~~ _j t -------
000001 

L----------------------

FlG. 9.-Stresmiine and lsopycníc Contours; Shvar Driven, C(1) Cavity, P. 
Pr = 1.0, Gr = 5,000 

100,. 

10 to :2 itcraüor.:; with simple averaging. Although successful convergence was 
achicved a< 3 step síze of 7 '~ 10 4 the probabilit~· of consistently good results 

is reduced. 
De Vahl Davis (8) reports that the stabiiity of the finite difference analog 

is threatened for step increases grcater than S x ;o:r, Skil:<!'s (32) mcthod :asily 
handles step increases of Ra = 4 x 104

; howe\'er, the res~lts are ach~e~ed 
with a Pr = 1 ,000, a very stab!e configuration for the problem No su eh restnctJOn l 
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is ncccs~ary here. Unfor:unately. no n:su!ts are 1·2ponL·J on thc m1mb·~r of 
iter:itions rcquired for Skiha's method. 

Combincd ConH:rtion Prohlcm.-The prirnary moti\~1lion for thc ai":onthm 
developrnent was the solution of a cornbined com cction problcm. Sincc rcsults 
are not available for this problém rigorous checking of thc mcthod :!gainst the 
established results of thc previous cases indica tes the corrcctn.:ss of the ~olution. 
The problcm is this scction explores the interplay of wind shcar and a stablé 
vertical den~ity gradienl, and is peculiar In that distiuct circula! ion "cells~ can 
occur. 

The cavity model considers fluid motion in a cavity founded on the ~ides 
and bottom and sct into motion by a known applied shear stress on the surface. 
A stable vertical tempcrature gradient is imposed by specifying m;¡ximum ;,r.d 
mínimum temperatures on the top and bottom of the cavity. The surface 
temperature is Trand the bottom temperature is T8 and if U(Eq. 5) is T, H/(r¡"p.,) 
then Eqs. 6 and 7 become 

_2!_94;J¡+a(92~~-~aT =O¡ 
R a(z.,x) R 2 ax 

o ••• o •••••••••• o • o o (27) 
E ii(T,I!J) 

- --9
2
T+ --=O PrR éi(z.,x) 

The boundary conditions are that u = w = O on the bottom and sides and 
w =O on thc surface. Further'ilu/ilz = T./(T!aPo) is specified on the surface. 
Heat flux is prohibitcd through the sides. 

Calculations were performcd for a variety of flow conditions. The range of 
paramcters was: R of 1 to 1,000, Pr of 1 lo 10, and Gr of 1 to lO~. Extensive 
results to this prohlem will appear in another paper, however, a strcamfunction 
and isopycna1 plot is presented hcre, in Fig. 9 for demonslration purposes. 

Iteration and convergence behavior is the same as the natural convection 
problem. 

CONCLUSIONS 

From this study severa! conclusions ahout the use and application of this 
method are drawn. 

The full Newton-Raphson method can be made an efficient and, for this 
class of problem, a preferred computational scheme. With the proper use of 
element librarics the necessity qf using disk storage is eliminated. The use of 
higher order interpolations reduce~ the number of necessary clcmcnts and is 
highly recommended. 

This paper establishes that the use of the FEM encourages solution stabi!ity 
and iterative speed. The method is preferred over finitc difference schemes 
for this class of steady problems. Problems and questions are plentiful and 
unfortunately thc solution of coupled noniinear equations by the FEM remains 
unresearched e ven in light of recent Swansea (22) conferencc. In physical domains 
where analytic:-1 answers are impossible the FEM seems to be the correct 
approach. -

\\-\)r" dc~..:nhcd hrrc wa'> su¡-.pnncd in p;,n by lhc N~!ior.ai Scicn..:e Founcbiion 
under Rc·,earclo Gr;;n; Gr--;.-23992. '}/orh: done by the scr,ior writcr ar Cornell 
lJniver~ity was sup;:;uned by an Enviwnmen!al Protcction Agcncy Rese:nch 
Fe!low<hip. The inv;liuable as~:íst<mce of R. Gailaghcr is gratefully acknowledged: 
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APPENDIX 1!.-I\IOTATION 

The fo/iowing symbo/s are used in tlzis paper-: 

A, A¡ 
a¡.b¡,c1 

Co.Cx,Cz 
Cxx, Cxz, Czz 

D.,D2 

d,e,f 
E,Eo 

elcmcnt arca and arca of subrcgion i. respectively; 
elcmcnt geometry cocfficients; 

codficient matrices for shape functions and firsl and 
second dcrivatives; 

operator notation for governing equations; 
co!umn vectors of element integrabie functions; 
turbulent dcnsity cddy viscosity and refcrence valuc:s; 

'8 

F~f~ 

G~g? 

Gr 
g 

H 
i,j,k 

L 
L.,L 2,L3 

N 
N;. 
P, 

Pr 
p 

Q• _, 

R 
Ra 
R* . 
Sij 
T 

To, Th, Te 

T~ 

U,W 
U, \V 

w .. W2 

X,Z 
a 
ii 
~ 
E 

,,,0 
e •kl' }\_iJ• 

<l> ij• ~ ij• "óT ikj 

p, Po 

Pro Pa 
'T 

~ 

·~ 
4>.4> 

4>~. ¿q¡~ 
IJ¡,;j¡ 

ljli. ~t!Ji 

Dt:-:CG.t.3ER 1575 r.1G 

ith global and dcmcnt algebraic equations at nth iter:~tion 
for vorticity cq11ations; 

ith global and elcmcnt al¡;ebraic equalion at nih iícr;.¡tion 
for con~erva¡icn cquation; 

Gra~hof number; 

era\·itational cocfficicnt; 

maximum cavity depth; 
índices; 

cavity length; 

elemcnt arca coordinates: 

maxirnum number of iterations; 
el<!mcnt shape functions; 

bound;,ry condition vector for vorticity element stiffnes~ 
equations; 
Pr2ndtl nnmber; 
¡::;ressure; 

be;.mdary condition vector for conservation elemem 
stiffncss equations; 
Rcynolds rn;mber; 
Raleigh number; 
n:sidual for ith cquation; 

ith global slope matrix atnth itcration for vorticity equation; 
tem¡-erature; 

refcrcnce, ldt wall and right wall tcmperatures; 
ith gl0bal 5lupc matrix at mh iterat:on for ccnservatior 
equation; 
rcfcrence vclocities; 
horizontal and vertical vclocities; 
weight function; 
rectangular Cartesian coordinatcs; 
diffusivity for conservation quantity 4>; 
molecular thermal difusivity at refercnce density Po; 
volumetric cxpansior. coeffic:ient; 

error limit; 
eddy viscosity and reference value; 

clement stiffness matrices; 
density and rcference value; 
density a! the cavity top and boti.om; 

therrnal diffusion time; 

surface shear stress; 
conservation quantity and series ¡·.epi t:.sentlltion; 
vectors of ¡jJ and perturb3iion quantitics :!t nth iteration; 
streamfunctic.n and its :;eries rcpresen~ation; and 
vectors of lf¡ and perturbation quantities at nth iteration. 

., 
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THE CAI.CULUS OF VARIATICNS 

1.1 Introduction 

In the study of elementary differential calculus we investigate 

how certain quantities eay '.f', varies as another quantity~ say 'x' 

i s al tered when there is a relation~hip between :x: and ~. We r;ay th~~ t 

f is a function of x, . f = f(:x:), if there is sorne rule whereby we 

c~n calculate the value of ~ if we lmow the value of :x:. One pa:;:-tir~ula:r 

investigatlon we malee is into the determination oí the ma:x:imum and 

minimum values '~' may have and the conditions for íinding these 

valties. 

In the calculus oí variations we consider a similar type of 

problem, we study how a quantity called a 'functional' varies as we 

change the func.tion . f = f(:x:) to a.nother íunction, say ~ = g. (x), 

and in particular try to find the function which gi v~ the functional 

an extremum (maximum or minimurn) v'alue. 

A functional is a quanti ty whose value dependa upon a function, 

íor example 
1 

F = J f(x) dx 
o 

(1.1) 

i s a simple functional. The value oí' the defini te integxaJ. will 

depend upon which function !' (x) we chose. We shall be concerned with 

integrals in the form oí definite integrals in which the integrand 

may not only include the function f but al so i ts deriva·Uves. A 

typical nroblem might be to find the íu,nction í(x) which gives 

L 

F ., J ( 1. 2) 
o 
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a minimum value,.and also satisfies sorne specified conditions at x =O 

and X = L. Further restrictions will also be placed upon the range of 

functions out of which .r(x) is to be selected, these generally will 

require that.f is a continuous function of x and that sorne of its 

derivativas are also continuous. The range of functions which satisfy 

the boundary conditions and have the required degree of continuity 

we call'admissibl~ functions. 

We will denote a functional by F(f) if f is the required function. 

If more than one function is required we list thcse in the parenthesis, 

e.g. F(u,v,w) means that we will be looking for functions u, v and w. 

The integrand we write as I( ), and in the parenthesis we write much 

of the required functions and their derivativas as appear in the 

integrand a.nd the independent variables. Thus the functional cited 

abovc -(1.2)- would be written as 

F(f) 

or 

F(f) 

L 

= J 
o 

I(.t, f , x) dx 
XX 

where the suffix notation indicates differentiation 

df 
~=di f 

:XX 

( 1. 3) 

, etc. 

The first problem we shall consider is the determination of the 

ftmction that gives sorne integral which dependa upon f and f a 
X 

maximum, mínimum or more generally a stationary value. 



x2 

1.2 Functionals of the form :F'(f) ... j I(f, .fx1 x)dx. 
x1 

Let us try to find the function .f(x) that has the values r1 "" .. .f(x1) 

at x = x1 and f 
2 

-= f(x
2

) at x "' x
2 

and givas a stationary v~lue to 

the functional. 

.P(:t') = 

:x:2 

r df 
I(f --, dx 

~X 

1 

, x)dx ( 1. 5) 

We will use the symbol f to denote the function that give.s the 

staticn~~ value to this functional. Any other function which passes. 

through the points (r.
1

, x1) and (.:t:
2

, x
2

) can be put in the form f(x) 

+ ~(x), where n(x) is zero at x = x1 and X·= x2 (figure (1.1). 

The expression, 

h(x, e) = f(x) + e ~(x) ( 1. 6) 

·will representa series of curves ea.ch of which passes through the 

specified end points. We lj.mi.t ourselves te fw1c~ions ~'(:x:) ru:d Tl(x) 

which are continuous in the interval x
1 

< x < x
2

• For each function 

~(x) the above expression h(x, e) will give a family of curves, and 

\ all the possible such families will contain r(x) when e is zero. If 

we now evaluate the functional F(f) we know that this will be an 

extremum when P. =O and its value will then be F(y). The value of 

F(f) will vary wi th .:: and we lmow, from the defini tion that -~ extremizes 

the functional, that F(f) will be an extremum with respect 'to 1'! when 

e = O. 

NOV/ 

F( h) = 

and 

. X 
2 

J I(.h, h , , X 
x1 

x)dx (1.7) 

( 1. 8) 



·-..¡. 

If we differentiate ( 1. 7) with respect toe, 

x2 x2 
l'li bh br hhx dF{ h} r didx 

t1 
(1.9) 

de = ; = (-·-+E. -)d.x 
" ~ bh bF.: ·hx- be 
x1 

(Note that x does not vary). 

The second term arises ~s not only does I change with variations 

in h(x) but al so will variations in dli/ dx ( or hx). 

From h = 
we find 

Vlhence 

1: + eT) 

bh 
be = 

dFG1) 
de 

, 

and h = f X+ e11x X 

bh 
and 

·x 
llx be = 

(.1.10) 

(1.11) 

( 1. 12) 

Integ.rating the second term in the right hand side by parts we 

get 

~F(h) 
d-:: 

(1.13) 

The last term in this expression is zero as T)(x) is zero at both· 

limits x = x1 and x = x2• We t~s find, 

x2 

this 

dF(h) = J f M.. - ..!. ( br ) 1 11 d.x 
de · Oh dx th x

1 
-x 

(1.14) 

For a stationary value of F(f) this equation must be zero, and 

occurs when e = O and h = f • We thu.s have, 
· ·X · X 

dF(h) 
de ec:o 

x2 

= S r bi d ( bi )1 f. :t. - d.x b f- ,., dx = o 
x1 x 

(1.15) 

~his is to be trua for all the admissible functions TI, that is for 

all functions h(x) which are zero for x~= x and x e: ~ and are aontin-



uous in the interval x1 < x < x2., 

The :13:-lsic Lernma of the Calculus of Yariations 

x2 ~ 

~ (i((x) il(x) dx = O 

i 

(1.16) 

for all admissible .functions 1l(x) then Ql(x) = O th:roughout the interval." 

Let Ql(x) not be zero at sorne point x = X:. Since all the necessary 

functions are assumed to be continuous 9 Ql(x) will have the same sign 

in small interval a = x - 5 < i < x + 5 :.: b • For instance 

(figure 1.2) the function 

'fl(:x) '" O , x < a x> b 

2 2 il(x) = (x-a) (x-b) , a< x < b • 

will be continuous and have a continuous derivativa~ and is thus 

.admissible. Since in thG interval a< x-< b 9 'fl(x) is essentially 

positiva the integral, 
x2 b 

J cv(x) il(x)dx - S cv(x) 1l(:x:)dx (1.18) 
x1 a 

will not be zero, which contradicts our initial condition. Hence 

N(x) cannot have any value at any point in the region nonsidered. 

A similar argument applies if we require the nth derivativa of 

~(x) to be continuous, but in this case we use 

il(x) = O x< a , x>: b 
( 1 . 19) 

a< x< b 

since this will give the requireJ. continuity. 

Thus, the function r'(x) which gives a staÚonary value for: F -

eqtlation ( 1 .15) - is such that satisfies cv(x) ~ O or, 
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(1.20) 

'throughout the interval x 1 < x < x 2 

Bquation (1.20) is called the Euler-Lagrange equation and 

represents a second order d~fferential equation. 

Exa•nple 1.1 Find the condi tion that 

1 

J df 2 dÍ 2 
F(f) = [A(dx) + :B(-dX) + Cf + J>:Í'1 dx 

o 

should be stationary, subjected to .f(1) =O, :t(o) =O 

We.have, 

I 

Thus, 

2Cf + D 
bi . - = 2Af + :B 
OfX X 

Whence, e qua tion ( 1 • 20) beco mes, · 

bi d 1 bi ) 2C f + D - 2A fxx = O 
bi:- dX 'bf -

X 

d2
f 

or 2A - · - 2C .!.' - D = O 
dx2 

wi th boundary con di tions f = O at x = o, x = 1 • 

(a) 

(b) 

(e) 

(d) 

(e) 

Example 1.2 The deflecti~n of a strip of film, with film tension 

T, u11der normal pressure pis such that it extremizes the following 

functional L . 

J T Clw 2 
F(w) = ( 2 (di) - pw } dx (a) 

o 

where w is the deflection and is zero at the ends of the interval, 

x···:'.; o, L. 



Now, 
I 

hi 
ow = - p 

T dw 2 
e - (-) - pw 2 d.x . 

hi 
owx = Tw 

X 

Whence the Euler-JJagrange condi tion give s 

d . 
· - p - - ( Tw ) .:.: O dx X 

or 

:e o +T :::: 

~· ).. ..... ~..,.--\ 
~ 

The solution.\of this equation is, 

w = - · -4F x
2 

+ Ax + B 

and since w(o) = o, w(L) = O 

W e ...E..x (L - x) 
2T 

1o3 Flmctionals of the i.'i'orm f , f . x) dx 
X X;{' 

(b) 

(e) 

(e) 

(f) 

(g) 

We consider now functionals whose value dependa upon the n~tu.re 

of a function and its firstMerivatives 

F(f) I(f, í , 1 9 x) dx . 
X XX 

( 1. 21) 

The required value is the function f(x) that gives a stationary ·value 

to this function and has specified values .f'
1

! f 2 __ at x = x1 , x29 and. 

also specified values for ·the first derivativa. f (x1) = f and 
x x1 

f. (x
2

) = f x · x2 
We proceed ás befare, de11otfng the energizing function by ~(x), and 

considering functions h(x) =~ f(x) + e'fl(x) • In this it is necessary 
.. 

that T\(x) is zero at x = x
1 

and x "" X,., 
c.. 

and that the first derivativo 
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~(x) is zero at x = x
1 

and x e x2 and that the first derivative ~x(x) 
. . 

is alao zero at the ends of the interval (figure 1.3). Noting that, 

h = h + e11 bh - "1'1 

be - '' 

bisc 
h = f + eTl , = '~"~ 

X X X be '1X 

bhxx 
.h = f, + e11 , ~ = 11 

XX XX XX u e XX 

we find that the value of a functional F(h) is 

. x2 

F(h) = J I(h, hx' h'xx' x)dx 
:x:1 

and this is stationary with respect to e when e e o. 
x.2 

~! == J 
x1 

and since when e = O , f(x) = ~(x), 

x2 

We ha.ve 

~ r1 bF. b;l 
e=o 

(bi ?'> ?'> ) 
bf ~ + M' 1lx + bf - 11xx dx = o 

X XX 

( 1 • 22) 

(1.23) 

( 1. 23) 

(1.24) 

We now integrate the second term by parts once, and the third 

term by parts twice, i.e. 
x2 x2 x2 

S 
hi 1-hL 11 S -ª.. (~L) -·-TI dx= - 11x dx = b-~' XX ¡ b;fxx x dx bfx 

x1 ... XX 
x1 

1 x1 

( 1. 25) 

We can write (1.24) as 



+ _M_ i) 
bf:X:X 

1 
X 

:;: o ( 1. 26) 

But ±he admissi'ble functions11(x) are -such tha.t 'f1(x) = O and 

11x(x) = O at x = x1 and x = x2, so that all the limit terms iri (1.26) 
. . 

ore zero. The integral term is zero for all 'f1(x), hence by the .Basic 

Lemma, 

= o (1.2:7) 

This is the Euler equation corresponding to functiona.l ( 1. 21) 

and represents a f.ourth order differential equation 'for the function 

¡·. 

Example 1.3 Find the condition that, 

L 

J 
o 

2 2 
f EI (d w) + ls w2 _ pw 1 dx 
. 2 dx2 2 (aJ 

· shall be a minimum. The function w and its derivativa having Gyeoified 

values at x = o and x = L. 

Thus 

whence, 

I = 
2 2 

g (d \V) 
2 2 

dx 

e kw - p 

k 2 +- w ~ pw 
2 

.. (b) 

2 
= EI d_w. 

2 
dx 

(e) 

( d) 

which is the equilibrium equation for a beam on elastic foundation. 
\' 
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1.4 Functionals involving derivatives up to the n-th degree. 

Let us consider now the ·problem of finding the condition that the 

function r(x) gives a stationary value to the functional 

x2 

F(f) = J I(f, fx' fxx' ••• , fx(n)' x)dx 
x1 

dnf 
whe.re fx(n) d~·notes dxn The fm1ction i and its first (n-1) 

(1.28) 

derivatives have sorno speciHed values. at the limits x = x1 and 

x = x2• 'l'he admissible functjons can again be written in the form~ 

r(x) + e 1l(x) ( 1 . 29) 

f(x) being the required function giving the stationary value to 

F(Í), but now 11(x) ru1d its first(n-1) derivativas must be zero at the 

ends of the interval of integr8tion. We proceed as before and find, 

x2 
dF(~ r bi l'>h 71I bhx oi bhxx 

de = (bhb;+?)il~+~Te"'+ 
x1 X XX 

... 
( 1. 30) 

and with e ... O (that is h = f, ~ = fx' etc), 

x2 
dF(hl r 

l>e = ~ 
1 

... hi 
+ bfx(n) 1lx(n))dx = O 

(1.31) 

We now integrate the various terma by parta until in each case 

the second term in the integrru1d becomes n. Thus a typical term 
'#...~ '{¡_ ~1. 

S bi n dx = hi T1. 1- ~ -~ 11 + 
)(.,b·fx(j) x(j) b_fx(j) x(j-1) -..:, dx bfx(j) x(j-2) JI-, 

(1.32) 
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All the tenns to be eya.luated at the limits are zero since they all 

include factors of ~.or its first n-1 derivativas. The rerr~ining 

integrals each contain the factor ~(x)~ and since ~(x) is arbitrary, 

apart from its continuity conditions, the condition for stationary 

value becomes, 

1'\I d oi - d
2 ni 

~f - dx (1'\i:--) + 2 (?lf..-) 
· x dx ·xx 

POO + •• o 

( 1 • 33) 

".'his cond.?-tion represents, in most cases, a differen~.:'..rtl equation of 

order 2n. 

Example 1.4 Find the 'condition that 

x2 

! (a) 
x1 

.Dhall be a minimum» f and its first three derivatives having specified 

o'I 
bf = ~f+ E I'>I 2C ~f rr = c1x 

·X 

1'11 o f-. 
X"'..C 

-o hi 
?-.,f (4) 

Whence the Euler equation becomes, 

(e) 



, 

1.5 Boundary Conditions 

In the previous section"we havG considerad that the required 

function, and its first n-1 derivativas were specified at each end of 

the region of integration. Let us J.ook now at the problern: 'find 

the function f(x) w~:tch gives a stationary value to' 

x2 

F( f) = J I(fJ fx• x)dx 
x1 

~ 1. 34) 

wi th the condi tion í(x1) = r1 and the value off (x) at x2 being 

unspecified. If we proceed as before t'1e admissi ble function 1)(x) 

must be such that ~(x1 ) = O , but thera is no restriction placed upon 

As before we find (equation (1.13) with e e O, whence f = ~). 

?'II d ?'II bi ,. r bf 'f1 - dx (hf -) 11 } dx + bT 1l 
. X X 

x2 

e O ( 1. 35) 

The admissible functions include those for whic~ 11(x2) = O, 

so th.at we cun say that the integral term mu.st be zero for aJ.l ad.miss-

ible functions with ~~x) = O at x = x1, and x = x2, so that the 

condition 

(1.36) 

still holde. :But the range of admissible functions also includes 

functions 'f1(x) which are not zero at x = x2, whence if 

we must have 

bi 
F)r ~ 

X 

?'II 
bf = o 

X 

= o (1.37) 



Thus of all the continuous functions that pass through f(x1) = ,.r1 , 

the one that gives a stationary value to F(f) will satisfy the differ-

ential equation (1.36) and also the bounuary condition (1.38) at 

x = x2• The bom1dary condition (1.38) fs called the 'natural boundary 

condi ti.on' of the problem. 

Note that by adding terms to tP~ varintional functional it is 

possible to alter the 'natural' bmmdary conditions but the Euler 

equation will remain the same. Let us add the functions H
1 

valid 

at x1 and H
2 

valid at x
2 

to the functional ( 1. 7). 
x2 

F(h) = r I(h, hx' x)d.x + II2(r) + H1(r) 
1 

(1.39) 

If we differentiate ( 1. 39) wi th respect to e and substHute il by ( 1. 6), 

we obtain 

x2 

Í (bi - .-ª... .Ql.. ) 
.J of dx M'. 

X X 
1 

( 1. 40) 

Thus the Euler equation is the same as obtained before but 

the na.tural boundary condi tions are, 

bi b~ 
- - O at x1 b f - bif = 

. X . 

Example 1.5 Find the function which extremises 

F(f) (a) 

and has the value r' ·- 1 at x = o. 
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The Euler-Lagrange condition gives 

- -ª- ( 2 EL) + 8 ·r - 3 ... o 
dx dx 

or 

0J··'·~ 
the¡)solution of whlch is 

3 f = A sin 2x + B cos 2x - 8 

The specified boundary condition is f(o) = 1, whence 

1-14 

(b) 

(e) 

( d) 

B == ~1 (e) 

Since f ( 1) was not specified the function f(x) must satisfy 

the natural bounf<~y condition 

oi o 22t 1 '5'T = -
X=1 

bx 
1 X X e 

(f) 

whence 

d;fr 
dx X=1 = 2A cos 2 _.!.:!. 

4 
sin 2 = o (g) 

A 
11 

2 . = 8 tan 

giving, 

f. == ~ (11 tan 2 sin 2x + 11 cos 2x - 3) (h) 

If no restrictions had been placed upon the value of ~(x) at the 

ends of the interval we can see that TI(x) would be. arbitrary, subject 

only to its being continuous in the interval. By c~osing first the 

set of functions ~(x) such that ~(x) = O at x = x1, x2 we would 

establish the Euler-Lagrange condition,·by choosing the se~ of 

·fi.lnctions 11(x) such that 'T1(x1) = O we would establish the natural 
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bound.ary concU t5.or.'3 ft x = x
2

, and by choosing the set of fw1ctions 

such that 1l(x
2

) = O we would establish similar boundary condi tions 

Example 1.~ Find the function f(y) that eztremizes the f·llnctional of 

example 1.5, if no boundary conditions at x1 x 2 are given. 

From the Euler-Lagrange condition we find, as befare 

f .... A sin 2x + ]3 e os 2x - i ( a) 

Sine e no re strictions ha ve be en placed u pon f( o) or · .. r( 1) the 

extremizing function will satisfy the natt~al boundary conditions at 

x = O and x = 1, i.e. 

df 
dx = O at x = o, 1: 

. The se condi tions give A "" O, B = O , whence 

f 

is the required function. 

. 3 
= -8 

(b) 

.(e) 

We can also investi&'élte the other types of functionals when less 

restrictiva conditions are imposed at the ends of the lnterval of 

integration. .Thus for the functional 
x2 

F(.f~ = r I(;C, ' f.JC, ·~, x)dx ( i.42) 
~1 

we obtain the expression ~ 
~ ' 1 

r 
?'II d bi d2 o! "\ 1 br d OI x2 

l r bf: - dX b r- + -d 2 ~r- 1,~ + 
1 
<rr - a.X ~ r- ~ + x1 · X X XX X . XX lx

1 

:.:0 o 

( 1. 43) 
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If nó restriction, apart from the continu.i:ty of r' and f , is placed . . X . 

onr(x), and hence on n(x), ~e can establish the Euler-Lagrange 

conditions by taking the set of functions n(x) with ~(x1 ) = nx(x1) 

e n(x2) a ~x(x2) = O. By choosing the set of functions n(x) such 

that three out of the four conditions above are satisfied we establish 

the natural boundary conditions one at the time. They are, 

o! d n: =.o 
?';f - dx bfxx 

x = x1 ' x = x2 , X 

( 1. 44) 

_N_ = o x = x1 
X e x2 21fxx ' 

V/e can carey out a similar operation for functionals including 

higher order derivatives. We can see by inspection that the first set 

of natural boundary conditions can be'obtained from the Euler-Lagrange 

condition by taking the derivatives wit)l respect to x and r'educing these 

dcrlvativeG by one order. The second set ls obtained by reducing these 

by one more order and so on. 

Example 1.7 Find the natural boundary conditions for the functi9nal 
x2 -

4 ' 4 2 2 
F(;f) = r ((!!J'-) + A (d i) 1dx (a) 

x1 dx
4 dx

2 

The Euler-Lagrange condi tion is 

,Whence the natural boundary condi tions are 

al so 

d hi 
+dx~ 

XX 

... o 

! 

(e) 
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d2 ?\I. .?'!I o d6r d2t O , on :x: ( d) 
d:l:.2 ~ .fx( 4) 

+-~f- ::r or -b+A--= = x1' x2 
cÍx dx

2 
~: 

simila.rly 

d5f o d4f 

d:.t:.5 
e and~ 

dx4 "" o on x = x1, x2 (e) 

It Will be noticed that all the natural boundary conditions of a 

problem involve derivatives of the sarne order as, or of higher order 

tltan, the highest order of the derivatives in the functionals. The 

boundary conditions which may be specified for any particular problem 

can then be spli t j_nto two groups. If the functional contains > 

nth order d.erivatives, then bounda.ry condi tions relating only tp 

derivatives up to the order n-1 are called essontial, and those 

relating to higher·order deriva.tives supplementa.ry. If we have sorne 

process for finding the stationary value of a ftinctional by using 

trial functions then these trial functions must be admissible· functions 

and hence sati sfy any specified essential boundary con di tion •. : In 

physical problema other boundary conditions will in fact relate to 

the natural 'boundary conditions, and these need not be satisfied by 

the trial functions. When the functions giving the ftmctional i ts 

stationary value is obtai:ned, i t will automatically sat~sfy these 

boundary conditions. 
1:1 

1.6 Functionals with Séveral Denendent Varü\ole~f · 

The procedure used in the earlier sections of this chavter fvr 

establishing the conditions for a stationary value for a functional 

can easily be exten~ed to the case of functionals with several 

-~·(!pendent variables. We will only consider the ~implest case where 



the functional involves two dependent variables, .d"(x) and 'g(x) 'n.nd ~-
r 

their first derivativas, 

x2 

F(f, g) = I I( f, ·fx' g, ~ x)dx 

1 

. ( 

(1,45) 

where the functions f and g are to have the value s. r1, ~, . .f'2 , g •2 

respectively at x; x
1

, x
2

• The functions passing through (x1. í 1) and 

(x2 f 2) can be put in the form 

h(x) = .. f(x) + e 11(x) ( 1. 46) 

with ~(x1 ) = 1l(x2) = O, as befare. The functions passing through 
1 

(x 1 g 1) and (x2 ~) can likewise be put in the form 

k(x) =,·g (x) + e c(x) (1.47) 

The fact that we have used the same parámeter e .does not imp1y 

that a given g can lead to a given r, or vice versa, since ~ ande 

are arlili trary ( S\lbjected to satisfying the condi tions at the end of 

the interval and their being continuous) • 

In the above we use f, g (x) to denote the actual functions 

which give the stationary value to F. We thus see that for all the 

possible values of e ·, the one th.at gives the mínimum value to the 

F(f,g) will be e = O , i.e. as before at e = O we have 

dF( h, 1~ = o 
de 

e=O 
( 1.48) 

Now 
x2 

F(h,,,k) = 11 I(h,,hx' !<, k x)dx -.x:' ( 1.49) 



whence 

'hi dh ?'li dhx hi dk bi dkx 
-··- + -.--- + -- + -- )dx e: hh de ohx de o,k d,:: o~ de 

o ( 1. 50) 

Putting this 

dH = i1 ele 

bl'í 
X 

be e 1l 
X 

and setting h(x) = f(x) ~ ~{x) =='g(x) siñce e 
x2 

I {bi hi l"\I bi 
bf 'Tl + of 'Y'x + 'b- C + b Cx }dx 

1 x g gx . 

hkx 
Cx (1.51) 

'be = 

= o, wc obtain 

e: o (1.52) 

Integrating by parts the second and fourth terms in this expression 

( 1.53)) 

The limit tc:rrns are zero since 'fl(x), C(x) are zero at the lindts 

and since i1 and e are arbitrary each of the' ~undary terms in the 

integral must be zero, 

(1.54) 
'' ;_ 

Similar terms would be obtained if there were more dependent 

functions in the functional. The Euler Lagrarige condi tion.s for 

functional wi th higher order derivativas would apply for each of the 

dependent variables. 

Finally the natural bound.ary:conditions for functionals with 

two or more dependent variables can be established as in the case of 

only one dependent var:i able. They will be found to have exactly 'the 

same form. 
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~xample 1.8 Find the condition that the functional 

F( f, g ) (a) 

shall be stationary. f and g being specified at x = x1 and x = x2 • 

He re, 

I 

whence 

bi 
bf = 

= ·.:r 2 + g' 2 + fx g_ + 4.¡ + ·fl 
X ·X .ll. 

bi 
8í ' hf = 

X 

2·f + 
X 

The Euler-Lagrange conditions thus give 

1.7 Functiono.ls with two or more Jndependent Yariables 

Consider the functional, 

F(f) = JJ11_ ( f, fx' fy' x, y)dx dy 
D 

(b) 

(e) 

(d) 

.(1 .. 55) 

where the integratiol" is carried out CNer sorne region D, and ~ has 

specified values r
8
(x,y) at all poin~s of the boundary or the 

region s(x,y). The function ~(x,y) is to be continuous (figure 1.4). 

A e before we denote by f the function which {;ives. a stationary 

value to this functionalQ Then any function such that satisfies ·r= 

~S on the boundary can be put in the form 

H:x,y) e .!· (x,y) + e i)(x,y) ( 1.56) 

We kn!)W that whatever function we choose for TI, the functional F(f) 

will be stationary for € e o, i.e. 



Now 

dF -de 
(1.58) 

. dh ~ d:hy 
V sing de .,. 11 , de = 11x' de = 1ly , ~d. putting e "" O so that 

f(x,y) = f(x,y) 

(1.59) 

Integrating b,y parta the Eecond and third term we obtain (Green 9 s 

theorem) 

JJD 
,.hflx 'Tl.... d.xdy = - JJ ~ (.N..) 1l dxdy + J ~~- 11 dy 
u ¿. D hx (')fx S hfx 

(1 •. 60) 

JI ~J-.r¡ dxdy = .. JI bb <~l-) 11 dxdy - J h'tl¡ 11 dx 
D ,l.y y D y ·y S y 

The equation (1.59) can now be wr±tten after changing variables x, y 

to s on the boundary as 

The second term, that is the line integral around the boundary in 

(1.61) is z~ro., since 1l ~s zero on the bounda.ry. This leads to·,the 

concl~sion that, since 1l is arbitrary, 

hi. - JL (~~-) - l.. ( hi) = o 
· \'€ bx bf. by Of 

X y 
( 1. 62) 

Problema involving higher order derivativas can be treated in a like 

manner. Thus for functionals .of the form, for instance, 

1-21 
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V 

(1.63) 

the .. Euler con di tion i s 

= o 

--:--

Example 1.9 Find the condition for stationary of 

- 2 2 2 2 ,.2w .,.2w ,.2w 21 
F( w) ... sr (] L<b w) + (b w) + 2u. (L-2)(!.!..-2) + 2( 1-u X~x,. ) 

~ . 2 ox2 
by

2 bx by u uy -

- pw J dxdy· · (a) 

Here, 

so tha.t, 

~ ow = - p 
f'!I A i"JI r.::- ; B( w +u w ) , - = 

QWXX XX yy (')wyy 
B(w +IJ. w ) 

YY XX 

(e) 
o 

. bvr ""2B(1-u) • ~xy 
xy 

Whence 
02 

- p + B {-2 (w +IJ. w ) 
bx xx yy 

02 b2 
+ - 2 ( w +u w ) + 2( 1-u) ~ w ) } = o 

by yy XX uXuy xy 

(d) 
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(e) 
~---- -- ~v 

Y,xarnple 1.10 Consider the functional 

(a) 

ITere 

(b) 

thus, 

bi 
Fi· = o (e) 

Thc Euler-Lagrange condition is, 

( d) 

which is the Laplace equation, 

(e) 

Note that for this case the boundary term (equation (1.61)) is 
{ 

¡__ 1 
1 ' '1.. (J'-1,,:) 

\;> , ........ ,_, ':·, 1. 
' 
' ' 

S, ( JU._ -ªz - .. hJ_ d.x) 11 dS = f (f ~ - f. dx ) 'n dS ( f) 
hf ds bf ds , J x ds y ds 

S x. y S 

This gives (figure 1.5) the following natural bounda.:ry condition 

term, 

S hf 'n dS 
S on (g) 



____ ,_~ 
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1.8 Funct!onals wi th several Dependent and Independent Variables. 

Let us now consider the case of a functional wh!ch dependa ón two 

separate funct!ons f and ~ and applies on a.domain D, function of x and 
1 

W~ can consider a f and g function as. in 1.6 and obtain for the 

stationary condition 

which gives for e = O 

( 1. 65) 

( 1. 66) 

- = J J r --.. , + ~ , + -- , + - e + -- e + -- e J dxdy d.FI ~ ;· hi bi bi hi bi bi 
de b f b f X b f y ~ 'g ~ 11: __ X lJ g__ y 

e=O t:> _ X y . -:x: -y _ 

( 1,67) 

Integrating by parts we obtain, 

JJ r[bi b ( hi ) b bi oí' o bi b bi J--~-- --- -- c--)1 , + r -=---e--) --e--n e dxdy bf bx bf by bf bg bx b11: by ~g_ 
- .X y -:x: -y 

~ . ' 

f [(1! L ~ .QL ~) cl!l. SI or dx) J-
+ b ;r _ ds + b f ds 11 + bg ds + ~g ds C dS 
~ '-X y ~ y-

( 1.68) 

As 11 and C are zero on S boundary we have the following two Euler 

equations 

(1.69) 

. ' 
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Example 1 • 11 Let us consider the following two dimensional functiona\ 
(;-- 1 ' ) ' 1 , 

-,. ' ' 1 '. '"" ~0 ~{ ~ '1 <= .,., ·, . (. 

-which 'applies for the internal energy of a planc stress structures 

2 bu ov J } dxd + by: ox y (a) 

where h is the thickness of the plate,, E the modulus of elasticity, u 
.. 

the Poisson's ratio end u, v the displacements in x, y directions. 

Vle have 

(b) 

bi 
bV =o ' ~ bi Eh [ ) l bx'ov. ) = 2 ( 1"1-L (vxx + uyx) 

X 2( 1~ ) .J 

Which gives the following Euler's equations, 

.A_ ( uxx + J..L 
V + (íj+) (u +V ;1 o = . 2 yx 2 yy xy' J 

1~ (e) 

..!!L. ( V +..,. "x + ( 1-u.) (v +u )} o = 1-;,L2 XX y 2 XX yx 

These are the equilibrium equations for a two dimensional plane stress 

elastic solid written in terms of displacements. In terma of stresses 

they are, 

WL:J~~ ~ 

1 1 
', ) 1 



= o -

.where 

Eh . ) 
C1 e ~ ( vy + ""'llx ' 

y 1 'iJ. 

1.9·. The Variational Uotation 

We wilJ now defj.ne the concept of a 'variation 1 in order to 

' :.ümplify tne notation we have been using. Consider the case of the 

simple functional, 

wi th an extremum for r'. 

I(f, f.\ , x) dx 
, X 

The new f'unction h = r' + e 1) will be wri ~ten as h e f + 6f 

where 8~ is called th~ 'variation' off (of'· = e1)). Thus 

h = .t + lif 

and 

(1.70) 

( 1. 71) 

d ( . d ) d11 df' 
as di 6f) = d.x (e'f)(x) = 6 dx = 6 (dx) 

The quantities óf, 5fx are arbitrary in the interval x
1 

< :x: < x
2

• 

· The functional F can be expancled in the vicini ty of the extremum 

sol ution r in function of e • 

.. -
F(h) dF 1 1 d2yl 2 

... F(f) + de 1 . e + 2! 2 e + 
· e=O de e=o 

••• ( 1. 72) 
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' 

The total increment of F function is 

of ··. 
:;.--::-

' ,,~ 

dF 1 d 2_¡¡. 2 
~F = de e + 2f a .. 2 e t ... ( ·' '7)) L • t' 

'· -
E:=O "' ecO 

'' 

The :first tcrm on the: right hand :3id.J is defined as the first order 
. . 

increment or first variation of F; t}1..e second as the second order incre-
' 

ment ·or second variation, etc. They are written as 

1 2_ 1 

M' = 5F + 2 ~ 8 ~ + ••• (1 .. 74) 

The first order increment can be written (equation 1.12~ with 

e = o) as 

d.F 5F.,.- •e 
de 

bi bi ( -·· o f + - ó f ) dx 
bf bfx x e=o 

as x does not vary. Finally, 

éiF "' 
op oi -,:- . o f + -- 5 f uf ()f X 

X 

( 1. 75) 

· Equation (1.75) shows t~at a variation can be applied toa 

functional in tr..e same form as the differential of calculus, once the 

depend~nt variables are identified .. 

Although the variational notation and the notation used previou~ly 

are equivalent, the former is easier to use. For insta.nce, to obtain 

the Euler equation for the above functional we can doi 

(ll óf .QL 5f )dx 
bf + bf X 

X 

( 1. 76) 

which integrating by parts, gives 

'· 



= o 

Thus the Euler condition is 

1 
' ,., 

-...:;Y 

( 1. 78) 

Let ·us now consider the case of a function of two variables 

( equation 1.45) 
x2 

F(f ~ g') = J I(f 9 rs, fx' ffx' x)dx 
1 

with the new f~ctions, 

h(x) = f.(x) + e~(x) 

k(x) = g(x) + eC(x) and k - g + eC ·X - X X 

(1.79) 

( 1. 80) 

We can expend F in the proximi ty of f, g sol ution t assuming X i S 

not varied and the limits are fixed. Thus, 

F(h ·,k) . dF 1 a?:rl = F(f , g) + e - + - - + de 2~ 2 e=o de e=o 
••• (1.8·¡) 

or 

The firet order increment is (equation 1.52) 

6F dF (')F bF hF hF 
= de 

e - ~- 11e + bf 11xe + -·· Ce +--re = - ~f bg tg ~x 
e=o X X 

(1.82) 

hF bF bF hF o &: t< 6f + ~-~ 5fx + b~ 6.': +r 68'x = 
gx 

Integrating by parts we will obtain the two Euler equations 



+ + 

X 
2 
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(1 .83) 

It is interesting to generalize the variational notation to a 

fun~tion·of 'n' variables, ~1ch as 

( ·1· 2 3 ) Ff,f,f ••• ( 1.84) 

The increment of this functional is now defined as 

AF 1 2 
( 1. 85) = oF + 2T ó "F + o •• 

where 

5F I .-l'IF. Ofi 6
2
F 6 (8F) ).). 0~ · ófiórj = = = 

bfl b/?-.rj 
i j i 

The second increment for a functicnal like J I( r\ i, x)dx is, 

When e = O we have, 

( 1 .. 87) 

( 1. 88) 
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Example 1.12 Using the variational notation, deduce the Euler 

equation of the following functional, 
\ 

F = JJ ((1'>2 f) 2 + 2(?>2f_) 2 + (Q.~f~) 2 - 2;rp J dxdy (a) 
~ 2 hxb~ ~ 2 
oX uY 

which can be written 

F "' F(f.xx, fxy' fyy' f., x, y). (b) 

Thus, 

= rr f2r ol .¡.. 4f &r + 2f of - 2~fldxdy (d) 
.. ,¡ - xx xx xy xy yy yy 

Integrating this last equation by parts and n~glecting the 

boundary terms, which are going to be satisfied, we obtain 

'rhe Euler Lagrange equation is, 

(r) 

1.10 Subsidiary Cond.i tions 

.In certain cases we want the variations to satisfy, in addition 

to the boundary conditions, certain other conditions, called subsidia~y. 

These condi tions can be introduced using Lagrange nnütipliers. 

Let us review brie.fly what they are before proposing their use in 



TABIE 1 .. 1 

Sorne Functionals and their Corresponding :Suler-Lagrange Equations 

FUNOI'IONAL EULER-LAGRANGE EQUATIONS BOIDillARY TERMS 
---+------------------ - . --

x2 

J I(x,f,f)dx+h2(x,f)l -h1(x,:f)l 
x1 . x2 x1 

or _ .A.c J>L) = o 
().f dx bf.' 

. X 

'or ?' H. 1-
<tr- - or~) 5 r¡ 

X ..,.. 
.X=-· 

1 1 

"'o 

xJ2 ------·------~r-o-I----d---o-I----d-2----or----------------;¡--o------~H. ,-.--~------·-----------
. I(x,f~ f' 9f'xx)dx + ,.f- i::(dx "I" ·) +-2 (;-y-) = 0 (-L + -

1
)5f" = O 

X Jc u ~1 X dx 1 XX ~,f XX ~ f X X 

1 1 Y.:::X:. 

+ h2(x,r,¡x) x2-R"1(x,f;fx) x1 ,hi .· d oi ~.H: 
'cr - dx ?--f- + bf-) of =.0 

X 
2 

r I(x, f, fx,f'x:x:' ••• f x(n))dx 
x1 

X XX 
X=X. 

1 

ic:1.2. 

·~· - fx<~J-) - /.y<t:bl-) = O 1 [e bi + hH1)n -
x y or or 2 

X 

n1 n2 are direc~ion c9si~es of normal 
. to boundary S with respect to 

x and y. 



TA'BLE 1.1 ( contd) 

FUNoriONAL 

JI I(x,y,f,g,f ,f ,g ,g )dA 
X y X y 

bi d bi 
bf - dx<br) 

X 

i'II d bi 
bg .. cfx{r,;:t) 

t::>x 

EULER-LAG~~GE EQUATIONS 

d bi 
- ~~f-) = o 

y 

- 4:(1>L) o e: 
dy ñg· 

y 

----·---- --. -··-
1 

BODNDARY TERroiS 
----------

i'II óf b! 5 . = o -- g = o 
i'lfx l"g 

X 
xi xi 

/ 

~¡; u 1 o b! 1 ' 'tg ~ ég = o ('~ 

y y. y . X 
~ i 



functionals. Consider a function f(x,y,z) of which we want to obtain 

the stationary value 

df ?!f dx bf d hf dx o 
"" bX + by y + bZ :: 

subject to the two constraints 

g1(x y z) = O 

g
2
(x y z) d O 

Note that now we will only have one independent variable. 

We can. differentiate ( 1. 90) 

hg1 bg1 bg1 
dg1 "'-dx+-dy+-dz =O bx by bz 

( 1. 89) 

( 1.90) 

( 1 91) 

1-.32 

Let us mul tiply ( 1. 91) by the unlmown parameters ~ 1 ).. 2 . and add to 

(1.89)o· Then, we obtain 

hf bg1 bg2 bf bg1 hg2 
( O X + ).. 1 bx + ). 2 b X ) dx + (O y + ).. 1 by + ). 2 by ) dy 

. ( 1_.92) 

= o 

This gives 3 equations which add -to ( 1.90) permi tts to determine.!. 

the fiye unknowns x, y, z, ). 1 >. 2 - The parameters' >. 2 are known as 

Lagrange multipliers, as sometimes they can be given a physical meariing. 
•. 

Finally, we can now write the problem as the minimization of a new 

functional 

( 1. 93) 

We can miminize (1.93) with repsect to x·, y, z, >. 1 and >. 2 and 

obtain 



( 1. 94) 

Ex:amnle 1 • 14 Let us find the extre~e value of a f(x,y) function. 

f{x,y) 2 2 
= X + y + 2 (a) 

subjected to the constraint 

g(x;y) = x + y - 1 = O (b) 

The Lagranglan mul tiplier X allows to form a new function 

{e) 

= x2 
+ y

2 
+ 2 + A {x +.y - 1) 

This function ca now be extremized with respect to x, y, ). • It gives 

hF = 2x + A = O 
bX 

bF 
by = 2f + A = O 

bF 
p=x+y-1 =0 

The solution of (d) gives, 

X = .; ' y = t ' ). a -1 

( d) 

{e) 

Thus the extremum of f(x,y) under the su.bsidiary condition (b), is 

. 2 2 . E\ 
f{x,y) = (.;) + (!) +2 a ~ (f) 

--:--



Let. us now assume to have a functional, 
. x2 

F = I I(x, r, .rx)~ 
1 

subje.cted to the subsidiary condi tions, 

. x2 

J := J G( X, f , f X) dx = 0 
x1 

( 1. 95) 

( 1. 96) 

Us.ing the Lagrange rnul tiplier X we can wri te a. new functional 

F + ).J ( 1.97) 

We can minimize (1.97) with re~pect to f, fx and). 

o (F + ).. J) = O ( 1. 98) 

h(F+ >.J) 5f . 0(F:_t_ill of p(F + ).J}6 A = O 
bf ~o nr x + . b"-

. . X 

The first two terms give a.n Euler equation 

d b b ) - - (I + >-G) - -· (I + XG dx bf bf 
X 

= o ( 1. 99) 

and the third, the condition 

J e: o ( 1.100) 

If the functional dependa on two variables f, g J WG h:=ve 
x2 . 

F "" J I(x,.r,, g, .rx' gx)d..x (1.101) 
x1 

plus a subsidiary cond.i tion 

. x2 

J = r G(x, f,g,f ,g')dx =O 
u ' ' ' X :X: x1 . 

( 1. 102) 

The new functiona1 i si 

F + A J \1.103) 
.1 
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Equation (1.103) should satisfy 

& (F + >. J) = O ( 1. 104) 

whioh gives the following Euler equations 

...!. ~ (I + >.G) -..h.. (I + >.G) = O 
dx ~~ fx . . (')f 

(1,105) 

! (')~ (I + :\G) - ~g (I + >.G) = O 

plus the subsidiary condition J = O. 

The same procedure is valfd for problema with more variables. 
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Finite elernéht simtllation of 
\va ter circlilation in the 
North Sea 

C. A. Bre~bia and P. W. Partridge~ 

Deparcme11t clj Ciril Engineermg, Unh·ersity of Soucl;u,llpton, So!.Champtoll S09 5A'H, U K 
(Recen•t•cl F.:hruury 1976) 

The modelling of tidal effects. storm surges and currents in large 
bodies of water is considerad." The soiution IS attempted using the 
evolutionary shallow water equat1ons with velocities and wave 
heights as unknowns. Two finite element simulation mo_dels are 
descnbed based on six noded triangular elements. Spec1al 
consideratlon has·been given to the adequacy of the models which 
were applied to the North Sea only alter extensive tests in channels. 
Results for velocities and wave he1ghts are compa~ed and discussed. 
A set of conclusions on the applicability and scope of the models is 
presented. 

lntroduction 

This pap.:r is concern.:d wilh the modelling of tidal 
efft:cts. storm surges and curren! panerns in largc 
b0dics of water. The slllutJon is at<.:mpto:d using th.: 
shallov. wat..:r cquations, v. hich are evolutionary 
equations wilh \'t:loclltt:s and wav.: ho:1ghts as 
un k nov. ns. Thcy rcl.juire th..: iniual condillons as well 
as thc bouni.Jary conditions to be known. 

Thc solution of thcst: o:quations is U>ually found by 
applying a numerkal t.:chniquc. The mcthod used 1s of 
fu1ídam.:ntal importance. In a tinitc element or finl!e 
ditfcrencc appro.tch th.: grid ~iz.: will u..:termine the 
!YPC of phc!nomc:non which can he inv.:stigatcd. In 
addition gnd sizc relates to stahility critcrion and 
accuracy in evolutionary problcms. 

The relincmcnt of a modd. thuugh d..:sirabk in 
principio:. m¡¡ y demanu a largo: numocr of parametcrs 
whkh relJUlr.: morc expcrimt:ntal Jata. Thc'~ d.tta c;ln 
be difficult to 0btain ,md producc a n.:w typc l'f error 
affccting the contidcnce onc can have in thc rc:;ults. 
Thc an.tl)'t u,ually has to comprom1SC hctw~en ha1mg 
:1 sophi,ticah:d modd or a pra~:tical onc. gi1 ing rcli.Jbl.: 
resu!ts ll'r thc variables unJer wn~idcration In 
addit1ün. l;¡rgc modds are expcns1vc 1~ run. 

\Ve dc,aJbc hcrc 1110 linih: ckmcnt moJds. 8oth 
m0dcb h.tlc b..:cn dcvclopcd thing s1x nodcJ tnangular 
elcmcnt-, but onc is ba,.:d ün an 1m'plic11 intcgr.Hion 
schcmc. thc othcr m ;¡n expli.:it on.:lthc formcr allows 
ro~ ekm..:nts \\ ith curv.:d SI d.:~). Spccwl I.:Oil>iJ..:ral!un 
h:1s bc;:n ¡;¡· . .::: to :he ackqloa.:; uf fin: n1uJcb ami only 
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after extensive tests on channels 1 were they applied to 
North Sea stud1cs Thc: North Sea is an import<mt and 
busv seaway, c:specJally since the discovery of gas and 
oil ·From the numerical ooint or view, the area is wdl
co~ditioned, North Sea topography bemg regular and 
changes in depth gradual. Nevcrtheless. the mop:::ls can 
and have becn applied to JiiTcrcnt regions (e.g., the 
Solent in England:. Other modcls of the North Sca 
exist: an expiicit finite d11Tcrcnce scheme by Hcaps3, an 
implicll thn:e-node finite t:lcment one by Grotkop~ and 
a quartic quadrilat..:ral linite elt:ment modcl by Davi~ 
and Taylor5

. 

Thc pn:sent model is based on thc shallow water 
equations ·,\hich are verllcally averaged verswns of 
Na1 ier-Stokt:~ equat1ons, and takt: mto considerat10n 
tidcs, bortom friction, ad\·c~:til..: forces. coriolis, \\ md 
taneential strc>sl's and atmo;phaic pressure gradicnts. 

Results for velocllles anJ 11ave h<:tl!hts in the North 
Sea an: c0mpan:J a~u uJscus>cd. A s.;i of conclusions 
on the apphcability and scopc ui the modds 1s 
present.:d. ind1cating ó.lrea> v.h..:re further work. is 
rcquired. 

Shallow water equations 1: 

The cvolutionary equauon' lhCd in marine and certain 
type' of cstllan.tl mou.:Jhng: ar..: c;llk:d thc shaiJOI\ 
water .::quauons. Tht:y are a veruc~illy intcgr,l!cd 
vcrs10n of Nav1er-Stokc• mcmcntum equal1nn~ and 
the continuity t:quation 1\ hich acts as a constraint. 
condition. In adduion initial a•IJ boundarv condlllom 
h;lvt: to be fulftlled. Thc dirfcn:nt a;sumpti~ns inH'I'cJ 
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F1gure 1 Geometncal notatoon for the shallow water equauons 

are treated in detail elsewhere2•6 _ The two shallow 
v.aler mom.:ntum cquations are: 

cv, ,,vi av, 
-"- + Jl1-- + V2 - = 8 1 ct OX¡ cxl 

cV2 av2 cV2 
-;¡- + V1-;- + V2-,- = 8 2 el ux 1 cx2 
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V¡ are the avera¡red velocities: 

(3) 

H is thc total dcpth, H = '1 + h, where r¡ is the wave 
hci!!hl abo\'c a certain daiUm plane and /¡ is th.: depth 
from lhc Ja1um lo the houom of lhc ~ea .. x3 is the 
coordinate in the venical dirc~:tion (Ftgllre /), Q 

= 2w ~m q1 i~ lhe coriolis codlk11:nt. ri> is .thc latitude 
and w the angui:Jr rotation of thc earth. ~ is gravuy, p 
thc water d..-n~lly and r. th..- aunosrhcric pressure. The 
surfacc ami bouom strcsses are wnllen as: 

i = 1;2 t;~ = ~ :~ (Wf + wi¡•'l . 

r,lb = -(Mp~(V~ + V~)1;2 
. (41 

i = 1,2 

e is thc Chezy coefficient, lf; are the wind speed 
componenls and ·l' is a parameter related lo 
atmospheric densily p. (usual! y given as a constant 
muluphed by P.). , 

In ;1ddition equations (1) have to satisfy the 
vertically intcgrated continuity equauon, í.e., 

(51 

The systcms of equat10ns ( 1) and (5) describe the 
movcmcnt of largc bodics of shallow water. The factors 
¡•lfccting thc movemcnt are many: thc morphology and 
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position of thc scabcd, thc shap.: and \'.tri·Jt; ,~ ;,, 
~ha pe of 1hc coastline, friclion h.:f\,·.:,-,, , he -·• .•. -
lhe wa1.:r. hcnc.: th.: mah:rial of lhc s.:abcd, the 
m.:teorolog•cal conduwns. indudmg wind. etc. 
Althou~h th•: l'lrculation of th.: canh and the 
a,tronomu.:o~l forces of the sun and thc moon act on the 
1\ Jll!f ~~~ nody for\:1:~. lh( m;up ~·¡t\1~.; of tidal watc;r 
movcments in arcas such as thc North Sea is the 
dnving. force c;IUscd by tido~l motion of thc water on 
lhe boundaries of the arca unJer constderation. 

Thc shapc of the land surfacc containing the body 
of Wah.:r i;. usually vcry COmplex, in sorne Ca>CS 001 
e\ en static. though the clfects of erosion generally 
occur ovcr too large a period of time to be 1mportant. 

Bottom fnclion is introduced in the model via 
Chezy cocfficicnts. The inadcquacy of using constan! 
Chezy cocnicicnts for all the model is evtdent. The 
dilfcrent malcnals making up the scabed have dilferent 
frictional resistances as the water depth and the 
velocitie~ change. lt must be pointed out that bottom 
fnction and wind are of great importance in the 
movement of shallow water. 

The main causes of inaccuracies in tidal predictions 
are the -... md forces and atmospheric pressure 
variations. which are importanl for large arcas such as 
the Nonh Sea. · 

Boundavy and initial conditions 

The soh:tion ofequations (1) and (5) require the 
knowleó ge of the corresponding boundary and initial 
conditions. The boundarv conditions of the model are 
of two t) pes: (a) fixcd or.land boundaries such as those 
given by .the coasthnes. where the normal velocities áre 
zero, and the tangent velocity can be set free; (b) open 
boundari~s where the elevation of the sea leve! (or the 
normal co mponcnt of velocity) is prescribed. 

The dct.!rminallon of the initial conditions requircs 
the kno\de,1ge of the free surface position al t =O. 
Usually thl> knowledge is not possible and the models 
ha ve to be s tarted with zero ekvation and zero velocity 
condilions. l'his is callcd a ·cold start'. 

Finite elemer.'t model 

In crdcr 10 bui IJ finite elcmcnt models the two 
momentum cqu.:Hions ( 1) and continuity (5). including 
mnux-type boun dary conditions ha ve to be wrillen in 
the followmg wei,~;:hted rcs1dual way: 

-,-+V1 -,-+V2-.--B 1 óV1 dA=0 JJ{
¡w, · av, av. } 
,,, ,,~: 1 o.t 2 

JJ{cv2 + V1 .c.~i + V2 ~v2 - B2} ó V2 dA =o (6) 
iJt iJ>.' 1 ox2 

JJ{ iJH + .!_(H 1'1) + j_(H v} óH dA == f(HV.-
iJr . ox 1 ~(JX2 J 

HJl,)óHdS 

The contmuity equation · ~s usually integrated by parts 
to render a simpler cxpr :ssion. This integration gives: 

JJ{IIV1 C:H + Hl\ (::H-
0~ óH} dA 

OX¡ . CX2 01 

= fnV.óH dS : (7) 
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F1gure 2 Sox node clements (a) Straoght sedes. (b) curvcd ~·des 

The above weigh:ed residual statemrnt~ [equations 16) 
und (7)] are thc Sl:.lrtmg point for tht: fimt.: .:lcmcnt 
modds. Assumc that over un elcmt:nt thc samc 
interpolation function applies for thc V1 , V2 and H 
unknowns, i.e. 

H=t/111" 

tjJ is the inte-rpolation function and 'fl'! ,ff' are nodal 
values of V., H. 

(8) 

In what follows six nodcd triangular finite elements 
\llith curved .boundarics wcre uscJ in ordcr to define 
thc: boundaries bctter (Ftgure 2). Thc~e elemcnts are 
callcd isoparametric and can be formulatt:d by a 
simple coordina te transformation, tloe detmb of which 
ha ve b.:en gtven by Connor and Brebbia 7 • Curved 
elements havc the imponant fcature that thcy tend to 
eliminate the spunous forccs thát may be generated on 
the boundaries by straight sidc elements joining at an 
angle. 

Substituting equations (8) into (6) and (7), one 
obtains: 

and 

Mf'¡ + KJ-j - QMJ-i + G1H" + F1 =O 

MYz + QMJ-j + KI'J. + Gzff' + F2 =O 

Mif'- C¡Joj- C2J12 + FH =o 
where 

K= Jt/Jrt/J. 1V1 dA+ Jt/Jr.P.2V2dA + 

(?) fq,riVf +:i)til f/JdA 

G1 =g Jq,rq,_,dA tH= Jq,r;t.~A 

(9) 

F, = fq,r( ~·). 1 dA + (~) Jcf¡r~(Wf + Wj¡ttldA 

and 

'( ),¡ = ;-. 
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Equations (9) can b.: writtcn as 

[M M 

i = 1,2 

¡. F,) ro 1 

;:, =¡ ~ f 
or more simply, 

MQ t-KQ= F 

(iO) 

(! 1) 

Formula ( 11¡ is valid for each unconnected element. 
The r.e.(l ~tage i~ to asscmble all the elcmo:nt c¡¡uati,ms 
-into a glob;.¡J sy~tem und ¡mposc boundary conchtions 
in H and V.. Tu t:liminate proltf.:ration of notation the 
global syste:n will l.Je detined with the samc notation as 
equation (11). 

Time intl.'gration 

Two time integration schemes were used, one an 
implicit and the other an explicit scheme. The implica 
integration procedure is thc trapezoidal rule. Starting 
with: 

MQ+KQ= F 
one assumes: 

Q=g,-Q.!!. 
Lit 

F= Fo + F, 
2 

Q = Q, + Qo 
2 

Hence cquation (12) becomes: 

(12) 

. ( 1 3) 

(~M+ K) Q, = (F0 + F,) + (~M- K) Q0 (14¡ 

oc 

K*Q, = F* (15) 

The recurrence relationship is then: 

Q, = (K*)-'F* (16l 

The K* matrix to be inverted generally is a largc non· 
symmetric banded matrix of stze approximately threc 

'times thc numba of nodes by six tunes thc elcment 
band width (i.c .. the max1mum dilfcrcnce betwcen 
elcmcnt noáal point numbcrs plus onc). The comput.:r 
program has becn optim1zcd by !aking boundary 
cond1tions in;u .1ccount in such a way that the 
carresponding rows and columns are diminatcd lrom 
thc clemcnt m<llrices bcfore as>.:rnbling. This 
s1gnificantly reduces the ma~imum ~iz<: oí :he global 
matrix. 1 t was al so advantagcous to storc thc mutrix 
in a une-dimensional form such thut only one and not 
two addres>es need to be evaluatc.:d each time an 
ciernen! of ihc array is accesscd. 

The explicit time intc.:gration st:heme uscd was the 
well-known fourth order Rungc-KuttJ s.:hc.:me. 

North Sea model 

The abOI'C finit..: el.:ment formulation has b.:cn applicJ 
lo mod.:l the North Sea. Thts is a shallow ><!a var} ing 

.. .in depth.from undcr-5.0.ul-in...tll.;...rout!Wo. .• WOm in a 
t•em:h otT t!Je cuast ol Norwav. D~:,.,ths wcrc ob!Jmcd 
from Admiralt:y charts. Sco.:ltu~~ wc'rc drawn al 
dtlfcrcnt angks across tht: wholc n:gion to dct..:rrninc 
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fog~Jtl! 3 Fmote element mesh for the North Sea 

thc b.::~t locations for nodes and the more accurate way 
0f reprcscntmg !he bouom topography. Elemenls \\ere 
carcfully posilloncJ in order to obtain lh.: best po,sible 
rcprescn1a1ion of the lopo~raphy usmg a predetermined 
munhcr of nudc>. Thc fin¡¡l mesh compnscs 228 nodes 
;1nd 97 >J:>. noded elcmenls <~s shown in Fr!!.rlrt: 3. 

The :1d.!l characlcri>llcs of lhc North Se<~ are 
comphcaied. lio.bl amplnudcs \ary from 7cro lo SJX 
m~:trcs antl ll!l!h wato.:r limes change throughout the 
cycle arounJ ~<~eh uf the three amphJdromic points. 

T1dal h.:ights for houndary condJtions wcn: t¡¡ken 
from the charts of co-tidal Enes. Thc v.avchCJI!ht 
forcing functJons wc:rc spccJfied m thc form (Figure 4) 

-· . _¡¡¡ ~ (1 ) J 1) = u{ Slll -T + E + / (17) 

on e<~ch of the extremes of the tidal boundaries. with 
tho.: intermed1ate lwghts being linearly mtc:rpolated. 
Tlll> formulat1on approximates the most 1mportant 
lldal componen! for the North Sea. Thesc curves have 
becn tal...:n from the Admiralty Ti de T Jbles They are 
.tssuntcd to be rcfcrred to the ~Jme daiUm smce other 
inform:Jtion is not ava!l:tbh:. Beca use of thi~. the results 
prcsentcd in th;; rarer may not be quantuatively 
corrcct hut thc ClHlJpari~on bcti\C(;n modcls ;_¡re still 
vahd. Thc charts of co-11d:.d !me~ g1ve thc ;_¡pproxm1ate 
t1darrang.c .1nd h1gh water times for the mtl·nor pomts 
on thc gnd. The CJrcuiJllon palicrn and vcloclly 
magmtude~ for part~ of thc Sea may be scen m the 
udal str.:am atlas<:sH· 9. 

Wind anJ ~torm surl!cs werc not modelled as this 
senes of te~ts 11:1> c:trri~d out to investigatc the general 
performance of the model. 

Aftcr scwral tc'h it was dec1dc:d to take a 
continuou> tidal houndary m the Northcrn part from 
nodc 41 to 1 and 1 to 11 f Fi!(III"L' 4). othcrwi>e 
in\tabd!ly ongmatl'U from thc Shl'lland l~lands 
clcmcnt. ~howmg that onc clcmcnt is inadcquate to 
rcpre~ent a di~contmuous tidal boundary properly. 
Tidal condliJon~ werc also >pccJfied at the Dovcr Strait 
(points ::!~6 to ~:!XI and aftcr a numhcr of trials also for 
thc Balt1c Sea houndary fnodc:; Xó-!<7-109). lt was 
found that inclusion of thc Baltic Sea impro1·ed thc 
w:l\che1ght rcsult>. · 
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On thc land houndaries. the no-slip boundary 
condition 1'1 = 1'~ =O 1s spccificd. This a~sumption 
simphlles thc: ncccssary computing and is rcasonable as 
the North Sea is a rcgularly shapcd region. Bccause of 
the impo~llion uf thi> wnditJOn. curwJ boundary 
ckmcnt>. \\ lul'11 are more cxpcnsh·c to run. werc not 
nccessJry. By contras! \\ hcn mod.:lling the Solent, 
curvcd s1dcd boundary clcments \\ere used allowing 
the tangcnt1al vclocity to remain free 2

. 

Stability and accuracy 

The smalk>t stability limit for the North Sea as given 
by the Fri::dricks- Lewy-Courant condition. occurs for 
an clcment olf the Norwegian coast. lt gives: 

~r ;¡¡; 450 sec (18) 

The worst case on a tidal boundary gives ót ~ 650 sec. 
This is importan! as mstJbililles always start at these 
boundancs. The average v;¡Jue 1s around 900 sec and 
for the shallow southern Nonh Sea the cnterion 
suggests a limiung 11m e stcp of lcss' than 2000 sec. 
The explicit programme which uses a fourth-order 
Runge-Kutt;, procedure was run w!lh a time step of 
600sec. For the imphcit programme instead a ume step 
of 30min was uscd. 

To ohtain stable results with both models requires 
the applic:uion of special techniques. For this work 
three dJflcrent tcchn1ques were uscd. The first and 
simples! of thc:m JS to work always with a constan! 
value of fnction over all the rcJ::ion. startinl! with a low 
valuo.: (e= IOm 11 ~,scc) and inc;.:asing it by-10 over two 
to four cycles. This technique did not give good results 
and the solution tt>nds lo become unstable for large 
valut's of e, i.e., small valucs of friction. In addJtion it is 
unrcalistic w assume that the Chciy cocfficient wtll be 
the ~ame ovcr all the domain. 

The second techmque was to prescribe a higher 
order of fr11.:tion for the elcments on tidal boundarics 
and a smaller value for interna) elcments. This is 
bec<Juse th.:re is a general tendency for 1he tidal 
boundary to generate disturbances. These 
perturb<llions may be due to a number of factors and 
cause the transmission of short waves through the 
systcm. The ~pccJfication of highcr valucs of friction for 
the t1dal boundary elcments reduce thé prop;.~gation of 
error>. 

1t wa~ decidcd to apply a Chczy coefficient 
e= :20m 11 ~,'>cc at the boundaries. wh1ch produces 
stable results. 

6 
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FogUte 4 Toda! boundary condnoons tor lhe Nonh Sea 
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Thc third dilf.:rcnt stabilmng t~:~hnH.¡ue 1s ro start 
with a reali~ll~ val u~ of friwon from tht: bcginn111g and 
try to removc the ~hort wav~~ by ·nu111crical 
smoothing'. This ~moothing ~:an .tlsu b.: aprlied cvery 
time thc lcvel of friction i~ decreascd. Thc operation 
needs to be carned out fur a numb.:r of ~tcp:; and after 
the perturbations have bc~:n r~:mowd thc solu.llcn does 
not necd to be smoolhed any longer. Th1s numcrical 
smoothing con~ists of takmg for !he m:xt 1ime slcp not 
th.: actual nodal Villues Jll~t obt;aincd but we1ght:.:d 
averag.:s. These avewges are calculah:d by weigh 1 ing 
every noda! v.tluc by a constant and addmg lo 1t lhe 
weighted values of the nc1ghbouring points. For the 
programmes dt:scnbed hcr.: th.: node under 
constd.:ratwn has half the wcight and the other half is 
distributcd among six ncighbo~uring points 
proporuonully to thcir area of inllucnLI!. (For 
boundary nod.:s only 3 neighbouring p~ints are taken 
into consiuerauon.) In general, th~ coarser th.: me.;h 
the more relative weight the central nodo.: wlil have. 

Thc actual weight used doe~ not scdh to be wo 
importan! provided that thc coclficicnt for th~ node 
under cons1deration 1s rea~onably large by comparison 
with the coe1Hc1ents for the ncighbounng nades A 
simpler way of wcighting may be for 111sWncc. to 
multiply lht~ solution vector by the ma:.s matrix. 
Smoothing has been succes:.fully <:pplicd by the 
authors 111 srnall estuanal arcas, such as the Solent in 
England but it 1s less nccessary for the Nonh Sea as 
the system i~ more stable. 

Tests 
Many tests were run with ditl'crcnt time intcgr.~tion 
scheml!s, fnction cocflkients and smoothing ~chcmcs 
but only two of them w!ll be prcscnted for brcv1ty. The 
first, Test 1, uses impllcit integration (M= 30min) and 
the second. Te~t 2, explicit fourth-ordcr Rung~-Kutta 
(~e = 1Om in). 

Test 1 was started with a Chezy coefTicient of 
10m 112 /sec. aftcr two tidal cyclcs th1s 11as incre;¡~ed to 
15 and aftcr anothcr two to 2U. Thcn the friction 20 
was left for the elements on the tidal boundary but the 
value of thc interna! friction wus decreJsed to e = 40 
over four tidal cycles. Finally, the intern¡:J Chczy 
coefficient was taken as a variable g1vcn by: 

e = 151og,(0.9f/) [in m 11 ~ /st::c] (19) 

This formula givcs low fnctwn in the interior of the 
North Sea (e g. for ff = 55 m. e = GO). Thc sume fnction 
was apl_JIIt:t.l during 6 more tidal cycles to obtilin 
repetition of rcsults. In addition thc results 11cr.: 
nurncnr.:ally smoothcd owr 3 h ri.e .. 6 step>) ;oftcr 
change of Chay's coctlil:icnt. th~n thc s:nooth111g 11as 
stopped. For thc h:vd of friction l.!ll'l'rt by formula (19) 
the velocity cllips<!> tcnd to 1ncrt:a'e 111 size antl thdr 
drift is.acc~ntu;.llcd "' th.: lo:vcl uf fnctllln IS rct.luccd. 
As thc frktlon i~ variable, thc rc~u!ts are not ht:IIH! 

obtaincd Ulllkr con,tant condi11on~ of damping a~d 
th.: c:llip>t:> dn not quit.: do>.: l'Vt:lt aft.:r thr.:c or four 
tidal cyck' lt IS ,urpnsmg that ~<Jvd rco;tli!s w.:rc 
reponed by Da1·1s and Taylor' aftcr oniy thr<."O.: tiüal' 
cyclcs from cold ,rart, us1ng tlm vanahlc fricth)ll 
formula. 

T <!SI 2 was run wüh tidal bo<Indary elcm~nt~ friclion 

]:C~J EJ [1 ¡ ~. 1 
E -080 O OEO a 

¡:f Af. l' o· ~ ~\-
-oaol__.___.._. u L.-~ 

-oso o oa0 · · b 
Ve!octty,V1 (m/S'lcJ 

F1gure 5 Ve!ocoty e opses for (a) omp!ocol and (b) expltco! 
model;; A. Node 51. O node 57. C. nade 105. D. nade 148 

e= 20 (m 112/sec) Jnd values .Jf interna! friction or 40 
and 60. The so!ution w;¡s millated from thc tmplicit 
modd results for e :.: :'O throughou: instead of direct 
culd start. (This 11as done s1mpiy ro save computer 
costs.) 

R~:sults 

Velocity t'llipses are useful lo find out if steady state 
has bcen r~ached. if there are any disturbanccs pre>Ci1t 
in th~ system whi.:h an: likcly to cause instahility, thc 
magnitud.: of dnft velocities, the changcs in velocity 
magnitude:; due to ch:mges m Chezy's coefficients, time 
step. etc. 

T110 comparable sets of results obtained using the 
samc tidal boundJry Chczy coetllcieni (20m 1 

'
2 ;sec) and 

the same interna! fnction (e= ~O¡ are shown in Figure 
5. !t ran be seen \hat thc ell!pses for the c:xplic(t 
schc:nv~ tend to be smaller (this is also true for other 
pomts) than those obt;.tJned with implicit intcgrat10n 
The drift 1> a!so k;s in thc explicit method. Thts may 
be due to thc larg~ time step usc:d in the impiicit 
soiut1on. As a smoother ctrculation pattern and smaller 
dnfts nrc: obtained one could conclude that th.: explicit 
solurion is more a.:curate m th1s case. There are also 
sltght dttTen::nces in the shape of the ellipses. 

The i:Jrge dnft 11n thc orda of 1 O to 20 crn/sec for 
so11.1e points) may Jlso be explained by the co:trseness 
of the grid. A typi-:al plot of velocities over all the Sea 
is also shown in F:gure 6 (results are from thc implicit 
programrne. thc Chezy coefficic:nt is 20 un tidal 
boundaries and 40 inside), 1\ he re they are compared 
against re~ults pub!ishetl in the tidal stream atlases 
ilvaliablc in Britain. Thc general trend of thc vclocities 
compares v.ell. 

\Ve should be awarc, howeva, that the tidal stream 
aliases vt:locítics are srnoothcd out. the obs<:rvatwns 
are mace m oniy the top laycr of thc wat;:~. Thc 
progr.unm.: instead yicltl, dcpth avcraged vclocities 
giv..:n by equation t3). Hence the currents workcd out 
by thc progr:tmme are not cx.Jctly as .the ;.¡ti.ISc~ 
curren¡, Thc progr.tmmc rcsults are bcing alkctcd by 
local tluc!uatíons 1n deptlt toa greatcr dcgr.:c than the 
figure, 111 th~ atl.t,C> 

G1aphs .;howing thc wavchetght solution, f~1r thc 
samc 1csts anJ at t:ll:·s<tmo: p01111s as the \o:locill.:~ an: 
~h0\1 11 in Fígtlft' 7 ... rn.:r.: arc·~omparaiivdy high 
VLll i~!tiun~ tn tid~.d r .. 1:1~~~ anJ h1gh water t;r.ll.!'~. Tht: 
tlatnc,s of the wa\cheighr curves nt notlc, ne.~r an 
:Hilpludromio.: potnt is abo noticeablc. 
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Conrlusions 
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F•gvre 6b V~locrty vectors from tt1e Adm~r¡¡l¡y char!s 2 hours 
after h1gn water 

Fmally the co-range lines chart for the North Sea 
has br:t>n computr:d from results obtumcd usmg the 
tmplicit programmc wnh fri~·uon e = ~O m"~ scc on 
tidal boumlary anJ for interior ~kmt:nt> e as g1ven by 
formuia ( 191 and ~hown in Ftgll~<' 8 lf the co-range 
!mes are wmparcd ag:ainst thr: rcsulh >hown in 
Adm1ralt~ ~:hart 505!< tlw agrr:cmcn1 ts teasonable. 
Similar cunes \\ere also reporteo by Grotkop4 and 
Nihoul6

. 
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For :1 cotl'.lant leve! of fm:tion thrüughout the grid the 
r~,uh~ hc¡;,unc umtahk for a valuc of Chczy's 
cocllku:nl of 60 m 1 ·~:scc un k>~ ~recia! procedures are 
u,cJ SuJdr:n rcducuons of thc b o:l uf friction (i.e .• 
innca..,o iu 11 c.tu>c a sm.lil ~hu..:l.. 10 be 1ran~mittcd 
throu~h thc sy,tcm. Short wavc~ are abo gcneratcd on 
1hc udal boundary by thc discrctc changcs in the 
llllpo~.:d lldal hctght at CJ..:h time step. A way or 
d.tmrtng out !hose c!Tects ts by dccrcasing the e 
cocllí..:tcnls 111 ckmcnts on thc ttdal boundary and this 
tc..:hmr.¡uc ha' bccn usc:J for al! thc rcsults shown in 
1his papcr. :\nothcr dampmg pro~:edure IS the . 
num.:rical 'moothing. for \\ h1ch thc moJel could be 
;tancJ wllh a rcalistic leve! of fnction and the rcsults 
numencally smoothed until the disturbance causcd by 

!~GB~ 
f:l2J~0~ 

o 60 120 
Trme otter tow water !Bergenl 

F1gure 7 Wavelength for (a) 1mplicll and (b) explicrt models A 
Pomt 51. B. poml 57. C. pornt 105. D. pornt 148 

F1gure 8 Co·range trdal lines 
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the cold start has bcen rcúuccd. Si ncc it 1> not 
nccessary to alter the fricuon paramo:tcr aftcr thi.s the 
introduction of furth..:r >hOrl wavcs may in some cases 
be uvoidcd. For thc n:sults reponed in thi> papcr the 
numcric;d smoothmg tcchnilJliC was only uscd once for 
a short tim.:, to stablliLc thc 1mpi1C1t modd rcsults 
whcn thc Chczy cocllkicnl changed from 40 to thc 
v;lluc g1ven by formula ( 19). 

Both lime intcgrallon schemes, implicit and explicit, 
gi•;c s1milar n·sult>, howevcr, the fourth-onkr 
Rungc-Kutta is more accurate us:ng M=. IOmin 
wltich i~ thc highest ;dlow:.Jblc time stcp in th1s case. 
But it should b~ aiso pointcJ out that thc 1mplicit 
progr..Jmme (C.i = 30 mm) nccd> lc,s than half the 
computcr time rcqtm..:d for the cxplic1t programme. 

For evoluuonary pruccsscs of thc typc hcrc 
describcd computcr time can be vcry cxp..:nsivc and the 
programme should bt: furthcr optimizcd bcforc 
undcrtaking production runs. lt sccms, however, that 
for a probkm wil.h th.: d11nenston~ of thc North Sea 
and a fintte c!..:mcnt grid Sllndar to thc one used h.:re. 
the explicit programme may be mor.: conventen~ to 
use. This is not the ca~c whcn the domain is smaller 
(for instancc for thc Sulcnt) or thc grid vcry tine. In 
other words' 1mplicit schcm\!s are more expcnsivc per 
timestcp than explicit one; but allow for la~gcr 
timcsteps. Th1s can bc of intcrest in problcms where 

th·~ time s!ep ma~· be incrcased considcrabl:. ovcr a 
~impler schcme. w1thout sigmficantly atkwng the 
accuracy of the rc~ults 

The viabilny of thc six nodcs finllc dcmcnt 
circulation moJd for thc North S;:a hao; bc~n 
establtshed. Sccond ordcr clcments of th1s l~ pe are 
I!Spcciully suitable to rcpr~scnt accurarely thc 
topography of thc n:gion (i.c .. variable dcpth and 
curvcd boundarics). 
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TRANSIENT FINITE ELEMENT SHALLOW 

LAKE CIRCULATION 

By Frank D. L. Young 1 and James A. Liggctt, 2 M. ASCE 

INTRODUC110N 

The general problem of lake circulation is very complex and remains unsolved 
for practica! engineering needs; wide use, however, has been made in recen: 
years of the steady-state solution to the circulation of a nonstratified la k~. 
A finite element' program described in Ref. 3 has had considerable utilization 
in many parts of the world. This paper extends that analysis to transient problems 

A ~teady-state analysis uses the Ekman generalizations of Welander (11) under 
the restrictions of constant vertical eddy viscosity, no horizontal eddy viscosity, 
ami a small Rossby number. Under these conditions the three-dimensional velocity 
field can be found in an efficient manner since the depthwise variation of the 
horizontal velocities is removed through integration in the vertical. A finite 
difference program using this technique is described in Ref. 6. The finite element 
program (3) was wntten lo take advantage of the finite element network's ability 
to represen! odd geometries and for the ease of universal use, including simplified 
input data and me~h generation. Considerable success has been reponed. 

A transient solution. described in Rcf. 4, exists. There the vertical velocity 
variation was removed by a Fourier transform, but the evaluation of a considerable 
number of Fourier series terms each time step proved to be inefficient. A ful1 
three-dimensional velocity analysis (5) was as efficicnt and more general. Th~· 
method dcscribed herein uses a Laplace transform with numerical inversion. 
The techniquc of removing the vertical velocity distribution fits easily into the 
method; also, the program does not stcp through time in the finite differem:e 
~ense but nceds to be run only about six to 12 times in a typical analysis. 
The gain 10 ea~e in handling such problems is very large, as is the increase 
in efficiency. 

Techniques frequently used for time-dependent problems within the framework 

Note.-Discussion open until July 1, 1977. To extend the closing date one month, 
a written request must b.: filed with the Editor of Technical Pubhcations, ASCE. This 
papc:r i~ pan uf thc copyrighted Joumal of the Hydraulics Division, Proceedings of the 
American Society of Civil Enginecrs, Vol. 103, No. HY2, February, 1977. Manuscript 
was submitted for rc:view for possiblc publicat10n on April 14, 1976. 

'Rc:sean.:h A~~oc., Schuul of Civ. and- Environmental Engrg., Cornell Umv., lthaca, 
N.Y. 

2 Prof., School of Civ. aml Environmental Engrg .. Cornell Umv., Ithaca, N.Y. 
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of the finite element method include Runge-Kutta integration (1), finite differences 
in time (10), and finite elements· in time (2), An interesting example of the 
step method used to sol ve a practica! problem is cited in Ref. 7. In that calculation. 
time steps of 2 min were used to simulate up to 4 hr of real time. In addition, 
an iterative method was u sed. The number of solutions using the La place transfom' 
technique is an order of magnitude less. Unfortunately, algebraic development 
of the present scheme is difficult and lengthy, even though the probiem is 
conceptually straightforward. In order to avoid stumbling over the algebra, many 
of the expressions have been placed in Appendix l. 

GovmNrNG EaUATJONS 

Basic assumptions and derivation of the governing equations are exactly the 
same as in Ref. 4 and will·not be repeated herein. The equations are . 
au 1 ap a2 u 

. , - - fv = --- + T) - . . ..........•......•.. (1) 
·;u p a.t az 2 

av 1 ap a2 v 
-+fu=--- +T)--. 
;u p ay az. 2 

. ..................... (2) 

1 ap 
g= --- .. ......................•...... (3) 

p az 
au av aw 
-+-+--=0 ......•....•. (41 
a.x ay az · 
Subjected to the boundary conditions 

u= v= w=O on aJl solid boundaries. <.=-h. . (5) 

au dl' 
and ;¡ -- =T.; T)- = T, at the free surface, 

az az 
.::=o. . {6) 

.The n•..llé!lion is defined in Ref. 4 and is included in Appendi~ 111. The following 
nonJime11sional parameters are defined: 

[fl.•,] - . . [fL~~. ]" 
J.• = -- ; ~nd- ~* = """"'-,---- ._ -·~ _ 

1jg . - •· -"IJ~. : - ~ ' • 

These variables are: rntroduced i!ih.Í the cqu~t!~)~S~ a'~d lh.: ast.:risk~ ar,~ omiu.:J 
Her.:aft.:l. only dimen.>ionkss varia!-!..:-.; app.:;!r 1exc.:pt ir. the ddiniuon of ¡he 
T:tylor am.! Ekman numbt:rs). The J!m~ll-;io;ak,.,:, c:quaiions are 

au ap a:u 
- 1 = -- -+----

al C:x 2m~ ~:.~ 
....... \7¡ 

. 
! 

HY2 

av ap azv 
-+u=--+----. 
~t ay 2m 2 il<.2 

ap 
-=0 
az 
au av aw 
-+-+-=0 
ax ay az 
With the boundary conditions 

U= V= W = 0 al :Z = -h . 

ANITE ELEMENT 11i-

.. .. .. . .. .. .. - .. . . .- . .. .. . .. . . . .. ~ . .. . (8) 

. - - .... - .. - ............. - - .. . . {9) 

.. .. . .. .. ........... - ...... .. {10) 

{11) 

au av 
and - = A; - = f at :z = O . ~ . . . . . . . . • . • - - . . - - . . (12) 

az az 
To this point, the details can be founrl in Ref. 4. The prob~em is descn'bed 
in 'terms of three parameters: m (in which 2m1 = /D1/TJ = Ta. the Tayior 
number. or 1I2m2 = E. the _Ekman number); .:1; ami f. In addition. dept~ 
is a prescribed function of the borizonta! coordinates, h = h(.x, y). 

Sounum 

The time deñvatives of the equations are r.-:moved by means of tbe Lap!ace 
ttansform. The transformed variables are 

ii= J: ue-"dl ....... ~ ..... - (13) 

Thus an terms are muhiplied by e_., and inregraled to yield 

a¡, a~ ü 
su - v = -- + -- -~ .. 

a... 2m~ az! 
(14} 

a;; a~ i' 
!1~ + ü = -- + ---

;,y 1m~ a.::~ 
..................•...... (15) 

............•.......•.••....... (16) 

aii a'' rhi· 
-·+-+-=0 .......................... (17) 
ax a~· el.: 

with bounJary conditions \· 

ti = i' = ,¡. = 1) at 

aii _ 
and - =..\. 

a.:: 

af 
a:. 

.::= -h (18) 

= f al ¡=0 (19) 

Als". iml¡:J.l (•'nJ;;;c"•' of 11 = ,. = O ha\e be-e-n use-d in Eqs. !4 and 15. lf 
oth~l íuitJ.,¡ c,,~JÍlH)n"' ar.: dco;ired. addi!~•·nal tt:rm' \\Otlhl bo: induded in Eq<>. "' 
::¡ :!ncl 1~ wh1(h ilre uí1:.y.~.O) ::md 1'{.\.)'.:.0). 



112 !=EBRUAP.Y ~977 HY2 

Since Eq .• 6 states thct p is r.ut a function of z. Eqs. 14 and :5 c<m be 
ve.rtically integrated, giving 

¡¡ = ~ (s· a ji + ap) + cos Nz.(c~ e M'- c. e-M') 
s· + 1 ax ay 

--sin Nz(c 1 eM•- c 3 e-:'1') •••.•••••••• , •••••••••••. (2Q) 

--1 (' ap ap ') 
and v=-- --+s-- .+ccsNz(c 1eM'+c3e-M') 

s 2 + 1 ilx ay 

in which 
¡-- ¡- 4> 

M = v 2 m 'v R cos -

. Q> 
N= v'T m vR sin- . 

2 

1 
Q> = tan -•- . 

S 

2 

(21) 

(22) 

(23) 

(24) 

(25) 

Thc con::.tants, e 1 , e:, e 3 , C 4 , can be determi11ed .. through the boundary 
conditions and are found to be 

1 
e =e + - (Mf· - NÓ.) ..................... (26) 

, J (M2 -+- N2) 

(Nrf" -+· Mi') c2==:=-c4+ , .,, - .u ............. . 
· (M-+ N· J 

..... (27) 

1 r"'! S - € iJ p -y + e S a p .. _ J 
c3 =- ------ + ------ + (p€- Sy)r + 113-y + Be)-1 . a Ls 2 + 1 ax s2 + 1 ay 

. .. (28) 

1 [-(-y+ es) a{J -ys- ~ ap -
e,=- - + ---- + (-y{3 + eo)f 

a s2 + 1 ax s= + l ay 
+ (-yó - e{3)1 ] ... (29) 

Nült! for later refer<!nct- (Eq 55¡ that apjax. opjily. c
1 
..... c. all approach 

infinity as 1/ s as s ~ O. The :-~bbrcviations previously us,:d (and in App.::ndix 
1) are 

o:= cos 2 Nil(e-M'' + eM·'J 2 + sin:Nh(e-'1h- e"'') 2 

e-Mh 
13 = (N sin Nh - M co~ Nh) 

(M2 + N2) 

-y= sin Nh(e-Mh- e"'h) ..... · .... 

e- .\lh 

B = ------- (M sin N/z +N co-; .'íh) 
(M2+N2) 

e= cos Nlz(t!·Mh + eMh.¡ ... ... . 

(30) 

(31) 

(32) 

(:13) 

. . . (34) 
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eMh 
1< = (N'iin Nh + M..:os Nit) .... 

(M"+ N 2 ) 

{35) 

eMh 

JI. = ----- (M sin Nh - N .,;os N't) . . . . . . . . . . . . . . . . . . (36) 
(M 2 + N 2 ) 

The transformed vertical vel.¡city. ;\•. car: be easily obtained by the int<:3ration 
of Eq. 17: 

w= f~h :;-d~ =-J~h e:+ ::-)d~ .................. (37) 

Tht resulting expression is ler.gthy; it appears as Eq. óO in Appendix l. 
Pres~ure Equation.-The bounuary conditions of thc vertic:>i veloc1tY lead 

to equatior.s for the honzontal p·essure distribution. Using h:• = O at ~ = O 
in Eq. 60 leads to 

a2 p a2 [J éJ 2 p cp a¡; 
a--+ b---+ e--+ d-+ e-=f 

ax" axay ay 2 ax ay 
....... (38) 

in which the coefficients a, b . ... , f <tre functions of x and y. 

Vertica!!y Averaged Ve!ocities.-A vertic:c.l average of the transformed velocities 
is 

ü = + J~h ildz ................................ (39) 

v ~ + J~. vdz. . ............ (.JO) 

\ 

Eqs. 20 and 21 are ~ubst.ituted into Eqs. 39 and 40 and verti~:al integrat10ns 
carried out 10 yield 

a{J ap. 
ii=lz.-+h4-+ hJ+h):i 

ax Jy 
........... (41) 

a[J ap _ _ 
v= -h,-+h 1 --+h3 f-h 2 ~ ••••••••••••••••••••• (4:2) 

ax ay 

m which lz 1 , h2 • h3 , and h4 ar<! functions of x and y and are given in App<O'ndix 
l. The condition that ii = v = O at the edge of the lake is used to provide 
the boundary conditions on Eq. 38 by means of Eqs. 41 and 42. 

Stream Functiun.-The numerical solution is actually carried out for th.: stream 
function defined as 

1 a~ 
ü=-

h ay 

1 aJ, 
ii= 

¡, ;;_, 

Thu,. thc 1ntcgrated continUJt) .:c¡u .. tion 

(43) 

(44) 
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. Jo (aü av \ a a - + -) dz =- (hü) + .- (hv) = o . 
-11 ax ay ax ay 

is automatically satisfied. Eqs. 43 and 44 are sub'it!tuted into Eqs. 4i and 42, 
and the result solved for lhe pressure gradients: 

ap a~ mjj _ _ 
- = q.- + q2- + q4 f- q 3 A. 
ax ay ax 

(46) 

a,; ~ ~ - -
a;=q1 a;-q1h-q1 f-q 4 A o •••••••••••••••••• o. (47) 

The variables, q 1 , q 2 , ql' q4 , are defined in Appendix L By cross diiferentiation 
of Eqs. 46 and 47, the following equations is obtainerl for the stream function: 

a2 ¡J¡ a2 tJJ cllii a;j, 
--~ +--+A(x,y;s)-+B(x,y;s)-+C(x,y;s)=O ...... (48) 
ar ay2 ax ay 

inwhich A(x,y;s)=~(hi+h~)(0q 1 + aqz) 
h, ax ay 

.......... - . (49) 

h (oq 1 aq2 ) 
B(x,y;s) = -(hi + h!) ----- ...... o o •••••••••• (50) 

h 1 o}' clx 

+ ~ <qJ"> + ~ (q~A>] .. o •.••. o ..•..••..... o ..•. (53) 
ay a.t. · 

Eq. -+8 is solved numerically under the ccndition that .b is a constam along 
lhe bounJ;1ry of the lake. Changing this constant {or makim: ·1 variable over 
a small length) accounts for inflow and ourflo\'. Once 1), is- known. Eqs. 46 
and 47 provide the pressure gradients: then. transfnrmed poini \'<!locities are 
found from Eqs. :!O. 21. and 60. The real poínt velocities a¡e obtaincd from 
the inverse Laplace transform. which must be done numeri.:ally. 

FINrr:e EuMEIIlT AruLVSiS 

Eq. 48 is the same as Eqo 7 of Ref. _3. except that Eq. 48 contains the 
additional parametcr, s. Exactly the same soluli,ln techni4ue is employed as 
that described in Ref. 30 A S'i:'p:uale soit•t!on mu't b.: t'~ffi.lWl<'d fur eac!': ·:~lue 
of the parameter. At this writíng. a ~rog:ram u;i¡~g liri ..... tr ,_rio_Hlgu!ar dem;::ms 
has been modified for the lransient cak~li3tic.n. Hn;\ .:~ .:r. a g.:n:~r,ti !¡JrOgram 
for the stead} statc is in use wi;ich pruvides rt ch,,i.:.: ~>f lino::~' ni<;ngt.lar ei~m<'Ht.s., 
cubic triangubr ekm<."n!s. or qu<:dr::!!ic isop:U-!?,'1'"' .:k::oc"h. S.:•l:, ... 'lh!Sh 

generation fa;.:iiity is :tlsu in.:lude{1o Tbs lat1t:1 p;.;:,::.·.••· .:•''.:U b~· ~1hd1f~cd fm · 
lhe tr~nsi;; ul:. ~is by Sim-r.ty 'bchanging ~~ld"'n'C r¡,:·l' 1nt~ fPtll"'•.;;~,. 

The procooure !o this :¡mint has paraH~ied that of Rt:[s. 3 ami 6, w~th clle 
aélrli~ryn:r;¡ of ;::,\e tr.msfo.rmcri time derivat~ve. The f"m!.re eiemen! program, wam 
the· final use of E~s. 21(}, 2L <md 6\i. gives ll'ile values of ilhe uansfo.rmoo vdoc~iRes. 
The invers~ l.rn;osform r.emains ~n on!er 10 finrll tibe ¡phy~c.a! vei.ocities. T~e 
collocation method of Scbapery (9} :is used fur ane m.11merical transfornn iir.~versijon. 
l'he methoo a:ssumes the funcÍiona1 form of abe dependen! variab~es wiith time 
in wrucb the assumed fum:tion contains a number of undetermined coefficients. 
Tnese coefficients are found from the so2ution of a set of 'Simmtam:ous equations. / 

Fo!1ol1.'Íng the 1ead of .Shapery (9) the velocity as written as 

u(t) = u0 + Au(t) .•..•.. : .• o ••••••••••••••••••• (51.} 

witb a similar express1on for v and w. The .u0 is a constant and tl!e lasl u:rm 
is giv.en by the finile Dlriddet series 

~n(t) = 2: a
1 
e-fbp . 

t=l 

Using Eq. 53, Eq. 51 is ttansfcrmed and muB~lid by sao yidtil 

" a. 
sü{s) = u 0 + ~ --1

-

9=• bj 
l +

.S 

.••. !53) 

..• {54) 

The constant, u<J. is dear3y the stead}-staie value of u for Jarge lime. cr 

u0 = aim SU(S) ••• • {5.5) 
.-e 

U the 12 ccnstan~s. bi' are choseiil by sorne m.::ans. thea u1 vailues of :f (e.g., 
s ;) can be selected so that Eq. 54 reprt><:.:nts 112 equatiuns in t~e QaOOe¡effi'linerll 
-coeffñcieanso ar Schape:ry im:lic:n.:s l.h;;l the eiTO:r wall be neariy m.irum~zoo iif 
!he b

8 
are ch-o~en equal to !he selecteJ s

0 
v3!1ue-s. ~.e. 

b¡ = S¡ j = 1, 1, ... , ll • • • • • • • • • • • • • • • • • • o • • • - • • • • • (56) 

Then n simu!taneous aigebiraic equaüons occur ;n tbe a;: 

" a. 
s,ü{s,) = u 0 + L --'- i = l. 2 ..... n ~ .••...•.•. o •••••• (57) 

i~l 1 S¡ + --
S¡ 

Choice of lhe s, remains. Firsi süh} versus iog s is ploned as in Fi.g. L 
The signific:anr r.ange is that sho•\ing a definite vari:nion of sü(s). NumericaJ 
exp.:rien.::e {8.q' ha~ sbown that optimal resuVts are acbieved by selecting lhe 
s, ¡na goometnc seq~.:<'m:e 

.S i-1 
--=r. 

s, 
o {58) 

in which r ¡~ a fi'\.::J rallo. Thtb. lhe upp<'r and lower ht,un? f the s,, are 
o.cle.:-leLl from the ph~1 :.md the r.atit>o r. i~ fix.::d by ch''''"'ing vice-ver~,, 
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The accUI is generally increased by choosing a large n, but a too large 
n will result ·in numerkal in.>tability. 

Jn the present study, the foll~wing v.alues werc used: n = 8, r = 10, s 
= 2 x w-s, 2 x JQ- 4

, ••• , 2 x ·10 2 • The resulting eight equations weré solved' 
using a standard Gauss-Jordan elimination procedtÍre. The result yields a continu
ous solution for u(t), v(t), and w(t). The procedure is repeated at each point 
in the :e, y plane whcre the soiution is desired. Thus, the.number of constants, 
a;• needed is the numher of node points x n x 3. Although this number can 

10 

------su 

----~--------·· 

F!G. 1.-Transformed Velocity Components at lake Surface for x = 0.2, y = 0.5 
or x = 0.8. y = 3.5 

b'! large (209 x 8 .x 3- = 5,016 in the present study). the 11 x n- coefficient 
matrix of the a

1 
needs to be invcrted only once; i.e., Eq. 57 becomes 

a, a~ a. _ 
----- + ----- + ... + ---- = Sn II(Sn)- 11

1
, •••••••••••••• (59) 

S 1 S~ Sn 
1+--- 1+- 1+--

s. 

in which onl_y the right sid~ changes with different positie>ns in the x, y plane. 

NuMERIC-'L RESULTS 

The method was ched..;ed by solving a test ..:a-<e tn an tdealtlúl b<hin The 
prob!em ..:husen is that solved in Ref. 4. using a Fouri:.:r tr¡_¡n,fnrrn te remove 
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A A 
l J 

4L 

8-8 

FINITE ELEMENT 

f = 0.0001 radhec 
O= BOOOcm 
L = 1.25 x 107 cm 
7J = 200 cm2/sec 
t" = 1.0 cm2fsec 
g = 980 cm /sec2 
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FIG. 2.-Rectangular Lake Configura
tion 

FIG. 3.-Finrte Element Mesh Arrange
ment for Rectangular lake 

--- finito dillerenco 

e O Finito elomont 

_...L. ___1 

3 4 5 6 7 8 9 
D1mensionless time 

o 2.8 5.6 8.4 11.2 14 168 196 22.4 25.2 

Timo'" hcurs !uain9 lho yalun of Fi9 3) 

FJG 4.--Compa.rison ol Two Diff<:!rent Types of Solution for Velocity Components 
at La k e Surface at Typical Point ( \ = 0.3, y = 2.0, : = O) 
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verticiU dependence and finíte dífferences to step through time. The test basin 
is described in Ref. 4 and appears ~n Fig. 2 with the dimensional parameters. 

The finile element grid is shown in Fig. 3. The grid consists of 360 elements 
with 109 nodal poínts. The finite element resolulion is much greater tllan r.he 
finite difference resolution used in Ref. 4. Details of the fínite element calculation 
are given in Ref. 3. 

The results of the computation was compared to tbe results of the study 
of Ref. 4 at a Jarge number of grid points. A lypical comparison is shown 
in Fig. 4. The horizontal velocity· components are shown at x = 0.3, y = 1.0. 
z. = O (equal to the solution at x = 0.7, y = 2.0, z. = O dueto antísymmetry). 
Small differences between the two calculations are anributed to differences 
in resolulíon and thedifferenl melhod of handling the time variation. No stalement 
can be made as to which is lhe most accurate. The differences appear sufficiently 
smalllo be of no praclical importance. 

CoNcwSIONS 

The Laplace lransform wilh numerical inversion technique appears to have 
a large efficiency advanlage in the present problem, stemming especially from 
the facl thal the vertical distribulion of velocily can be stated explicitly in 
algebraic equalions instead of in lhe rather awkward (for machine caJculation) 
Fourier series orina finite differen.:e sense. The result is a velocity distribution 
conti.,uous in depth and time and. using the automatic inlerpolation facility 
of the finite elemenl formulation. continuous in lhe horizontal dimensions also. 

Any three-dimensional time dependent problem is very large. This problem 
has been reduced lo two dimensions plus an aJgebraic formula in deplh plus 
a few (eight in the resulls presented herein) solutions to a ··steady-stale problem 
wilh parameter." These shortcuts ha ve created a situation whereby the calculation 
is quick and economical and can be performed many times for parameter study. 
However. the presentalion of results still remains a problem. lt is not easy 
lo pi.:ture the three velocily components varying with time: in a thrc:c:-<limensional 
space. Work is currently un.Jerway to develop comptl!cr graphic,; procedures 
which will re~olve the presenta!ion pro!:>lcm. Th.: devd<'P!llent of such procedures 
was. in facl. the major motivation for finding efficienl soluríon~ that could 
be storeJ in lhe computer and calleJ al will for graphical prc~cnt:1tion. 
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1 
,¡. = -- (s\7: pl(:: + lt) 

s; + 1 

HY2 ANJTE El.EMENT 

- e-ao(Mcos Nh- N sin Nl1) + e-Mz(-Mcos Nz. + Nsi.nNz) 

+ eMI>(Mcos Nh +N sin Nh)] 

1 (acJ iic4 ) + --+- [eMz(Msm Nz- Ncc:s Nz) 
{M2 + N 2) ax ay 

+ e-ra.(Msin Nh +Neos Nh) + e-Mx(Msin N1. +~ros Nz) 

+ ew.(Msio Nh- Neos Nh)] 

J { {af' ai) N --- (eMl(Mcos Nz +N sin Nz) 
(M2 +.N2)2 a:x ay 

- e-AD~(M eos Nh - N sin Nh)] 

- M(~f- aA)(eM•(Msin Nz- Neos Nz) 
ax ay 

- e-Ml:l(-M sin Nh - Neos Nh)]} 

1 {M{af' +a.4)[eu,{McosNz+NsinNz) 
(M1 + N 1 ) 2 ay ax 

- e-Mli(Mcos Nh- Nsin Nh>] 

(at ai) 
+N - +- {e"''(Msin Nz- Neos Nz) 

ay ax 

- e-.Mll( -M sin N11- N cos Nh)]} ..... . 

1 
h 1 = ( -sha +(--y + ES)(Ji +K)+ (-"'!S+ E)(8 +A)] 

ah(s! + 1) . 

h --
1
- [ a (-

2
-M_N_+ Np- Mo)- (yp + Eo·>U~ + ~> 

: ..,. alr i\1 1 + N~ M!+ N! 
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(60) 

(61) 

- (IJe - &-y)(& + ~)] . . . . . . . . . . . .' .... - . - - ....... - . (6!) 

h = -
1
- [ a (M: - N! + MJl + No) +(PE - &v>tP + K) 

1 
ah M 1 + N 1 M:+ N! 

- <P"Y +BE)( o + ~)] ............... : ............. (63) · 

1 
h

4 
= ----- (-ah+ (E- -ysl(IJ +K)- {-y+ ES)(l) +A)] .· ...... (64) 

al1 (s: + 1) 

h¡ 
q = -------- ....................... . 

l h(h~ - h~l 
.... (65) 
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lt4 
q, = -----

• /¡(1¡; + h¡) 
(66) 

h1h1+h2h4 
qj = h~ + h: -- . (67) 

............. (68) 
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APPENDI:( 111.-NOTATI0:'\1 

1/u fo/lolt'ing symbols ure uscd iu this puper: 

A,B,C,c 1,c 2,c3 , 

c4 , a, b, c,d, e,f, h 1' 

h2,h3,h4,q1,q2, 
q 3 ,q4 ,a,¡3,"'(,B. 

€,K,:\ 

a,.b¡.u0 ,n 
D 
f 

function of x and y; 
constunts; 
typical vertH.:al uinoc'rt'hJI: :..:"ed lo ll<ll malize deplh; 
Corioli' paramet..:I. 

HY2 

g 
h 
L 

i'-'f 
m 
N 
p 
R 
r 
S 

u,v 

x,y,z 

l] 

p 
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acceleratíon of gravity; 
normalizcd d'O!pth of la k e: 
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typicai horizontal dimenswn u.s~d to normalize \VÍdth 
and length; 
v'2 m .. ..,rf<- co~ (9Í2); 
v-D2 t/2-r¡; 
v'2 m V R sin (<P /2); 
local press:..:re; 
y(l + s'): 
ratio of geomet1 ic series; 
Laplace tran~form parameier; 
time; 

average transformed velocity components in x and y 
directions, respectively; 

Cartesian Coordinates with x and y in a horizontal pbne 
and z positive upward and zero at the surface; 
eddy viscosity; 
fluid density; 
surface wind stresses in x and y directions, respectively; 
tan -l (1 / s); 

stream function; and 
transíormed variabie. 
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PROPERTIES OF' CIRCULATION IN STRATIFIED LAKES 

Dy James A. Liggett,l M. ASCE and Kwang K. Lee,8 A. M. ASCE 

INTRODUCTION 

The complc:xity of clrculation in a stratlfled body of water precludes an 
accuratc analysis at the present time. 1t appears that such problema can be 
attaclted by a large computing program (7); however, even a sophlstlcated 
computer program rnust contain a number of simpllfylng approximations. 
Moreover, 1 he computer method has the disadvantage that the features of the 
circulalion, the causes and effects, get lost in a masslve program. The ob
jcctlve hcrein is to dollneate features of motion In a stratiCied body or water 
111 a way that cxplains otlserved phenomena and can be used to develop intu
ilive lnslgllt lnlo the problem. 

To nccomplish this objective, many nssumptlons and approx1mat1ons must 
be made. These app!'oximatlons render t.he quantltative aspects of the resulta 
tloubtful, •llthou¡..¡h tl¡e writers believe l11at the quantitative resulta could be 
used In lhe ;¡IJst•iiC:c of a more rigorous method, Only the problem of steady 
flow has bcen con:;idered In this paper. Although the time response of a 
stratified lake is in doubt, 1t appears that a true steady flow seldom occurs. 
However, many of the features of a steady flow analysls are observed in 
lakes. The steacly flow analysis can also be used to define an average condi
tlon; 1t ls this average condltion whlch ls Hkely to be useful fordeslgnpur
-Note.-b1scu"H'sioii 'lpen untll Juno 1, i9h. To extend the closlng clate one month, a 
wrlttcn requost must uo flled wlth the Exocutlve Director, ASCE. Thls paper ls part 
of the copyrl~tht(.)d Jou¡·nal of the Hydraulics Dlvlslon, Proceedlngs of the American 
Socloty of C.:lvil l·:nl.(lneers, Vol. 97, Nu. IIYl, January, 1971. Manusorlpt wns submlttod 
lur rcvlcw for· JHJS>.riJie puiJIIcatlon on Fclrr~1ary 19, 1970. 

1 1\sso(.), 1'1'<'1., ~·.r:~uul uf Civil 1-:ngr!l' .• Cornell Unlv., Ithnca, N.Y. 
21\sst. Pr•Jt'., 1 'vlk·go.; •Jf Envlr"nuJCntul :Sctcnccs, Unlv. of Wlsconstn, Oreen Bay, 

Wlsc.; forrncrly llo.;st:ur·ch Asso~.:., ~chuol uf t;lvll Engrg., Cornell Unlv., Ithaca, N. Y. 
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poses. The · gréat rnass Óf data Óf an unsteady analysis is often confusing and 
not useful; hence the climatology of a lake is better defined by averages. 

PROBLE:M FORMULATION 

The summer stratification of a lake often consists of three layers: (1) the 
epilimnion, an upper -layer of near-constant density; (2) the metalimnion, a 
middle layer of steep density gradient; and (3) the hypolimnion(1,6,7,13). The 
stratification is assumed to approximate a two-layer system herein. Fig. 1 
indicates the_ idealization to a two-layer lake in which the epilimnion and hy
polimnion are considered homogeneous. 

The equations of motion are the line'arized equations which have been used 
to describe the motion in homogeneous (8,9,10) and two-layer (2,7) lakes. The 
nonlinear terms are neglected due to a small Rossby number (i.e., the ratio 

z 
EOULIBRIUM 

Free · C 
Surfcce? 1 

1 /

SURFAC:.LET. 

_.Ll___ ------- -T--v --
EPILIMNION P 

11 h 

¿hermoclrne(or 1nterfcce) 

H 

HYPOLIMNION f2 

FIG. 1.-DE.FIXTTION SKETCH OF LAKE 

of lnertial and rotational !orces). Only· vertical friction is considered; the 
Coriolis parameter is taken as a constant; and the pressure is assumed to be 
hydrostatic. The equations for each of the two layers are: 

- f l'k 
_ _!_ ~JL a2 u· 

Pk ax + 11k =a¡f ........................ (1) 

_ _!_ ~Jz+ ~ Pk a_v 'Tik az2 •••••••••••••••••••••••••• (2) 

g = - }_ ~ 
Pk az ••...•.•...•...•••.......•.•.•.••.•• (3) 

~ ... ~k . + ~ = o .. · ............................ (4) ax ay az 
in which the subscript k= 1 for the epilimmon ano k = 2 [or· thc h~·pclt!":lnion. 

._ 
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The coordir:ates are x, y,,_a_nd z with x-y pl:me horizoiltal and z verti_cally up-
ward; the vell_)clties, coirespol}ding to the x, y, z directions are u, v,.w re
spectively; /, ,= Cori,olis parameter; p = density; p = pressure; 11 kinematic 
eddy viscosity; arld g = a:CCelerauo'n of gravity. 

The boWldary~ conchtiohs ~)n ihe epillmnion are: 

'{)u _;_ ~-
Tx = 71¡P1 ~ , Ty --T/¡P 1 az at Z o ... {5) 

au '• ., · av 
P1 711 Tz' G:c , · P, r;1 ·::¡;-- = Gy at z - h .•............ (6) 

in which T X -~d ~y = CO~fJÓnimts of surface wind ·stress (assumed as known) 
and G:c and:.G- e;=· shear· stress'es acting on the epilimnion at the thermocline. 
The primar y Csteady state) Clriving forces for clirrents in the hypolimnion are 
the pressÚre i~~dient an<n.he int_erface stresses, G-c and Gy: Currenr.s ·in the 
epilimnion are _caused by the wind stresses, T% and r y; and are modified by 
the pressure gradient and interface stresses. 

From 1the. preceding equations, the velocity. components in the· upper layer 
are fOWld to be ' ' · 

111 = -
1

1 ~ap + cos qz [.4. 3 ·exp (qz) - A 4 exp (- qzl] 
pl }' 

- sin qz .[A 1 e~p (qi) :~ · A2 exp (- qz>] •. : . .•.•..•. 

1 ~. . 
V 1 = 

1
- a : + cos qz [A 1 exp (qz)· + A2' exp (- qz)] 

pl X 

. (7). 

+sin qz [.4. 1 exp·(qz)·+ A'.-exp (- qzl] .... .' .......... ·.· .. (8) 

in which q = JT7'[i1;,. The values of A'1 ', A 2 , A 1 :md .4. • are determined by t~e 
boundary conditions. As a shorthand · notatión;·· define .C. = - 2 (cosh 2 qlz -
cos 2qh);;T1 ·=·(;y·.-. rx)/2q11tP 1 ;~T2 = (ry + r:c)/2qr¡ 1 p 1 ; T3 ,:.'(Gx + 
Gy)/2qrJtP1,; and T 4 = (Gy -_ G~)/2,qr¡ 1 p1 • 

TheA'sare: A 1 = {T~ [cos 2qh'- exp (2qi¡)J • T2 :(sin-2qh). 

- T3 (2 sin qh cosh qlz) + T4 (2 cos qh sinh qh)} /.c. ......... (9) 

A2 = {T1 (exp (- :i.qlz)- cos 2qh] + T2 .(sin'2qlz) 

- T 1 (2 sin qlz cosh qlt) + T4 (2 cos qlzsinh qh)}/.c. .....•... (10) 

A 1 = {T1 (- sin 2qll) - T2 [exp' (2qh) - cos 2qlz] 

+ T3 (2 cos qh sinh qlz) + T4 (2 sin qh cosh q!t)}/.c. . (11) 

A 4 = {T1 (sin 2qlz) - T2 [exp (- 2qh) - cos 2qlz] 

- T3 (2 cos qll sinh qlz) - T 4 (2 sin qh cosh qlz)}/.c. ....•... (12) 

Frnm E1s. 7 anci 8. the epilimnion veloctties are functions of the pressure 
grad:c~tt, \\ l!ld s:w", and int:.:-f:H'é stress. Appro-..:imations are found in th~ 
followrng Sel'li•Jn,:; f•Jr t!~·: ttllt-l'f.ll e she.lr -1nrl pr·essure gradients. 

btÚ'Ij(·, e Slt,·a;·- Let 11 k = nk - i l'q, in whrch 11" ~ complex h0!-; .~·~:1l..ll 
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velocity and i 

1 
/W = p 
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.¡:-¡_ Omitting s~script k, Eqs. 1 and 2 become: 

(
. ~ - ~) . a2W . 
z ax ay - z 17 az2 • • • • • • • • • • • • • • • • • • • • • • 

(13) 

The horizontal velocity is separated into two parts as W W' + W g; in which 
W g = (1/ pf) [i (apjax) - apjay ]; and thus 

U ---1-~ V_...!._~ 
g - PI ay ' g - pf ax (14) 

are the geostrophic velocities. Then · 

fW' = - ir¡ ~z'!" ................................ · (15) 

in which it is assumed, throu.gh the hydrostatic approximation that, a2 W g/Bz2 

= O. Solving Eq. 15 and adding the geostrophic component yields 

wk = Ák exp [(i!,; r2 z] + Bk exp [- (i -f;;Y/2 z] + Wgk (16) 

Constants A k and Bk could be determined from the free surface and bottom 
boundary conditions as well as from the interface conditions; however, the 
result would be rather complex. The purpose of this exercise is to derive an 
approximate expression for the interface shear; therefore, it is assumed that 
the solution near the interface is not greatly changed by ignoring the boundary 
conditions on the free surface .:t."1d the bottom. Obviously such an approxima
tion is valid if both of the two L:.yers are thick, so that motion near the ther
mocline is determined primaril_: by pressure gradients (geostrophic flow). 

Eq. 16 would have resulted h2.d the origin of the coordinate system been at 
the thermocline. Let z • = z + h; then 

Wk =A¿ exp [(i -!; r2 z'] + Bk exp [- (i-{¡; r2 z•] + Wgk (17) 

If the free surface and lower bo·.:.:1dary are rar away, then 

W1 ·= B~ exp (- ( i {;y-~ z'] + w,K .................. (18) 

W2 = .4; e~~ [ (i {; rz z] + ft' 2 g .......•............ (19) 

approximately. The appropriate interface conditions are: 

p, r¡~12 
Therefore B.; .. ~,;o_. - h = (l\'1 g - IV. gl . . . . . . . . . . . . . . . (21) 

Pt 11: + P~ -i'1 
• 

112 
A' = p, TJ, (Ir - W ) (22) 

2 P, 11t12 + Pz TJ~12 : 5 2 g · · · · · · · · · · · · · · · · · · · · 

The interface stn:sses are fou:·" ~o be 

HY 1 STRATIFIED LAKES 

Cx =K (u1 g_- Uo¿g- v 1 g + V 2 g) •••••••••••••••• •• · • · • 

Gy =K (u 1 g - u 2 g + V 1 g - V2 g~ ...... •. · · · · • · · · · • · · · · 
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(23) 

(24) 

in w!>lch (25) 

From the hydrostatic condition (Eq. 3) and the condition that the pressure 
is continuous at the interface (P1 = Pz at z • :o O) 

~ = P1K =~ · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (26) 

~ = plg 
at . . . . . . . . . . . . . . . . . . . . . . . ........... (27) 

ay ay 

~ at ah ah {28) = plg + plg - PzK . . . . . . . . . . .. ......... 
ax ax ax ax 

~ at ah ah (29) = p,g + p,g - PzK . . . . . . . .. . . ... ........ 
ay ay ay ay 

Using the definition of geostrophic fiow (Eq. 14), the interface stresses can 
be written in terms of the surface and interface gr~t;nts as: 

e = _ K!i (1 _ e_¡_ ){at + at + ah + ah) . . . . . . . . . . . . . . . (30) 
x ¡ Pz ax ay ax ay 

Cy = 7 ( 1 - !: )(:~ - :~ + !! - !~) ....... : ........ (31) 

Horizontal Velocities.-Eqs. 7 and 8 are derived for a.wind stress in any 
direction. For the present research, they can be simpiified without loss of 
generality by considering only a wind stress in the y-direction, i.~., T :& = O. 
Substituting Eqs. 26 through 31 into Eqs. 7 and 8, the current veloc1ty under a 
y-shear on the free surface is 

" a¡; 1 { 7 ll r h · · (2h · · ) · u
1 

= - -s- - + --- -. leos qz sm q + z 
1 ay q7J1 P1 2 

- sin qz cosh q (211 + z) + cos qz s\nh q (21z + z) 

(
2K )( p) [(a:· - sinh qz· cos q (2h + z>] + o/ 1 - :;: a;: 

.;. oh ) (sinh qlr cos qlz cos qz cosh qz 
ay 

... sin qh cosh qh sinh qz sin qz) 

- ( at + alz) (sin qlz cosh qh cosh qz cos qz ax ax 

- cos qh sinh 'l¡, sin 'fZ sinh q¿)J};'(cosh 2qh - cos 2qh) (32) 
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1 

- cos qz sinh q (2h + z) ~ cosh qz sin q (2h + z) 

- sin qz cosh q (217 + z}] + (
2·Y)(t .; ;: ) [(:;. 

ah) + ay (e os qz sin· qh cosh r¡h cosh qz 

- cos qh sin qz si:1h qh sinh qz) 

+ ( !~ + :~.) (e os qz cos qh siah qh cosh qz 

+ sin qz sin qh cosh qh sfnh qz >]} /(cosh 2 qh - cos 2 qh) . . . . (33) 

Surface and Thermocline Slopes.-The surface and thermocline slopes 
create pressure gradients whh::h extend to the bottom of the lake. Th~se 
slopes are the remaining unknown factors in the velocity equations. The pri
mary cause of the pressure gradients is surface wind stress, although the pres
sure gradients are modified by the Coriolis force and the bottom stress. The 
latter effects will be neglected in this approximate theory. 

Integrating Eqs. 1 and 2 with k = 1, 2 and with the wind stress in the y
direction ( T x = O) yields 

f e ~dz fe azul - T71 P1 2 Jz -h a."' _11 az 
~ ax (t + h) + Gx O •.•. (34) 

-(Ty-Gy)=·O ............... . (35) 

-h ~d J ay z 
-H 

-h •' él 
T/aP2 J "a-u; dz = ~ap (- h + H) - Gy 

-H z- }' o ... (37) 

Using Eqs. 26 through 29, Eqs. 34 through 37 become 

P1 (t +h) :~-; (1- ~)(:~+:~)=O ............. (38) 

P1 (t + lz) at + K! (1 - EJ. )(~1 
- .O!) ay 02 ilt" ay '!....J¡ ••••••. ' •••• (39) 

g 
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P2 (H - h) [ ( 1 - ~) :~ - ~ :~ J 
-7 ( 1 - ~ ) ( ~: + :~) ~ o . . . . . . . . . . . .. . . . . . . . . . . . . ( 40) 

p2 (H - lz) f(t - E..i) aJz - E..i ar: J 
L P~ ay Pz ay 

~ ; (t- ~) (!~'- :~) = o ........................ (41) 

In Eqs. 38 through 41 ar;- ja.r: has been neglected when added to ahjax, since 
at/ax is of the order [1 - (p2 /p1 )] ahjax, and ar;-jay has beenneglectedwhen 
added to ahjay. Solving Eqs. 38 through 41 for the four unknown gradients 
yields: 

ah T 1 - a 
ay g(pz - p¡)DE (1 - a)z + a2 •..•.•.•.....•.•••. (42) 

ah T a 
ax g(p2 - p

1
)DE (1 - a)2 + a 2 • • • • • • • ·- • • • • • • • • • • <

43) 

ar: Ty (1 - a)(Du - 2aD¡;;) +DE ( ) 
ay gp¡DE (DE +De) [(1 - a)z + a2] . . . . . . . . . . . . . . . 44 

ar: -~ D H a (45) 
a.r: - p1 gDE De + Du (1 - a)2 + a~ · · · · · · · · · · · · · · · · 

in which DE = h + t = epilimnivn depth; Du "" H - J¡ = hypolimnion depth: 
a.!td a = (K/p~fDE) [1 + (DE/Du)]. 

Due to the simplifications made in cbtaining Eqs. 18 :md 19 from Eq. 17, 
the above equ:ltions are valid only for sufficiently thick epilimnion and hypo
limnion. The writers believe that a < 0.3 is an appropriate limit on epilim
nion thickness, since aJzjay = O at a = 1 and a(oiz/By)jaa = O at a "" 0.297. 
In the following discussion a < 0.3 is assumed. 

Obviously, all the derivatives of h and t are positive, indicating that the 
free surface slopes upward in the downwind direction and to the right of the 
wind. The interface slopes downward in the dowriWind diredion and to the 
right of the wind. Since a is small ahjay > ahjax, indicating that the slope of 
the interface along the direction of the wind is greater than crosswind. 

Eqs. 44 and 45 are simplified if the hypolimnion thickness is large, D H -
ao, to 

(46) 

Eq. 46 look much like Eqs. 42 and 43 except th:tt the effective density is p 1 

instead of p2 - p 1 • Thus the interface will tend to slope by a much greater· 
amount: 

ah ""' _e_¡__ a1; 
av p2 - o, a1· 

than the free surf.lt't:'. 

:'.:. , _ ___E;___ a~; ................. (47) 
u, o2 - o1 a:c 
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In the Great Lakes the cold hypolimnion water occasionally touches the 
surface in a ccld water upwelling (2,3,4, 7). Usually such upwelling occurs 
near the beach during an offshore \vind. However, it may al so occur if the 
wind is blowing parallel to the shore from the right (facing the lake) to the 
lcft (2,3,11). 

NUMERICAL RESULTS 

Most of the results can be more easily discussed if reasonable numerical 
v:alues,_are assigned to thé parameters. The following values will be used for 
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FIG 6.-EPILI:\1~10:'\ HORIZONTAL VELOCITIES FOR DIFFERENT EPILI:\INION 
"TI!ICK~!::SS (ARROWS REPRESEi'H VELOCITY VECTOHS AT OEPTHS z = O; z = 
- 2 h/7; . . . ; z = - 6 lo /7; z = - 11) 

the calculations in this paper unless otherwise noted: f = 10-• per sec; g = 
980 cm per sec; r x = O; r y = I dyne pcr sq cm; p1 = 0.99777 gm per cu cm; 
{).¿ = 0.99997 gm per cu cm; r¡ 1 = 40 sq cm per· sec; r¡2 = 4 sq cm per sec; 
H = 80 m; ancl h = 18 m. The values are of the order of magnitude of those 
found or assumed by others for the Great Lakes (2,5,7,9). 

Fig. 2 indicates the slopes of the free surface and thPrmocline using the 
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above numbers, except that the .epilimnion depth is allowed to vary. The 
strongest gradient is in the thermocline, which is tilted downward in the 
downwind directiOii. The thermocline is also tilted downward to the right of 
the wind, but the crosswind tilt is an order of magnitude less than the down
wind tilt. The. free surface is tilted in the opposite direction from the thermo
ciine wit.h the crosswind tilt again an order of magnitude less than the 
downwind tilt. 

Fig. 3 indicates the tilting of the surface and thermocline as a function of 
the density difference. As expected, tbe density düference has a large influ
ence in the thermocline tilt, but practically no influence in the free surface 
tilt. When the density difference is small, the thermocline may tilt very 
steeply so as to be unstable. Such a mechanism seems to cause the fall over-

SPEED (cm/sec> 

0o~--~~~o~~~2Po~--~3ro~--~4rOc.. 
~' 

-- THERMOCUNE 

FIG. 9.-AVERA.GE Sll:IL\IER CURRE~T SPEEDS m LAKE :i\UCHIGA..'\1 {AFTER J. L. 
VERBER, Ref. 1-l) 

turn when the epilimnion cools to such a degree that a moderate u·ind C:ln up
set the natural stability of the stratificatl.on. 

Fig. 4 s~cws the tilt as a fun::t:on of .the p:1:·am.:ter K. EqcS. 32 and 33 in
dicate that the velocities are compl•~-..: funeticn.;; oi the varlous pa¡·ameters 
evell when effects of sideboc.ndaries and boaor:~ topú~r~hy are excluded. T.he 
velccities are linearly proportional to wind stress. Thus :m incre:J.se i.n w'md 
stress only increases the velocíties in ma.5-nitude wi':w,,t adirectwnalcllange, 
neglecting the effect a higher wind stress m!gta 'h:J.l;!': on the- eddy viscosity. 

Fig. 5 indicat-2'S effect oí epEinwivn thickness on epilímnion velocit:es. 
The thlcker epilrmnion has grea.ter velocitie:> for the ,;:w'"' ':c:nd st,~ss ;¡¡~,.; 

has a.Il Ekman spir3l which is mor¿ n<'.u-ly con:¡.!;;'-· 
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Fig. 6 indieates the eUect of eddy visco sities on -epilimnion velocities. The 
eddy viscosities are largely unknown; thus it is important to dete:!'mi..">J.e the 
error mace in currení vel.ocity due to incorrectly gu.essing eddy visc.osity. 
T!le smaHer eddy viscosities a:!'e associal:erl with .large velocities .and more 
complete spirals. 

Fig. 7 shows current speed as a funcüon of depth Jor differ.eni epilinmion 
thic.lm.esses. Fi.g. B shows ecr:rent speed as a Ill.!lction 1Jf depth for diiferent 
eddy viscosities. Tbe .Werage summer current speed. as determined by 
Verber {14) is shown in Fig. 9. E~s. 32 and 33 dispiay the interaction witmn 
the stratified lake rlue to tbe different effec'l.s el ear.h factor willl respect to 
deptb. Characteristically •. the speed is ma'!:imum at tbe surlace, decreasing 
to a relative minimum at three-sev-enths tbe epJ.limnioll depth, then increasing 
toa reiative ma.ximum just above lhe tt.ermocline. 

CONCLUSIONS 

The present study is an attempt to gain sorne insight into the comple.." 
problem of circulation ln a stratüied lake. If the effect .of the lateral bound
mes and the bottom topograpb.y .ar.e negiected, reasonably simple equations 
can be derived for the slopes -of the free surface and the thermocline and for 
the c:irculation. The appro.ximate resolts present a satlsfactory explanatioo 
for sorne of tbe observed phenomena. The results :J.lsn ind!cate t.'le -eifec:ts cl 
varying parameters of the prcblem as indic.atecl in Figs. 2 through ti. 

The quantative accuracy of this study is doubtiul b~cause of U:.e numercus 
approximations. However, lhe resu.Hs are l.n approximate í:Jlla!>fitafi\"? agn~e
ment wilh the computer calcul:;.tions of Lee anrl Ll.ggett ('iD in tfle reg!on where 
the effects of the bottcm boundary condition a.nd lht' shore configuration be
come les s important. 

The response time of a stratified lake is un..lmown. but it !.s probably long, 
of the order of several days. In this respect tte· slc.1ds-state circulation may 
rarely, if ever, be attained in a natural !ake. How~v-er, the steady-state con
dition might be expected to represerrt an .av-er.a;:;-e condition unrler average 
winds. Evirlently, 1t is this aTer:age which ;~;ou!d be most useful for purposes 
of design, for obtaining fltlshlng data, for calcubt:cl_g the transport of physical 
quantities, et-c. Siuce the _problem appe:us to oe iine<lr toa good .appr-0.."\.ima
tion (cert.amly to better accur:lcy tha.il m:J.ny of the :..pprox~mations contained 
herei.n/, the €ffects of through flow, or other non--.. ind-jril;en circuiation, may 
be added. 

The wrHers hope that the engi.neercaneombl!lethis type of study with field 
data (e.g., velocity measurements or drirt ~rd data) to infer d1e general Clr

culation in any gi.ven lake. 
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APPENDIX 11.-NOTATION 

The following symbols are used in this paper: 

A 1 ,A2 ,A3 , A4 , 

Á, B, A', B' functions of x and y; 
DE depth of epilimnion; 
D H depth of hypolimnion; 
- f Coriolis parameter; 

g acceleration oC gravity; 
Gx, Gv components oC interface stress at thet·mocline; 

h positioa Cunction of epil imnion; 
H posltion function of lake bottom; 
i ,¡-=--!; 

k sub se ript (k = 1 for epilimnion; k 2 for hypulimnion); 
' K constartt (see Eqs. 23 and 24); 

_P pressure; 
q ·= ~constant; 

T1 , T2 , T3 , T4 constant funct tons; 
u, t·, w = velocity components in\·, y and z dire-:tinn:-; 

HY 1 

u!l' "J 
1V' 
Wg

x, y, z 
x', y', z' 

Oi 

~ 

t ., 
p 

Tx, Ty 

STRATIFIED LAKES 

= horizontal geostrophic velocily components; 
complex horizontal velocity; 

= transformed complex horíz~:>ntal velocity; 
= complex geostrophic velocity; 

three-dimensional coordinates; 
transformed coordinates; 
dimensionless constant; 
function of x and y; 
position function of free surface; 
eddy viscosity; . 
density of ·fluid; and 
wind stress compon~nts in x and y directions. 

• 
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HIGHER-ORDER FJNJTE ELEMENT ANAL YSIS 
OF LAKE CJRCULATJON 

RICHARD H. GALLAGHER* and STEVENS T. K. CHANt 
Cornell t!niversity, lthaca, N. Y., U.S.A. 

(Rect'ived 14 Df'cember 1972) 

Abstrad-The finite element mcthod is applied lo the analysis of the wind-driven circulation of 
variablc-depth, shallow, homogencous Jakes. Attention is conccntrated upon higher-order 
descriptions of the flow phenomena within the individual elemcnt_s a~d u pon the _use of these 
higher order functions in the dcfinition of curved element boundanes (1soparametnc elements.) 
Numerical results are prescnted for a rectangular basin, for which altcrnative results are 
available from both first-order finitc elcment represcntations and finite differcnce analyses, and 
also for Lake Ontario, for which only the firsl·order finire elem~nt solution is a~·ailable for 
comparison. These comparisons confirm the accuracy and effic1ency of thc fimtc elemc:nt 
mcthod. in this field of application. 

. 120 ¡ R;"·¡;..c:.:. H GALlAGHI ~ and Sn:vu·lS T. K. CHAN 

! Thc prc'icnl papcr F.liknds thc \\ori.. of rcf. 2 to highcr-ordcr finitc clcmcnt rcpr 
· tions, where thc tcrm "hi:;hcr~(•rdcr" rcfcrs to lhc Jcvel of !>Ophistication in be 
1 
gcomctr ic de~cript!nn of tite clcn>cnt and thc ;;ssumed n:pn:5.cntation of thc flow par. 
Evidence from the cxtensi•c finilc clcment analysis expcricncc in structural mechar 
shown that higher-ordcr reprcSt;ntations are in general more cfficient than t he ~implcst 
of clemcnt formulation. 1 hcrc are, naturally, limits on the degree of sophistica 
higher ordcr formulations. A more significant motivation for the use ofhighcr ordcr el 
arises in the lake circulation problem. Sincc no experimental evidcnce exists f01 
drivcn circulation oflarge lakes (we refer in this to unccrtainty with rc!>pcct to both ti. 

· input and the lake response) it is essential that sorne economically feasiblc means ' 
checking be available in any numcrical analysis technique. Such checks are made a' 
in finite element analysis through comparison of altcrnative solutions ohtained with d. 
types of elements. 

Two distinct classes of higher-ordcr clement representation are treated in this pap: 
: first is a direct expansion of the degree of polynomial representation of the flow par 
! within a triangular elemcnt domain. The si;nplest triangular ekment employs a linea 
: the element considered hcre describes the flow paramcter with use of a cubic polyr 
: The second type of elcment is intrinsically rectangular and employs quadratic reJ 
! tation of the flow parameter. This same field is also employed to describe the houn( 

l. INTRODUCTION : the element in a ~pecial curvilinear coordinate system. This is a particular case of t 
The finite element method has drawn increasing attention as a numerical analysis too) for parametric elcmcnt approach to the forrnulation of elements with curved bour, 
problems in fluid dynamics. The rcasons for this grow~h of intcrest inc_Jude th~ follo:"·ing: · wherein the same (" iso ") parameters are used to describe both the behavior of the e 
(J) irregular boundaries can be treated accurately w1thout comp~tatron<tl dJfficultJes or : and its geometry. , 
changes in formulation of the method or computer p~ogram, ~2) WJde us~ c~n b~ made _of 1 The paper is organized as follows. First, a brief description is given of the formul~ 
universally-available .general-purpose programs[J 1 whrch are VJrtually unllmJted m the SIZC ' the subject lake circulation problem as a finite element analysis problem. A more e 
of problem they can handle, and (3) inhomogeneous or variable properties of the problem development of this work ~s well as a review of efforts on finite element lake ciret 
can be easily taken into account. analysis by other investigators, can be found in ref. 2. Then, the formulation ofthe tw• 

Because ofthese advantages the finite element method is especially attract~ve as a method of higher order elements is detailed and attention is given to ccrtain questions the. 
of analysis of Jake circulation problems. Natural lakes of course feature megular bo~n- regarding boundary conditions. Finally, numerical results are presented for recta 
daries and the phenomcnon being described is so complex in form that any numencal basin problem, defined first by Liggett and Hadjitheodourou[3) and Lake Ontarir 
analysis procedure will necessarily entail hundreds, or perhaps thousands, o_f unkno_wns. importance ofthe rectangular basin analysis is that comparison results are available l 
Proper description of thermal stratification introduces the need_ to deal Wlth spatrally- only the first- and higher-order finite element representations, but also from a pr 

varying physical properties. finite differencc solution. The significance of the Lake Ontario analysis is that verifi 
The authors have presented, in ref. 2, a finite element formulation and numerical results of the integrity of the numerical finite element solution can derive only from th 

for the wind-driven circulation ofvariable-depth, shallow, homogeneo~s lakes. T~e govern- contained comparison of finite element representations of different degrees of refinr 
ing differential equation of this problem was taken to be that denved by L1ggett and 
Hadjitheodourou (ref. 3). The independent variable in this equation is a specially defined 
stream function which we will refer to as the "flow parameter ". Using the method of 
weighted residuals (ref. 4), with the Galerkin criterion in the selection of the weight!ng 
function, the integral form necessary for the construction of a finite element represent~t10n 
was constructed. To this point the work described in ref. 2 is quite general as a baSJS for 
finite elcment analysis of the subject problem. The adopted representation of the element 
flow parameter was then limited, for the purpose of generating numerical results, to a first 
order (linear) function on a triangular domain. 

• Professor of Civil Engineering. 
t Research Assoc' 'ichool of Civil and Environmental Engincering. 
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2. BASIC THEORY OF FINITE ELEMENT REPRESENTATION 
OF SUBJECT PROBLEM 

Dctailed development of the governing differential equations of the subject probl 
formulated by Liggett and Hadjitheodourou[3), and of the integral,form associated ~ 
finite elcment rcpresentation, is beyond the scope of this paper. R<!ther, we define th 
physical problem and the final form of the governing equations/· 

A cross-section of the type of lake under study is pictured in Fig. 1. We fix the or 
coordinates at the surfacc of the Iake with z measured upwards. In accordancc w 
assumption of shallowness (i.e. hydrostatic pressure distribution), D ~L. The eddy vr 
(r¡) and Coriolis parameter (f) are assumed constant in the forrr "on of the diffe 

l relationships. The distribution of pressure is assumed to be hyd•- _.atic and surfac! 
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Fig. J. Rcpresentative lake cross scction 

stresses (T_.,, T1,) are prescribed. In order to linearize the problem the Rosst•; number 
(ratio ofinertial forces to rotational forces) is takcn to be small. The values ofthc lake dcpths 
(h(x, y)) are assumed lo be the actual depths under the assumed wind stress or, alternately, 
that ti1e equilibrium depths are a sufficicnt approximation to the actual depth under the 
assume~ wind stress. The x, y-plane coincides with the water surfacc and w =O at z =O. 

With these assumptions, appropriate forms of the momentum equations are constructed, 
the continuity equation is invoked, ;nd after integration in the z-direction and introduction 
of a stream function (1/1) there is obfained 

o2
1/J o2

cJ! oi/J oi/J 
-+--+A-+B--1-e=O ax2 oy2 ax ay (1) 

\'.ith the boundary condition that 1/1 is constant on the shoreline. The stream function is 
related to the average velocities (ü, v) by 

_ 1 ot/J 
u----hay' v= (2) 

The coefficients A' B, and e in the equstion are functions of the planform Jocation in X and 
y coordinates (more specifically, functions of the Jake bottom topography) as defined in 
ref. 3, and C depends on the wind shear stresses as well. 

The finite element representation of O) is obtained by ~he method of weighted residuals. 
This concept assumes that an approximate representation of the independent variable, 
designated by i¡i, which does not satisfy the governing differential equation, will be chosen. 
In the preseot case this approximating tria/ function is of the form 

n 

iJi = r. N;l/1¡ = LN )1/1} (3) 
i= 1 

where 1/J; is a particular value of the independent variable and gcnerally refers to such a 
value al the point i, i = 1, ... n, and the coefficients N;, which are functions of the x aod y 
coordina tes, are-termed shape functions. 

Designating the governing diffcrential equation (1) as L(!J¡) =O, we note that dueto the 
approximatc nature of i{i we have ' 

L(i{i) = R #-.O (4). 

whcre R is a residual value. Since the goveming diffcrential equation cannot be satisfied 
pointwise throughout the domain (V) ofthe problem wc can seek its satisfaction in the sense 
of a weighted average over the domain, i.e. 

J L(i/i)<? dV = 1} 
V 

(5) 

whcre tJ¡ is thc wcighting function, which may be ~pccificd in one 01 .my numhér of fi 
Hcre, wc chom.c the G;¡Jcrkin form in which thc codficients (N1} .of thc tria! functi6 .. 

1 cmployed. Each distinct tria! function lcads to a ~cparate algcbraié ·cquation, as fol 
'First, we substitute (3) into L(!J¡), as given by equation (1) ;wd dc~ignate thc intcgr 
! dcfincd by cquation (5), whcre now 4> = N 1 • Wc obtain, for a JI N 1 , i = 1, ... n, in 
1 clement 

JI [ (o
2 

N a2 
N a N a N ) ] . 

A {N} ~x2 J + ~y2 J +A Lax J + B. Loy J {1/1} + e dx dy ={O} 

.

1 

where {N} = NT is a 1 x n column vector containing the .shape functions N 1• :·, 

Next, one applies integration by parts in the.planc, reducing the order of the dcriv:' 
appearing in the integral and introducing the boundary tcrms into the resulting int• 
This leads to the following system of algebraic equations 

[ic']{I/J} =V} + f• 

1 

where 

[k']= JI (-o~} oLN J _ o{N} oLN J + A{N} oLN J + B{N} oLN J) dx dy 
A ox ax ay ay ox oy 

{r'} = - ff {N} e dx dy 
A 

and ~· symbolizes a boundary integral. 
Due to the terms A{N} (aL N _)ox) and B{N} (eL N jo y) thesc algcbraic equation: 

nonsymmetric. Al so, as noted previously, the coefficients A ·and B are functions of x a 
The equations ofthe complete lake are constructed from the equations ofthe elemer. 

imposing the condition of stream function continuity atea eh elementjoint, which is syr 
mous with simple addition of all coefficients (k¡/ and r/) with like subscripts. Thus, th 

· set of equations is of the form 

[KJ{!J¡} = {R} 

where 

Ki) = L k;¡' 

R; ='f.rt+ I:f 
and the summations range o ver all elements with terms with the subscripts i and j. 

After solution of equation (10) for {1/1}, other variables, such as averaged velocities,. 
sure gradients, and velocities at diffcrent depth levels can be subsequently evaluate 
back substitutions into equations presentcd in ref. 3. 

\Ve next examine, in the following two sections, the choice of shape functions N; (equ; 
3) for.lwo classes of higher order elements _and the .use of these functions in the develop1 
of elemcnt equations from equations 8 and 9. 

3. HIGHER ORDER TRJANGLE 

The triangle holds a special plaée in finite elemerlt analysis \due to its association 
"complete" polynomials of lower orde;. This point is illustrated by the array of thc.c. 
cients of the polynomial series in the form of a Pascal triangle (Fig. 2). A complete 1 
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, ' , ' 

X----Y (Linear) 
,/ ', 

2 ' 2 ,X ---- XY---- Y, (Ouodrollc) 

3/ .2 ' 
X- ---1\Y--- --XY2-- -'Y3 (Cub•c) , ' 

/ ' 

123 12.; 

As Fi~. 2 di~closcs, thc ha~ic highcr-ordcr triangk pn~~cs~cs 6 joint~ :md thc shapc. 
tion corrc.:;p('nd~ to;; cump!ctc quadratic ¡)(\lynomia!. Chan and Larock[7] havc utili/ 
elcm::nt of this form in the analysis of polt:ntial flow prohlcms Thc rc\ults oht:tin: 
application of the clrmcnl di~cio~ed significan! impron-mcng ovcr those nbtainC'd 
linear-ficld dcmcnts. 

We go onc strp furthcr in thc pre~ent approach and ;tdopt a sh:tpc function ba~ed u, 
complete cubic polynomial. Rather than dcfining clcmcnl joint~ .~t. ~he ten loc:ttion 

: scribed in Fig. 2, however, we deal with only the thrce vertices ;md'~il'point at the ccntr. 
the clcmcnl (see Fig. 3.b). To llccommodate the ten tcrms of a co~'plcte cubic we trc. 
dcrivatives of Y, at the vertices (otJ¡Jox, otJ¡Joy, at points 1, 2 and 3'j'-as solution para m 

function is identified with the simplest triangle (the location of the cocfficients in the Pascal Thus, at a typical vertex i we ha ve as parameters Y, 1 , "'"' = (o¡JJ Jox) 11 , t/1
1

, = (otJ¡foy) 1 ¡ 
triangle identifies joints in the clement), a quadratic function corresponds toa trianglc with only solution parameter at point 4 is t/1

4
• 

joints at both the vertices and the midpoints of the sides. In this way we can perceive a By introducing the derivatives of Y, as solution parameters and thereby climinating, 

· x'l---- X3Y-- -X2Y2 -- -XY3 - -- -\4 (Ouorltc) 

Fig. 2. Pascal triangle ;md relationship to higher-orrlcr elcmcnts 

"family" of triangles with no upper limit on the degree of polynomiaf employed. The along the side of the elemenl we reduce the bandwidth of the algebraic equations 
functions of degree higher ~han_ one are collectively ter~1ed '_' h!gher-order" functions and l sol ved (~quation JO). ~~rther~ore, fr~m eq~ation (2), the solution _paramete~s are di 

. when 3n element formulatwn 1s based on su eh functwns 1t 1s called a "higher-order" 
1 

proportwnal to quantJtJes of mterest, u and v, and so the Jatter are m effect d1rcctly p1 
element. ! out after computation of the solution. 

The advantage of a highcr ordcr element derives from two principal considerations. It is 1 The present triangle (Fig. 3b) has been used extensively in finite rlement analysis 
possible to write the highcr-order function directl)' in "shape function" form. The Pascal ; number of ;-¡uthors, including ftow analysis problcms[8]. The shape function descripti 
triangle identifies a polynomial series represcntation ofY,, where the coefficients ofthe series l t/1, given by Felippa[9] is 
do not ha ve the physical significance of shape functions. For more general shapes of element 
the transformation of the polynomial coefficients into shape function form may be an where 
expensive operation. Secondly, explicit formulas are available for the integrals of the shape 
functions over the triangle domain. Both of these considerations, which are detailed in 
ref. 6, stem from the existence of triangular coordina tes, defined as 

(L¡)P = (Area)¡ 
(Area) (13) 

where (Area) is the total _area of the triangle, (Area)1 is the area of the triangular subregion 
i (i = 1, 2, 3) (see F~g. 3a) and is a linear function of the x, y coordina tes of point p. It 

y 

fo3 2 

3 

1 

'--------X 
o Areo coordinoles 

y 

3 

~----------------X 
b. Higher arder represenlol•on 

Fig. 3. Triangular elements 

follows that one can construct a linear representation of a quantity such as B, the coefficient 
in equation (1), as follows 

B =L1 B1 + L 2 B2 + L 3 B3 

where B;, i = 1, 2, 3 are the values of B at the element vertices. 

(1 

N 2 = L 1
2(x12 L 2 - x 31 L 3 ) + (x31 - X¡z)Y 

N3 = L1
2
Ú'3t L3 - Y12 Lz) + Ú'12 - Y3t)l' 

N4 = L/(L2 + 3L3 + 3L1) - ?y 

2 ' N 8 = L 3 (x 31 L 1 - x23 L2) + (x23 - x, 

N9 = L/ú·z3L2 - Ylt L¡) + Ú'3t - Y2 

N 10 = 27y 

xii =X¡ - x1 . Yii = y 1 - y1 y = L 1L2 L3 

In the evaluation of the element coefficients, through integration of equations (8) an 
the terms A, B, and C are assumed lo ha ve linear variation over the region of the ele me 
given by equations of the form of (14). This is convenient since B1, B2 , etc., the vah: 
these quantities at the "joints", are the conventional input parameters in an analysis 

One incomenient aspect of the element formulation resulting from the use of equ 
(16) is the presence of point 4 in the interior ofthe element. This solution para meter doe 
join to any other so it can be eliminated from the element equation befare assembly e 
Jatter into the system representation (equation JO). Thus, the el~ment equations a 
arder 9 x 9 immediately befare assembly. · 

As mcn.tioned in Section 2, consideration of boundary conditions· requires that the st 
function is a constant, which for convenience is chosen to be zero,' all along the boun 
In the present represcntation the stream function varies cubically between two ad~ 
joints and requires specification of four parameters for unique defi.n;• · "n along such an 
Thus, in addition to the two stream function values at the joints th lues of the tang, 
derivative of the strea.m functinn at hoth end joints should al so be zero. As in finite elt-



F.nitc t·lrmcnt analysis 

analysis by u~ing triangular clcmcnls, thc boundary is usually approximatcd by bro~.cn lincs 
and hence the tangcntial din.:ction of a joint is rathcr ambiguously dcfined. 1 Jcnce, so me 
furthcr appro:-.imation is nccdcd to choose its dircctíon. For instance, one ma} considcr the 
average direction of the two lincs meeting at the same joint as its tangcntial dircction, or 
altcrnat.ivcly, take cithc1 onc indicatcd by the two lines as the requircd dircction (but con
sistcntly for all thejoints). The lattcr is adopted in thc present studyforthesakeofsimplicity. 
Tliatis, the line connecting ajoint and its adjacentjoi'nt in front, taken in counterclockwise 
order, is·considered to be the tangcntial direction at that joint. Once the tangential direction · 
at each boundary joint has been established, a m:ltrix transformation is necessary in order to. 
introduce the tangential and normal dcrivatives of the strcam function, in place ofthe X· and! 
y-dcrivatives, as solution parameters. This transformation can be performed either at the: 
element leve! or. at the system matrix leve!. A fter that, the stream function value and its i 
tangcntial: dcrivative· at each of the boundary joint are set· equal to zero ánd finally l.he 

system of eq)Jations' is. sol ved. 

D. ISOPARA·METRI'C ELEMENT 

126 P.ICII"<D H. G,\IUCIILI< and Sn.vtNS T. K. CuAN 

The validity of thcsc c>..prc~sions is confinncd in two ways. first, thc N,'s must tal-e,. 
values such that tf¡ = 1/11 whcn t/1 i!. cv;:lu:ttcd for the coordina te~ of pointj (i.e., N, =·1, 
; = j, N

1 
=O for i .¡. j). Sccondly, whcn na lu.Jting 1/J a long an cdge it r:.hould be fnund to ~. 

function of only the valucs of V'¡ :.tlong that samr edge. This mcans that ~~ will be cont in u .. 
across clemcnt boundarics :1nd in forming a gcomdric idcalization with cur\'cd bounda· .. 
the geometry will be continuous if the same shape functions are adoptcd, i.e. . 

x=N1 x 1 +···N1x1 +:··N8 x8 

Now, it is recáJled from equation (8) that evaluation of the element coefficicnts invd · 
the derivatives of the shape functions with rt".spect to x and y and integration over the ;. 
of the efement. The above shape functions are defined in terms of ~ and r,, howcver, so;<"'· 
the transformation to x and y must be establishcd. From the chain rule of diffcrcntiaf.· 
for a typical shape function N 1 · 

Tne fourosided isoparamctric clement is shown in Fig. 4. The simplest order ofshape func- i 
tion· which: will describe curved boundaries,. a quadratic, is chosen here. A curvilinear! r-

1 y 

2 
(0,-1) 

4 
( 1,0) 

L-----------------------x 

1 
where (J], the Jacobian r.wtrix, is eYaluated by diñcrentiation of(l9). Also 

dA= 11 Id~ dr¡ 
,t: 

where IJ 1 symbolizes the determinant of (J]. ,r 

Equations {20) and {21) give the nccessary basis for evaluation of{S). The re~ulting int~:. 
is too complicated for explicit evaluation so that numerical intcgration must be ernpl~.~; 
Gaussian integration was applied in the present case, with 3 Gaussian pcints in ea eh dire~t. 
The coefficients A, B and C were evaluated at the origin of /;·r¡ coordina tes and were assuc · 

1 to be const~nt throu~hout the ele~ent. It should be noted that in the presence of de~' 
1 data for a ~1ve~ physt~al pro~lem 1t would be feasi~le to evaluate these quantities atea~' 
¡ the numencal mtegrahon pomts, and thercby obtam a better approximation to tbe equ;.··. 
coefficients. However, compi.Jtation time is expected to increase considerably as the ex~ 

coordi'nate system (l;,.r¡} is defined within the element in such a way that the corners of the sions for these coefficients are rather involved. 

dement have coordinates +1 or - 1 as· indicated in the figure. Rectangular coordinates 
(x, y), in terms of -w hich the-location of Hode points are initially defined, are al so established. 

Fig. 4. Quadratic isoparametric element 

Tl1e strearri function for the· velocity is described by the following 

(17) 

We note· that• in. this case only thc valucs of 1/J at the joints, and not· the dcrivatives of tJ¡, are 
cht'~en· as. unknowns. Tht: shape functions N 1 are givcn in rcf. (lO) by ' 

N,= uo + ~~.){1 + r¡r¡.)- o - e)(l + '11'/J- (1 + ~é.J<t - r¡
2)l 

for i = 1, 3, S, 7 

for i = 2, 6 

• o 

( 18) 

E. NUMERICAL RESULTS 

\ To study the feasibility of the present approach, two problems, presented in ref. 4.: 

lagain analyzed by using the higher-order elements described herein. For both prob\ 
{ewer isoparametric elements, and henceforth a r_eductio.n in the number of solution ! · 
1 ~eters, have been _used to demo~strate the ments of h1gh-order element over the s~·. 

¡tmear stream fu~ctwn re_Presentatt~n. The same idea 'could ha ve bcen applied to the ~<· 

l
-~cld representatwn bu~ ·¡t was ~ec1ded to use the same ::lement gridworks adopted j¡, 

!mear field so as to gam sorne 1dea about how solution cventually converges with th! 

1
crease in number of solution parameters. . 
' . e 
\ The first problem, shown in Fig. 5, is an idealized rectangular basin orier.tcd.in a~·= 
¡south direction with a length four times its width. Wind was ass;,:med to blow from Sg~ 

1
North. Values employcd in the actual computations are shown in Fig. 5. t' 
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r : o 0001 radts.« 
o .. 6000an 
L : t25 • 101 cm 
~ < 200::."'2/sec. 
T : ¡ O cm2J!>& 
g : 950 cm 1-:.e.cl 

As mentioned in ref. 3, 2 zcro de:pth represents a compurationai singufarity. Hence, only 
t.h.e fiow region bounded by a contour of 5 per c:enl m:aimum depth. as used in ref. 2. is 
considered ::md the dfects. from fiow exterior to the boundary are assume-d to be negligibly 
smafl. Trus choice of the ftow region. rather tñ~n using the actual shordine boundary with a 
non-zerc. depth assigned along it, is. prefened because the bottom topography oftbe lake is 
relained. it is to he noted that <dthougJ¡ the lake is geometricaUy S}mmetric about x- and 
y-axes, this: p.ropcrty of symmetry does not apply to the circulation bebavior being calcu
lat.ed. Thettfore the en fue iake rnust be considered. Fig. 6 slnows the firute element gridworks 
for a quadrant of tite r3.ke. For tbe entire !ake. 360 triangular elements (either linear or 
cubic) with 269 joints; or 40 isoparametric elemeots (quadratic) with 149 joints, have been 
used in. the numericaJ computation. 

Figures 7 and 8 show resuhs for the stream function rf¡ and the magnitude of surface 
vclocity at sdected sections. as predicted by various finite element representations. Also 
shown are the finite difference results from ref. 3. where 1701 equally-spaced p.ivotaJ points 
were u!>ed. For t.he firute element representatrons. 209 solution parameters were used for the 
linear fietd, 149 for t.he quadratic field, and 62:1 for. the cubic field approximation. Tbe 
finite dement and finite difference results are seen to be in dose agreement. Also. it is noted 
that results obtamed by using isoparametric eYements compare wdJ with others. in spite of 
the fact that only an amount of 72 per cent in solutioo parameters. compared to the linear 
fieid representation. has been used. This fact secms to confum that higher-order dement 
representatron is more desirable. regarding accuracy and efficiency, over the simple linear 
field representa:tioa. Of course. our results could have been improved further if t~e coeffi
cients A. B. and C in the governing equation had been e\'aluatcd at aU Gaussian points 
ins.tead of only one point for each elemen:t as presently carried out. The results from cubic 
fidd representation, as expected, are far more accurate and coincide almost exactiy with the 
finite difference resuits hased on a much finer gridwork. 

The seco robiem considered is the prediction ofcircu!ation ofLake Ontario oue toa 
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Fig. 8. Comparison of stream function solutions for rectangular lake at 
representative sections 

1•ind shear prevailing in the NE direction with r to the East (the local average direction at 
tochester in February). The same numerical values off, I'J, -r, gas used in the previous 
xample were used in the present case. The charactcristic Jength (L ), which can be chosen 
rbitrarily, was set to be 2 x 107 cm, while the characteristic depth (D) was chosen to 
:present the maximum nodal depth after the Jake had been discretized with finite elements. 
'he value of D may vary slightly with the gridwork. For instance, it is 22500 cm for the 
iangular element gridwork and 21650 cm for the isoparametric representation. Figures 9 
nd JO show the gridworks employed in the present analysis: 561 triangular elements with 
B joints, or 70 isoparametric elements with 257 joints. The geometry and bottom topo- ' 
·aphy ofthe lake described in ref. 5 was used herein to define the finite element representa- -~ 
ons. Again, to avoid computational singularity, the flow region studied is the one bounded , 
f tl1e contour line having depth of water of 12m, not the actual shoreline. 
Figures 1 t and 12 show the stream function values and the magnitude of surface velocity 

No_ of Elements =561 
Scole (km) 

No- of Nodes = 323 

Fíg. 9. Finite elemcnt representation of Lake Ontario by triangular elements 
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No of E itrnenf s = 70 
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Fig. 10: Finite element representa! ion of Lake Ontario by isop~rametric elements 
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Fig. ll. Comparison of stream function solution for lake Ontario al section A-A 

,, 

at a representative section of the lake. These results "!.re scen ~o be in good agre.emc~ 
eneral Near the soutb shoreline, however, sorne discrepancies m the stream funct•on e. 
~twee~ the isoparametric element prediction and those cbtaine~ by the othertworeprc~ 
ations. The rcsults obtained by the formcr are; beli~ved to be maccuratc beca~s~~.,~~ 

"d k had been u sed and as a conscquence, the- bottom. topograph) o coarse gn wor · • d t 
have been properly teprescnted in that region. This inacc~racy, howev~r, _oes no ~-e' 
affect seriously the surface velocity prediction in _that ~eg¡on, as ,seen m FJg. ;.2. ~~ 
suggests that surface velocity distribution, which Js· rnamly affected by the sur ace t" 1 

rounding conditions, is less influenced by the bottom topography _.than ~~e str~~h u~~ 
No comparison results by other mcthods are avai:ab!e for th1s pro em. ou ' 
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Fig. 12. eomparison of total velocity solutions on Lake Ontario surfacc al ~ection A-A 

correct Coriolis paramete'r was used, no serious attempt was made to choose a physically . 
accurate eddy viscosity'or to account for ice formation or variation of wind stress. Jt is ! 
~nlikely that field measurements of the form necessary for comparison purposes will be 1 
available inJhe foreseeable futuré. Large-scale modeling is a promising alternative source of 
comparison data but no such datá yet exists for this lake and when they are obtained it is to 
be C}lpected that limitations on representation of the pertinent dimensionless ratios (ref. JI) 
will require somewhat different conditions on the comparison analysis than those employed 
herein. 

F. CONCLUDJNG REMARKS 

The results presented in this paper demonstrate that higher-order and isoparametric 
elemcnts represent important components of the most effective utilization of the finite 
element method in Iake circulation analysis. The improved accuracy of the triangle with 
cubic stream-function field is gained without significant increase in formulative cost over 
that involved in the simplest triangle. Additionally, the use of derivatives of the stream 
function as solution parameters is a convenience in the treatment of boundary' conditions 
involving prescribed inflow or outflow rate. It is questionable, however, that still higher
order representations (e.g., based on quintic functions) would be more efficient because for 
these the element formulative cost is no longer imigniticant. Also, the Iarge number and 
type of solution parameters per element may prove awkward. In any case, realistic assess
ments of" optimal" degree of higher-order representation are nceded. 

Isoparametric element representation would appear to be of special importance in the 
finite element analysis of natural lakes, which possess irregular shorelines. The represent
ation of such Jakes can be accomplished wit'. large numbers of straight-sided elements but 
in that case many -'~ments and solution paramcters are employed solely for geometr· 
represcnlation. T~. Jparametric concept cnables each element to serve the functions 0 • 

both geometric and behavior representation. This factor will be of overriding importancc as 

. 1 . ···ilt·1tion ¡·, ni• nckd to tiFv~ d;,.:,·w.i(H\S and morr UH11plcx plwn 
h ti rcuca. rcprod . . . . d 1 

t .e lCO l fl .d ·,nt··r·¡c•ior. lt ~hl'Uid he nc•ted ti.,:l :!lthough thc f(•llr·'idc e t: 
tl·cruJa - U! ~ ' ' • - - · . · · h 

e.g. ·' · · · r:unctric fCj1fe~r:ntation Íl ÍS ::J~O pü~S!blc {O C.!<.l tJ.e ln:lllglc ID t · 
Popular m J~l>pa · ' · · _ . , ; · 

· ¡ , t. ,,f "onti:llal" dcgrec of. shapc functll>n ~~ unLc ag,t.n Jnl) 
Cle·trly t JC ljUCS !00 ' . f . 

.'
1 

'. [12] tcnds tow·Hds thc dcsir,;bility of sccond- or tiHrd·ckgil'C unct10ns. 
Ev1c cnr e · 
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Abstract 

cr:"'"nc mechod of weightcd residuals unifies many np· 
1· ' 
:J proxirnatl' method~ of solution of dlfter~ntial equa-
o. cions th:H are bcing used currcndy. This revi::w 

prcscnts the basic method in ics historical ccncexr and 
snows sorne of che many possibl~ modificaríons chal 
have been used throughout che pase fifty yea.r:>. The re• 
!.ttionship becween che Galerkin method, which is one 
l"(:rsion of che methoJ of wcighred resiJuals, and vó!ria
ci,1n.d methods is ouclined. Also included is an elCtcn
sivc liscing o( published applic:Hior.s of the merhod of 
wcighccd residuals. 

lntroduction 

The method of weighced residuals ) s an cngineer's 
(oJ(ln¡;;--¡--¡-¡).l~ñ/i''a-pproxim_=i_ie_!i_oliÍtiuns ro the' ecjuaríoris 
":" ,:h.,ll¡;e-_ of_ Ji,tr•líuc<:ci:l-systelñs.- Expericnc-e and--iñ
t .:!1<>11 can be: "'"till.;d --¡,)(ó -a reasun.ll:.lc :md sorne· 
1:mc' <¡UJCC accurace (irse gucss, from which iris possi· 
:,:e 10 procccd co successively improvcd approxirna
:~~,,~. The analyttcal form of che approximare solution 
;, ,.J,en more uscful than solucions ;;cnerau·J oy numcr
r.d •ntcgration, and che approxim.ttc soluuon usually 

req<Jircs less compucacion cimt: co gc:n<:racc. fu. 
n:o:_r~,¡ 1s applicable co nonlincat and non-sdf-adjoinc_ 
['_r_l_'_l>!<·rns-one f!!_~~-~ rn-o~attr.1n;-¡;_-;:-1-;;~,_c:•:r~G~---·-- --

J"ht• mcchod uf wcighrcd rt::>•duals (,\IV/1{) !ncludes 
m.Hl/" approximation mcchods chat are b~:ng used cur· 
rendy. It providcs a vancagc point from which it is 
c.t~y ro see che unicy of chesc mcthuds :ts well 3:_; cl1c 
rd.11ionship:s bccwcen thcm. This rcview, af~cr ondin~ 

1n,g appikacion uf the basic mechod co inití~l-va!uc, 

~"undary-value, and eigenvaluc problc•ns, surveys rhc 
:~~~tory of rnajor contr1butions co che .!>UbJeCt anJ dis· 
cusscs sorne of che rnany modif,cacions of che basic 
mc·dwd. Thc revicw concludcs wich a lisc•ng of appli
cltions of wcightcd residual mechoJs co problcms aris· 
1ng in applied mcchanics and relaccJ fields. Four prac· 
t1cal aspeccs o! .\lWR in need of further rcsearch are 
alencificd. 

•Presenc addr~ss: Office of Naval Reaearch, Wa~hingron, 
D. C. 

A. Bos¡c Mcthori 

The bese uvailable rreatrr.<·nlr. of MWR have been 
chose by Crandall [ !), who coincd thc na me mechod of 
weighced residur,Js, 1\ mes Í 2], and Coll atz [ 3l, who 
calls chese rnethods er10r·disrribucion principies. The 
follow•ng outli•le parallejs cheir rreacmencs, in places 
conoascing chem ant! t.'laboraring on chem. 

Given a systcm of ddfere,ltial or incegro-difFerential 
equacions of change and con,tittHivc rclacions. bound
ary condiciotrs representing che jnteracrions bccwe•:n 
che syscem and its s¡;rroundings, and initial condicions 
represeucmg sorne base st;He of. intercst, che general 
approach is ro n"s1.1r:1e a tria! solution whose functional 
dcpendence on p<lsicior: is chosen, but whicl, includes 
undecermined functions of time. The !alter are found by 
requiring that che reía~ solucion s¡HJsfy rhe differencial. 
equacion in sorne specífied approximare sen:c.e. 

lniti:rl Value Problem 

Consider che differenrial equation for (u(Ji, <): 

.:)u 
N(u)- - = () x in V, 1 > O at 

(1) 

r1here N(·) denotes a ger.eral differential <'•pcracor m· 
voiving sparial deriva•ives of u, \1 is a threc-dimcn
sional dornain wich boundary S, and t represcnts time. 
Suppose che miela! and boundary condition s me 

u(x, O)= u 0(x), x iu ~' 

u(x, 1) -_, js(x, !), X on S 

Assume a tr!al solucion of the form 

u"(X, t) =u .,{li, .: ) + " Y' 
-~ 
•~l 

(2) 

(3) 

where che approKima[ing iunctions, u;, ::u: pr~scribe.:i 
anJ sacisfy the bounthliy condüions 

u s -~ Ís• u;= O, X an 5 (4) 

Then u~ satisfies the bcundary conditions f.-,;: uil (ui1C· 

rions c¡(l). h. is nor necessary :h::st t<:e triol !;ol•Jc:on 
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h~· ],nc.or 1n thl· , ,, h11r ~uch ,, cl'nice •~ usually madc 
lor """i""·rty; rw •}''•tcmatJc ··tll.!y of altcrnarivcs ¡,., .. 
bc,·n "'i'orrcd, su f..r .1s thc auc!au-. know. Thc Jiffcr· 
enria! "'l'"'rion residual .mJ init1al rc<;idual, 

e, are constanrs rather chan functions of time; for linear 
problcms chey are determined as solutions to 

ñ-;:; -b. ( 12) 

For nonlinear boundary-value proble-ms ir may be useful .Ju• 
U(u•) '= N(t,•)- --

Jt 
(5) to assume tc1al so!utions of a more general form than 

Equation (3), VIZ.: 

'1 

l<o(u•) = 11 0(X)- lis( X, O)- [ e¡ (O)u,(x, O) ((,) 

•= 1 

are rnc.<sttrcs of the cxrent co which rhe funcrion 11• 

s.1trsfrcs thc diffcrenrial cquation and inicial condi· 
tion,. respecrivcly. As rhc number N o{ approximarrng 
ÍlliiCIJwt~ u, is increased in successive approximarions, 

i.lllt: h••r<·s thc rcsiduals wdl beconu: smaller; che exact 
s .. !u: .cm Js obtained whcn borh rcsiduals are idenrically 
.:cru. As .10 .lpproximarion to rhis ideal, the we1glued 
tntcgr·.d •. of rhe res1duals are ser equal to zero: 

¡ ; 1, 2, ... , N (7) 

whnc 

(w, u) "' J wudV (8) 
Ll 

rcprc~cm,., a sp;¡rial avernge or inner produce and w
1 

is 
a prcsnibcd weighring function. !f u• is the _cxact 
soluri,1n, 1-:qu.Hions (7) ;ue satisficd regardless of rhe 
choice of wcighting .functions. 

Thc werght1ng iunctions can be chosen in severa! 
diffcrent ways, ,.tnd c.<ch choice corresponds ro a dlf· 
fe,cm critcr:on in ~1\V!L Once rhc chorce is made, 

Ec:u.u10n" (7) become a ser of rV first-order ordinary 
drlfnenrral cquati<>ns in che .V unknowns e¡(/). Foc che 
1 in e ;u pro~lcrn 

(lu 
; L(u) (9) 

rll 

wrth approximatin¡; functions 11¡ and lis that do not 
th.:ulsl·lvl·s dcpend on time, Equarions (7) become simply 

:'<', de' N-, ) -·<w·· u·)=)' e¡ (w¡; L(u,)) + 
'--' dt '' ' L 
1- 1 /~ J 

oc, in matrix notarion 

dr 
11 = ñ e+ E. 

e/¡ 
(1 1) 

Thc solucion ro thesc equations is substituted inro 
1-:<{U,Hlon (3) to g1vc che approxrm;¡te solut10n to che 
prc>blem. Succes!;,ve approxi111atwns are ubtained by 
1ncreas1ng .V and solvi11g Equ.1t10n (10) anew. The 
convergence of succc~srve approxirnacions gives a 

clue, but not nr::cessardy a dcfuririvc one, to the rea
sonablcness of rhc approximation. 

Boundary Value and Eigenvalue Prablems 

The method is equally applicable to steady-scace and 
eigcnvalue problems. For steady·statc problems, the 

u•(x); 9(lc;l, u,(x)} (13) 

For rhe linear eigenvalue problem 

L(u) ->.u= O (14) 

che approximate solution is determined by 

N 

¿ '¡ {("'¡; L(u;l) -Á (w¡; :•>} E 

·= J L C¡(A,;- AB¡;); o (15) 

le 1 

and chis ser of equations has a non-trivial solution only · 
i { 

det (A 1 ¡ - AB ¡;) ; O. (16) 

The values of A for which this is rrue are the approxi· 
marions ro rhe first N eigenvalues hA:· 

Weighting Functions 

The choice of the weighting functions, w¡ in· (7), 
corresponds to various criteria in MWR: che historical 
relationship of the criteria is poctrayed in Table l. 

In che col!ocarion m~~hqcl_, due ro Frazer, _)ones, and 
Sk an- (4i:'tl{e -~eighting funccjo~; ~re- che Dir~c_~j~!~ 
functions 

rv¡ = 8(x¡- x); (17) 

TABLEI 
HISTORY OF APPROXIMATE METHODS 

Date lnvestigaror Mcthod 

• - 1915 Galerkin [JO~ Galerkin method 
" 1921 Pohlhausen 18] Integral merhod 

1923 Biezeno and Koch (5] SubJomain method 
1928 Ptcone [9) Method of least squares 
1932 Kravchuk (Ji( Merhod of moments 
1933 Kanrorovich 30) Merhod of reduction to ordi· 

nary differencial equations 
1937 Frazer, G ones, aod 

Skan 1 Collocalion method 
1938 Poricsky 31] Method of reduction to ordi· 

Repman (55) 
nary differencia1 equations_ 

1940 Convergence of Galerkin's 
method 

1941 Bickley [ 12] Colloc.:~tion, Ga1erkin, least 
squares for inicial-value 

Ke1dysh (57] 
problems . 1942 . Convergence of Galerkin's 

Yamada (16] 
method, steady·state 

1947 Method of momenrs 
1949 Faedo t59f Convergence of Galerkin's 
1953 Green 60 mechad, unsteady•stace 

/1956 Crandall [¡j Uoificatioo as mechad of 
weighted residuals 
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r!1.: ,!¡{íerenrial cq.~..ri,,n is chcn satisfied exac!!y_a: che 
-\, ~o~(,,c.ltlc•n po1nl:-.., \1" ~-~ .\' is incr~as'::~•_th_~--~csid_
u-1~ v.-.n ,_,hes ;>C mor_.::_ .1nJ 111ore po1nts and presum.1bly 
:,pproache:> zcra chraughout 1'. · - -

_J.f che weighcing functi'ans are 

x in V¡ 
( J R) 

X noc m V¡ 

chcn che diffcrcncial er¡uation is satisfi.-:d on che aver
~~g~ i_n c;,'lch of che, .V subdomains, V¡; chis i~ che sub
dom.~lf1 __ 11lcthod [5, 6], If che V¡ are disjoinc (which thcy 
nccd not be), eh~ size of one or more subdarr.ains de
creases as N is increascd, with the resulc chat che dif
fcrcntial ct¡uation is satisfied on che average in smaller 
.llld srnaller rcgions, and presumabl>· che residual ap
pro.lchcs zcro cverywherc. le was Riezena's presenta
e !an [7] of che subdomain mcthod at che First Incerna
tlOnal Congrcss of Applied Mechanics which prompted 
Couranc's rcmark r8J chár led Crar.dall to chaase che 
na me, "method af weighted residuals.'' The authars' 
cransl ation af Courant' s remark reads: 

":'1-lr. Caurant (Gó'ccingen) indicated afcerward that 
che method advanccd by Mr. 81czcno can be viewed 
fram che scandpairn of the calculus of variarions in 
che following manner. lf ¡:¡_ diffcrencial cqu¡¡cjon, as 
1t ariscs far example in a variacional problem, muse 
be sacisfied, rhcn we co1n express it so that che Jefe 
siJe of che differential equation, mulciplied with an 
arbitrary funccwn ancl chen incegraccd, muse give us 
che valuc zero (vanishing af che firsc variation). In
stead of takmg an arbicrary funccion, we can also 
cake infinitely rnany d~·cerrnincd íunccions, if chese 
only Íorm .1 sa-c;dlt·d cornplccc functian syscem for 
che rc¡::wn 1n quescior•. The pieccwisc constan! func
ttons advanccd by Mr. Diczeno are indeed ¡use an 
especially simple spccial case of !iuch a complete 
íunccion system." 
Thc least-squ.ucs mechad, which seems ro have been 

iirst presenced for chis type of applicatian by Picone in 
1928 l9l.ru_ses che weighung funccions éJI?(u•)/ac¡. The 
corresponding incerpretatian is th¡¡c che mean square 
re:;idual 

1 = J [/?(u•)]' riV 
,, 

( 19) 

is minimizcd wich respecc toche conscancs el" 

--.· Ín_ch~_Galerkin mcthod [JO], dcvclopcd in 1915 as che 
firsc cricerian of whac is now known as che rnethod of 
we ighted re siduals, • the wc ighr 1ng funcrions _!V¡ are 
just che appr~ximating functtons af u,. Thc <>pproximac
ingfÚn~cions are afeen members of ·a cornplece __ syscem 
oFfunccians, alchaut(h ch1s property, required for_rnathe

·macical purposcs, is samccirnc:, ignored in praccice. 
The· Galc:rktn mechad thcn can be 1rucrpreceJ ~~ __ making 
Í¡;-;;· ~csiJu,oJ orchagonal co rnembcrs af che complete scc. 

•Sc:c ~::U.Iin !'111 for a discuss1on of eh<: contribution by 
[lubaov "' /'JI •., whtle his meciHxl is che samc as che Gulerkin 
metho~l f\ 4 d,n!H, .1nd ochcrh in recent ltussian liccra.ture call 
it thc Bu!'"''v-<.;.dcrk1n mcthod), 1t wa• G . .Jerkin who clcvel
opeJ 1hc m<:thoJ Jndcpc~Jt:nt!y of "ny variational principie. 

.Q._• fun_~l;unc!U.al_prnp_c~~y _(sC>flle_r_in_~cs ~he_ drfinitinn)_of a 
..:o:nplcc!!_~Y:'!_lcrn of function~ __ j_~_ chat _n picce\•·isc con• 
¿,nuous function cnn D:! orthago~al lO cach .1nd ~\'ery 
~ncruber -~~ly if thc functio!l is iJentical!y Zl·ro. Ir\ che 
approxim'l_t.i"oñ schcrnc a-u-tlin~;:( abovc, tl1e residual is 

usuaJly concinuous (depcnding upon tl•c diffcrencial 
opcracor and che choice of approx11nacing func:tians), 
and her.cc the residual can vanish 0nly if ic is ortho
gonal ro cach membcr af a cocuplece syo.tem of fucc
tions. (){ course in praccice the resid~al i~; maJ;! o!IÍ'v• 
gonal to no more ch:w a rnodest, finite nurnber o! r:,e 
mernbers of a complete ser. In che o1iginal Gale:~(in 

mechod, devdopt-d in thc study of el;;scic equilib'rium 
and srabilicy of rods and piares, Gaietkin used tria! 
solutions with unknown conscam caeificicncs. Now 
many similar rechniques are ofcen referred co as che 
Galerkin ar general!zed Galerkin merhod: (i) the one 
given abave in which e,-= c,-(t) for tiJnc-c!ependent }:>rob
lems (12, I]; (ii) onc in which erial solucians are o;t the 

, more genetal form u• =/(X, le;!) with weighting func• 
cians iJj/é)c · (l3l; and (iii) one in which we1ghting func-

1 1 K. tions are of che farm K(u¡), rarhet than u¡, w Jere 15 a 
, speciiied diffcrential operaror ll4, 15]. 

The mechad of mamems is similar ~o che Galerldn 
m~chad _e~_cept _char the _re:;iidu:iL(~-- _m a de_ orchagonal_ e_~ 
rnernber-s of a system oí íuncri_?_!!S ___ which .nee_d_n_~~-b-~_ 
che same-~-s-rhe approx-imaring funccions. 13oth mechods 
are conÍbined u~•der "che- single--n-ame of orrhogonaliza
tion mechods by Collatz (31. Yamada [!6] and ~~av
chuk [¡ 7] applied che mechad of moments ro ordtnaty 
differential equatians by using che weighting funccians 
lx"l regardless of the choice of approximacing func
cians. For che first approximacion, the weigluing fur.c
cion is unity, and the method of momcms in rhis case 
is equivalenc to che subd..>main method and is usually 
called che integral method, or v0n Kármán-Pohlhausen 
mechad [18, 19]. Far che integral n•ethod, reviewed 1n 
decail by Good!llan [20], che differencial equatian i s 
satisfied on che average over che domain af interese. 

Boundary Methads 

In che foregoing ir is presumed that the erial salution 
sacisfies che bóundary condicions but not the differ~n

cial equation. The converse situation can also be 
created: che differential et¡uatian is satisfied buc che 
b:Jundary conditions are noc. Trial solutions of this 
sart lead co bouodary methods, as they are called by 
Collatz (:';]; che procedures are analagous ro those 
above, but wich che spa:ial averag~, Equation (H), re
placed by an aver~ge over the boundary. 

Mixcd Method s 

The Intermediare situacion car. al so be handled: in 
so-calleJ mixed mechads che erial solu<ian s.1ti~fies 

neicher che differ~;:ntial equations nor b·úundary candi
uons. tn Schulcshko's ueatmenc af mixed mechods r21J, 
che diffe;encial-equation residual is made orthogon:d to 
ane set of weighcing funccicns, using (fl) as che i'nner 
product, while che bound;uy residual i~ símulcnneously 
rnade octhogana! co another set of weighring functions, 
using an appropriate surface integral as the inner prod· 
u ce. ]f N --~eigh~i_!lg fl!nctionli_e_re ___ used,_ this_Iea.I..:':__!_? 
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.'\' cnndirions, ycr "' ¡:c·ra·r.d rlllll" N condirions c;~n be 
-•.. dr·.! re·,! by rhc N rndc·¡H·11d.·IH , ,. Fur rhis pro~edure 
t1• \\1)rl-., .o...tHIIl" of eh(.' conlllfltHl!-:. IIHI.St be di~cardcd, as 

v,,¡,.. norrced hy Snydcr, '>prr¡:¡:'• .tnd ~tew.orr 122] in thl·irl 
dr:.,·u-..~ron ol thc Galcrkrn mt·thod. 

!ln rile othcr hand, llo!Nrn l.')l, 1\lrkhlin 1111, and ¡ 
Fi11!.1y:-.on 12•1] havc pointed our rhat for che G.1lcrkrn 
mcrh<~cl tire dilemma can be resolved by adding thc dd
ferentr.ll-e<JIIarion resiclu,tls ro tl11.: houndary re~rduals. 
TIH~ como;natron is maJe rir ~uch a way ·that che dilfer
~niial-t·qu.orJOn residual, whcn rntc¡~rared b}' p<~rts, can
cel.•; rdentrcal tt~ms of rhe bount.l.tr)' rc-;idual. The sir
uation "· ,lftalogous ro che rreatment of natural boundary 
couJicions rn tite culculus ol varJ.ttions, and indeed 
ordy boundary condirion" an:.!ogous to natural boundary 
condicions can be hanJied in rhis way. Such a combrna
ti.,.l of equarion and boun.lary rcsiduals represénrs a 
gc·neraliz;~cion beyond che treatmenr given by Cran-

~ ,!:tll Ll] (page 235), who srares that ,\IWR cannot be ap
pJ:ed. unless the erial solution ~~atislres al! bound;~ry 
e""'! ic ions. llvwevcr, Crand;~ll ll j (p.tge 321) do es com
!.inc the residuals for c•gellV<tlue problcms in which an 
ctgenvalue appcars in horl¡ rlte drffcrenrial cquauon anu 
'"'""dary cond1tions. Thc combrnauon of resiuuals for 
<llore general problcms is irnporranr rn establishing rhe 
r:quivalence betwecn che Galerkrn method and severa] 
so-caJled variational mctlwd~ 125, 241 (sec below). 

B. Refinements on the Basic Method 

Orhcr modifications are possible: Duncan [26] makes 
che approximating funcrions sarisfy derived (or second
ary) boundary condicions which are dererrnined by re
quiring tit.tt rhe drtfercncial ec¡uation be sarisfied on 
tite bount!ary. Derivt·d bound.uy condirions are also 
used 111 bouudary-layer thlory in the von Kármán·Pohl
h.Hlsen merhod; orher comp.uibilicy conditwns-such 
.1s conri.nully of che velociry aud cercarn of irs deriva
¡ i ves :H che edge of che boundary la y er-are employed 
.1s well. lkcencly ir has beeu shown l27, 28] rhat ad
d,twnal compattbility condirion~ are required ro assure 
!;ood resulcs whcn thr: inregr:.d rnerhoJ is applied ro 
magnetohydrodynarnic boundary·layer problems. In 
these cases thc ,¡dJirion:d condiuons are found by dif
ferentiarrng che d:Jfercntral c•¡uation in che direccion 
normal ro che surface; all trJ.I! solucion:; muse thcn 
sacisfy rltis equat 1011 at boch rlre sol id surface and che 
cJge of thr: boumbry !ayer. A variation of_~h_e colloca
tJOn mechod rs grvcn b¡• C:olÍatz 131. who diffe.rent¡ates 
an ordinary Jrffcrential ec1uarwn and applies che collo
cation metltod to the rr:,idual of the resultin¡; cquarion, 
too. 
' Kantorovich and 1\:rylov [291 outline a method for 
two-dimensional problcms in which che residual is re
quired to be zero along a lrnc in che domain (such as 
;x =y). The merhod of reJuctwn ro ordinary differential 
e quacions, as de ve lopcd b)' Karuorov ich [30] and inde
per¡dently by Porirsky 1311, reduces a parcial differen
tial equacion to a sysrem of ordinary ddferential equa
tions. 11ti~ 1s thc proc<=dure described above for initJal
value problems bur ic c.ln be applied equally well ro 
boundary-valuc or eigt:nvalue problems. The sparial 
a verag es ( Equation (tl)) are cake~ o ver all che inde
pendent variables except one, and the approximate so· 

lurion is found hy solving a ser of ordinary drff<'rcnr •. d 
cquations involv1n~ this remaining indepcn<!tiH , .. u,. 
ahle. While chis serni-direct method was origrnally'pr.,. 
poscd in rhe contexr of vaciational princrple~. Kanroro. 
v 1ch [32] in J91¡2 showed Hs cquivalence to thc (,al~r· 
kin merhod. Even earlrer Bickley 1121 had applied thr 
Galerkin merhod ro unsready-stare problems in a mann~r 

equivalent ro che method of reduction ro ordinary dif. 
ferenrial equarions. !n_ general, MWR can be __ u~e<! 10 ~ 
reduce t~e number of indepen9ent_ '\'aria~les in any r~.:.. 
tial __ differenrial equarion. The . .rcsulri~g __ s·y_slem _Q{. 
equations is simpler (ir may be algcbraic or orc:linarv 
diflerential equations oc even· a ser of partiá1 __ 9iflc.~tn··_ 
tia! equacions), but its solution remains only_ an appr01 , 

i mate sol urion ro rhe original probl em. 
In che collocacion merhod a critica! problem is thr 

choice of collocacion points. For ordinary differcntial·
equarions Wrighr [33] has shown that the resid•.l;¡ ¡·~-. 
nunimized if che collocation poinrs are given ·by thr 
roors of che Chebyshcv polynomials. -· -- · · · 

Narurally che method of weighred residuals can be 
combined wirh orher merhods. Collutz [3] prescnr, a 
combinarion of che iterarion method · and MWH. Yan~ 

134, 35, 36luses the approximate solution generarcd b¡· 
rhe uuegral method as che first step in the following 
procedure for rime -depcndent problems: che re su le of thr 
integral method is substiruted inro those terms involv
ing time-derivarives and equation rhereby obtaincd Í5 

sol ved as a steady-state, nonhomogeneous, partía! di f. 
ferenrial equation. An advantageous coupling ol M¡¡·R 
and numerical finite difference methods has been cm· 
ployed by Kaplan [37], Kaplan and Bewick [38]. and 
Kaplan, Marlowe, and Bewick [39] to reduce the com· 
purer time necessary to solve cercain nuclear reacror 
problems; the number of independent variables was re· 
duced from four ro three or two by using MWR, Other 
modificarions and hybrid schemes are possible and will 
undoubtedly be proposed as needs arise. 

Choice of Approximating Functions 

The choice of approximating functions can be crucial 
in applying MWR. How ro arrive ac a good, if nor che 
bese, selection is an outstanding problem. Certainly 
any symmetry properties of che sysrem should be ex· 
ploited but there seems ro be no way available at prcs· 
ent todo chis sysremarically for all problems. In prob· 
lems of convencional types it is usually convenient ro 
have rhe approximaring functions sarisfy the boundary 
conditions, \lnd KanrQro_vich._~~-~.Y!o.vJ_?_9j_~~~~ how 
ro consrruct complece sets of functions which vanish on 
a bourídary--of compl{~ated sfiape·:--·snyder and SceV.:an 
r 40] combine' chis scheme ano 'symmetry arguments co 
find approximating functions for the velociry vector 
f ield in fluid flowing through regulad y packed beds of 
spheres. 

Derived boundary conditions can al so be. u sed to 
place restricrions on the approximating funcrions ad
mirted, and improvement sometimes resulrs [26, 148]. 
Usually, however, severa! sets of approximating func• 
tions are admissible and it is not possible ro choose 
one as the "best." lleywoQ~- and_ Moffatt [41] _e\'~1!-. 
sugges~_~s_ a qualitative cricer_ion _th_at _che _nel:'roxi~n~~ 
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:('·:c .. ::~\:::. ·~::::t:'~':o\·e r._, ~.:tt~:.t;:~~- t..,·.tt íC.l-

·, l.:t• .. :t:" ,•: ::·,_· .:;·;"':t~:\J:~;.Hin¡: [L.~l¡,;(n,-,n.s~ 

·.~l:lld,; .. l:•··L" Sc~e:-;, ¿l"\!Sc~J ior ccnstruccn'"!_g :lrprt"~:o., .. 

:!'.Ir;;:¡: fulat/U:lS CSf'CCt.dJy fl)r eÍ,:~<?n\,due probjC";flS lfl"" 

\.•1\ :1:1: ::, 1:h-ordcr nrJinar;' difÍt'rL'!HJ:-tl cqd;Hions of the 
,\¡i r!,,t( .lfl'i(.' JO thc: th'-•tir;J (l{ COrlV(.'(..(lVf! inst3btiltf 

1 i.', ·1 '· ·1 ll. The apprexJm:lting funcuons are ju~t 
, 1;.; 1·nfllnCtlllns of one or anorher !ower-order, simpler 
1<'! rt·i.Hc•! ('igenva!t:e problr:rq on the same domnin, 

¡>,,J)JHHill.ds .uc popul<H approximaring funcrions; they 
¡1.1;·..: <'n~n bccn usr:d in cyli!!drica! and spheric~d do· 

r. .. 1ins l·i~l wh~re proper r<:.c:ard muse be t¡lken of possi· 
~.Jc :.in¡;u! .• ritic». Falk [!,(d uses llerrni:e polynomi::~ls, 
"hich are ortilogonal on a semi-infmitc domain. Other 

·"'rhM:; l.l'J, ·í7l cmphusizc that numcricnl dlfficulties 

!Í•>I L•r¡:c .'v) can be avoided 111 che Galerkin method -if 

1::c ·'I'J'll!XIITI<lllflt_: functions are orthonormoli:::ed. 
5c1ccr in¡.: .1pprox.1macing functions re:mai ns SQ!nt,:wh¡H_ 

.::-:'~'''lcnt on che uscr's incuition anJ .expcucnce,_ and 
;;;;, is oitcn re¡;ard'ed as a mil¡or disadv.,ntage of M\í'R. 
·, ic.Jr!y, che <¡<Jesrior. of merhoJs !or a:riving at oprima! 
d11HCCS of opproximaring functions. warrants thorough 
·w;c·,llgarion. Le:1ds may CXJbC m thc local solutions 

.t~·J regional expansions used in perru.:b¡¡tion •nerh· 

\'\!~ 1·17a1. 

Comparison of Different Criterio 

Co111p:1risons of di!fcrcnt crítcria a¡; applied ro rhe 
,,¡¡uc probiem cxist only for rc·Lni·,dy simple, Jine:1~, 

¡niri:d·v.1luc problern~ [12, 7), -131 Zll1'~ bour.darv-value 

rr"blcms 1 f., l3, 11. In che Jicermc~re on cigcn\'alue 
rroblC'ms che G.1lcrkin method predominares, although 
dwrc .lrc a few comp:1rtson!> with che col!ocauon a11'd 
:c.Jst·s<¡uares merhods 1 J, 11. The resu!rs of rhese 
.-omparisons may be surrJm:.rized by Crandall's re· 
::urk ll \ (p~ge 375): .' ··r¡,e: variar ioil betweel} res u le~ ob
:.~:ncd by applying Jiffercnr cri[t•rr;l ro th_c same tr1al 

l.•mlly ... rs rnuch lc·;s s¡¡~nlf¡cant rh;m_chc v;¡ria:ions 
rli.1r can rcsu!t irom thc· 1 ho;ce of dlffercnt wai iami· 

l1t'~.'' iiowever, thc:r!: m:1y be a gre:H ddfet ence in the 
~·ork nclc::.sary to obcain thc ;;pproximate solurion whcn 
u'rng ddfc·renr crJreria. Crand:cdl's expcrience cvi
,;<"ltl}' 1s ba<;ed entire!y on !uicar problems. Thc only 
,·.,mp.lfl~on for nonlmcilr prohlems appcars ro be che un· 
.'ublished rhesis by Collii.gs 1·191, as rdere.nc.:d by 
.\me$ 1,2]. Ames come, w thc· conclus10n rhat che 
C.derkin mctho.:l is supc:rior, bur c.wtion!> rhat rh1s 
st.¡nJ is based on limired expcr¡encc ;¡nd m:1y noc ¡,.,¡J 
10 general (2]. · 

F01 linear, ordin.,ry differcmia! cc;u.otiOns Frazer, 
)o11es and Skan [-1] ;ugue t!,,H rhc collncarJOn, !case 
squ,¡res, and Ga!erkin mc:rhods are cqu¡v:dcnr in the 

limir as N----."'· Othcr sundariries ex 1st bec\•.ec·n rhc 
merhods [1]; c.g. wht·JI rltc..:~.[>pll)xÍmaring Íuno::tlull-; a¡e 

~ -.--- --- ·--- - ---
.cho,cn to be rhe ci¡~enfunctions of the l1r.<:ar opera ro;, 
. :.<:. _L(t~J _": ,\ u 1,_ tht'n the lc.1St·sc¡uares .md <_;::¡ krkin 
mcrhod coincide. 

for . ~~lf-ad¡oint (hence ncccss.1r:Jy I11H~ar) eigen· 

\'.l!ue prob!ems, the eigenvuluc!. are real, .tnd Cran
t!aJJ [ !] cmpl.ils.Ízcs that the Ga!crkin metlwJ leaJs w 
$)'mmeuic 111atrices 111 Equation (1))--and hence real· 
\'.1lued approxirnations--wherea~ ~!1e othcr metl>ods ma¡• 

;:"·e complex eigenva!ues as approxim.lt~tm.-. to the 

e .c1.: e :.:: .1! e i ~:t:":l \'.d ue.s. . . ."n~!:'- .L~~~:..:::·~~-! r_':·.~ __ !]~cr!_~~lf __ i_~ 
r;:.ut!c.ul.ul..- un.slftte~.-1 iur l1ncar ei,i;!en\',iluf: ¡rnblem:-. __ t~c.., 
c.111::c tt CPrr.s -d~-e l_i_n·~~~~----·p_f_Q}?]_~_Ói~-~il~t~- __ a Pur~lia:<_:':;_; 
""et:·c--

Tilc;· --~~Gsr-squnres praccdil!C' fc:1· eigcnv~tiut~ prl)blr:rns 

as uudincJ Dy Hccker [ 50.1 Jiffers s::.rlle\\h,lf frnn; th.H 

of Cranda!J [ 1 !; Becker docs not ha ve sud-: a d,fficulry 
in thc fírsc approximation. Who:re:ts Crandaii us::s ::,e 
v.e ighrin¡; bnc tion ()f/éh·

1 
for tia: fir :;e approx;m;;ti<'•;, 

B.~cker uses (JI/<J,\, whéOrc A. 1,; the ~igcr.v:Jluc. C.:¡¡· 

s;Jer che linear eigenvaJuo:: prob!em 

L (u) e 'A u "' O (20) 

v.-ith u=- (l on the bncmdary. for thc fir::.t ;.pproxim<~cicn 
with a rrial sollltion u""' c,u., the resiflual is 

(21) 

The mean square error is then 

1~ e: J[L(u,)+Au,)la'V 
V 

Crandal! apparently would determ!ne )., fro!r. 

ai/dc, ~o= 2c, r U.(u,) +A IJ,f dV 
~v • 

(23) 

which i~ a quadratit: m ).. and may lead ro comptex 

vaiues of ,\. B.:ck~r. o.1 che otho::r hand wouJd derer· 
mi11e \ from 

ol/ut.. =O= 1c~ J [L(¡,,) +).. u,]u,dV (24) 

" 
which is linear in ,\ and gives real values as Ion¿: as 

che ec¡uation and u, are real. Bc:cb::r's procedure ilp· 
pcars ro be simp!er for the ficsr approximatiun. 

Fot higher approximations borh proccdures lcad lO 

non!i.1ear cquations for chis linear problem. Crandall 

would use as wetghcing functions al/r)c,. l = l, 2, ... ' 
N, and Becker would use éJI/di., dl/éJc¡, ¡ = 2, 3, ... , 
N. The latter is thus using the eigen val u e ..\ as oue of 
che paramcrers and is also exp!oitlllg che fact ~¡,at thc: 
r:¡ean squarc error can be minirnizcd as a funccion of 

l u,>= e ¡/c,l, rarhcr than lc¡l sine e 

/(e, e,, ... , eN,,\)= e; /(l, 0. 2 , 

]'!r. inicia l~valu~ _p;Qbkms, __ th~ _ _le ,,.;;•--sguare s :ncthod 
must be applied careflllly anJ ha:; cc~rain d~sadvan

tól¡;es. The method is appiicrtbk if che time de¡ocm!· 

ence oi th~: approximate so!ution is specif:cd-in o•her. 
\YOíds_, serni-dirt;:t:t_ .. methods cannor be •1sed 111 <he 
m.::rhod of lcas~ __ s<¡unr"~"· ConsHJcr thc pro!Jiem Ju/c'r: 
L(u) and :2ssume a erial sol<ltion o! r~1e !nrm u•"' Us + 
:S a¡u;(x, t). Then rhe functional :, :-epn:~;eming rhe 

mcau sqLJare residual, can be minirni:t.r.d; 

[T .[ [ ~: _ L(u)r d\1 dt. (26) 

f Of coursc che so!ution depends on l.he valuc t•f L lf 
tlre upper limic of inccgration is infir,ire, rhc :>oit!ctoil 

m>'~y no !onger have this ar;¡biguity. 111Í!i w·;:.s the ap .. 
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• !''·'·'''' takcn by Ji., k ley 1121 in l11s lc ... st·squares c'al· 
Clll•tHHl~ l<>r timc·J..:¡>endcnt probicrns. 

Dittnt .. nc'>, howevcr, rhe umc dcpcndcnce of che so· 
iut~<•n :~ ,J.fficulc to guc:;s .•nd che tn.ll solution must 
.n,·o!vc undctcrrnincd funcuons of time, u• = u5 ¡. 

N 

\' L._. c,(t)u,(x). The mean square residual is 

f r(lu l' 
1= -;---L(u)J· dV 

v l c)l 

(27) 

~~aw, ho.,.evcr, 1 depends on time and involves time 
derJ\·ncivcs. Con~equcntly ic cannot in general be made 
n r~ :r. ;m u m for all ti me by, any :>et of functi ons e 1 ( t); 
rl,:, ·o;a~ s!'lc?.n by Citron [51] and Finlayson and 
,.;;:::-:e;, [~51. Co:lsec:.Je::tl·:, if a se-:-.:<::ect r.:eócx! 1s 
~ __ . . ~o s:>:e ~:::s. ::.-;e cf ;:-:-:~:e::. ~~e Le:-:: :eas: 
~:-:.:e~ ;s a :-.;5.:-.c~:er :.ec.:::::Jst ~::e ::-.ea:1 s~...:are ;es~C

~.:.~ 'S nC'I: tr.:Jil,S r.j:nir.Jized. 
T:1c Je;¡:>t·sc;u:,re~ metbod is discusscd at length in a 

nw::ogr::.p!1 b)· Bec:,er ! 501. Li sting crireria which he 
lfl.ilrHalns a goo.:l v;~riational 1ncthod must sacisfy, he 
cnncludes rhnc che lca~r-,.,qu.ucs methoJ is the bese 
¡~r:ncral critcr10n of :-.IWIC llccker'5 list includes che 
¡,;!Jo,nng pC>!11ts: (il_crrors shuuirl be min:rnu:ed in sorne 
sc::-~se; (:i¡ che functiono.~l :>hould Le positivc defin1te; 
(:1i) che ;..ro~·cdurl' shuulJ be cap.-:.l>le of treacing inJt¡aJ· 
v .. due prnhlcrns, as wcll a~ others. Thc,;e seem somc
who~t ~la11tcd cow:lrd thc !<.:·,;t-squ,ucs method; indeed, 
l'em·; (1) .mJ (i1) cannot be rcalizcd for al! problcrns 
cxccpt in rhe lcast-sc.¡uarcs mctlwd. Yet no onc h~s 
shovm tl:.iC a solution ¡s neccs~arily bese bccause its 
mc;¡n square residual i~ ~mallcst; such a definition or 
proof "1i! cerca:.,Jy Jcpend un che pMtJcular applica
r wn. In addition, che le:tst-:>quares mnhoJ can be uscd 
t:) cre.•r •niri.1i-valuc problcm" in only a lirnited V:,ay, as 
o,lwwn a[,,>VL', Furthcr•llorL', an important point should 
he ,,ddcJ r,, che list oi <!es1derat.1-rhe rnechoJ should 
be ~11n;>lc ro ·•pply. A:> already shown, chis cricerion 
IIJ:meJio~tc!y eliminates rhe !ca:>t-squ ... res mechod for 
ii<~ear CIL',cnvaluc· prvblc·rns bec.1usc it turns a ltncar 
JH•.>blcm :nto a more J¡{l¡cult nonlincar one. Becker 
rcalized th"t his conclu:>ion rn.<y nM always be valid 
i 'iOj (page Gl ): "\t'hik thc least·squ.ucs rnechod seems 
co be che rnosc suitable general <•pproach, in spccific 
applications (•n which :>ome spccific criteria rnay be 
added to our 'gener:d' )¡se) oth<'r mcrhods may be pref
erable." Becker illustrates che advancages of rhe 
merhod of lcasc-squares by solv1ng a ser of nonlinear, 
time-dcpcnclenc p.trtial ·c.liffercntial equauons wh1C'h 

modcl che fud deplction in a nuclear reactor; he finds 
resu!ts tbat compare wcll with che more lcngthy numeri
cal sol ut10n~. 

In this discussion of the various criceri;o of MWR, che ' 
Galerkin mcthod has been distinguished from che 
method of rnoments by mcans oí che weightmg funcrions 
used in che rwo. In the Galerkin method, the weighcing 
funccions mu:>t be che same ser of funccions which are 
used for che erial solurion, whereas in che mechod of 
moments thc weighring funccions can be sorne ocher ser 
of funccions. ·n1is discinction is noc always made [52] 
and is probably unimportanc in praccice, alchough che 

rwo mc-chods havc diffcrenc histories and may havc d.C· 
ferenc convergence propertics. There are inconsJstcn
cies of cerminology in che litcrature; for example, 
Kawaguic l53J used che merhod of moments rathcr ch,1n 
che Galerkin merhod as he claimed, for che wcightinr. 
functions diffcr from che approximacing functions m lm 
work. Another example of confusing nomenclaturc is 
che name rnethod of integral relacions, which refers to a 
generalization of the subdomain method; ic is ade· 
quately reviewed by Belocserkovskii and Chushkin [541. 

C. Convergence Theorems 

Golerkin Method 

.\fter inc:oduccion of che Galerkin rnethod m 191~ 
sc~e t"'l.·e::t::-f~r.e :w·e3:s e!J.:;se:! !:Je:·.::e ::-e Cl)nve:~e:"lce 
oi ~--e ;-:.e::-.o: -:·as s:--..::!:e.:. E-;-e:t t.J~:: -:-. .:.::~ :e~.1:ns 

to be ¿ene; o:-~1:. a ie-..· c:-.eo:er.ls ha"e 6ee:1 ¡:o:o·.ed, anJ 
these penain exclusively ro linear problems. Rcp• 
man [55] was che firsc co prove convergence of solu
rions obtained by the Galerkin merhod though only for 11 

certain Fredholm-cype integral equarion. Petrov [SGI 
then studied che convergence of che Galerkin method for 
eigenvalue problems of fourth-order ordinary differenci~l 
equations-in particular, the Orr·Sommerfeld cquation 
of hydrodynamic stability theory. Keldysh [57] created 
g,eneral ordimuy differential equations and also second· 
order ellipcic parcial differencial equations. Mikhlin [111 
lacer simplified Keldysh's proofs. The equatJOns are ol 
che form 

m 

L(u) =- L 
i, ;~ 1 

a ( au) -A··-+ 
ax¡ 11 ax¡ 

m a 
'\' 8¡ _u_+ Cu = f (28) 
LA éJx· 
ia 1 l 

Both Keldysh and Mikhlin prove chac che firsc deriva· 
tives of the Galerkin approximace solution converge 10 

che mean co che firsc derivatives of che exact solucion. 
When~ver _che Rayl~igh-:,Ri~~nd Galerkm methods 

coincide (see below), the convergence proofs for the 
Rayleigh·Ritz method imply .. co(;vergence of che Galeckln 
mechod, too. Thus the Galerfin-convergenc{· proofs 

'given by Kantorovich and K.rylov [29] apply only to 
specific problems wich a minimum or maximum princi
pie, whereas che convergcnce proofs mentioned here are 
applicable ro problems whether or not chcy have a cor· 
rcsponding variational principie. It has becn. c;laimc~ 
1401 thac completeness of che set of approximacing func
tions is sufficÍenc co.;~su~e co·n~~_!gence, buc che pr~~fs 
given by Mikhlin an·d ochers show clearly char chis is
'~ot enough._ · · ... -- -- ·---·-

Recencly coiJVergence proofs ha ve beco me available 
for certain eigenvalue problems associaced wich hydro· 
dynamic scability invescigacions [58, 15]. 

Results applicable to unsceady-state problems are 
less excensive. Faedo [59] applied che Galerkin 
method to a hyperbolic differenci al equation and in
spired che importanc work of Green [60], who proved the 
uniform convergence of che Galerkin mechad when ap-
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D. Comporison lo Other M~:thoJs 

,¡,, ( ' ¡· . 
-:---¡;x,l¡u= (x,l) 
d! 

(29) Scporation uf Variobles 

;!:<" ¡,.,¡,.,Lin mc-:hod h,ts beco uscrl co prove che cxist
,.", ,. 0 ( w..:.d¡ :;olurions to (i) che Navicr-Scokes C<.JUa
;¡,,1" w11l1 umc dcpcndcncc Í61). and (ii) equacio:1s 

1 c¡•r 1·s<·nt 1 n¡; che ur. !..te ::~dy -scacc traosporc equat ion vi th 
•1 ~n~1wn vclocHy fll."ld l(l:?J: 

\' . ( - ) "' rl dti • 
- A ----- + "\' B . 1 1} -, t._. 1 d., ax 1 1 1 ¡. 1 ~-' 

/, ;· 1 

dll 
--+ 
dX¡ 

a u 
Cu -at F(x, t) (30) 

He• ent ly thc Galerkin mt::t!JOd has be en applied co che 
¡_,,·J,>r pr .. blcm with time-depeodenc discurbances [63], 

•11 •• ! ,, mcriwd has been developl!d to generare improv· 
.• :.It-, point\\ISc upper and lowcr bounds-and hence 
crr.•r bOL.:.li!..-ÍOI che soluc;on co Equation (30) [1 29aJ. 

C.Jr.verglncc proofs :~re rarcly avadable for che orher 
.:r•'dJ.t ,-.( ~1\í'R. The nccrlblc ~xccption is the J::;¡sc
··•¡u.trl·~ mcthod, which ts wcll·creatcd (for boundary
rr•>!oil'lll!>) 11' che notable cexc by Mikhlin [11]. _Mikhlin 
¡•roH'L'~ condi:ions wh1ch insure chac che mcthod af lcast 
~qu.lfC ..... g!vcs a ~equcnce of approxirPate so1utJons 

\\hiel, L·(lnv.:.:rg~ in thc mean ro the exact súllltion . ..[_ur .. 

rhcrmorc, the rne:ln-squarc·crror of che approximace so
¡;lli<lll c.on be deccrrniued. !le :liso p~ints out thac rhe 
:c.l'l·,;qt!.I!L'S mct!10d converges rnorc slowJy rh.m che 
H J[/. 111<'1 !1dd (whcn c!1e J auc·r e on be appl ied) but m;1y 
.~1\'l' u1"torrn convcrgencc racher than convcrge;¡cc in 
;!,, mL·,Jn. Some resulcs for rlH:: coliocation mechad are 
¡:11C11 bv 1\adner [Gtl]. while che method of momencs is 
rrc.1tcJ by Kravchuk l65l. 

Non! IIH~or Problcms 

Vc:ry l1rtlc is known abour rhe convergcnce of MWR 
lor non 1 :o ear problems w 'thour a corrcspond ing varia· 
t1on.d pr1nci?lc. Krasno,c!'ski [66] prcsen1s theo· 
rcms-mosrlr without pruols-for rbc Gale1k111 merhod 
arpl1cd ro nonJincar integral equ01tions. GlansJorff [67] 
mcntions ,1 lorthcoming proof ul the convcrgcnce of rhc 
local pot<·nci;d mechod, which is idcnrical in applica
tJOn co thc Galcrkm method; he tre;-Jts chr su::ady·statr: 
hear conducllon equat iun w11ll rempcr.Hurc-Jcpcndent 
rhcrm.d conducrivHy. ()( coursc, ,,s Ames 1, 21 h:1s 
po1ntc:d out, convergcncc j-.roof~ nre 110: :is u~c-ful ;::; er

ror buund~. Evcn a computer Jocs nor makc;- it possible 
to c.J!cul.1tC inf1nicely rnany ccrms anJ when c~uncati;-1g 

thc O>L'flr:-; onc always wonders ho•v good che n:sulting 
approxilll.IIC solucion 1s. Comp:>.nson oi succc:ssive ap· 
proxim.1riuns is an aiJ in such a case, b>1t cvcn ;u¡ ap· 
pruXI!llilll' ,oiutwn thac secms to he converr1ng n,;,y nor 
:_¡l. lunv<·f?lng to che ex;-,cc solutio!l. The avail:lble 
convergl'nce theorems and error bounds are so scarcc 
that cn¡:•nl-er and applied s.cicntist rnusc usually cxrrap· 
olatc lrum prcviously tcsred rcsulcs for otht:r problc.·ms 
to ncw :,.ru.ltions wl>cn applyiag appro:.-imo.te methods. 

The Gal~rkin ffi'~ihod is rdaced to « widr: variCC'J of 
orher. approximarc merhods as wcll as to :o.c)mc exnct 
mechods of analysis. In particular, it can Le slmwn 
[ 29, 22, 24] ri1at_ if ,._f~e;_L~-<:_-~;- y1elcls l:;;- rLe- :11c-t!~Z>J -;~
separiJ-lÍQ.n __ <?,f vari:~bles ar.d i( thc. Galerbi1 !':11_:-¡-¡-,¡;-J· is-
applicd_ in a~crr~i,{ _·.;:;Jy_"' ,-tliei-I- -~h<" -t<viJ -,.aTut-iói·i ;.;-¿· 
rhe ;;;ame. providd lhc c;a!c.-kin. ;ne.dJo~l-~-s- ¿¿rieJ 
·thw~gl~-to cornplw~~~-- Of~~-•1rse irÍ nUPJérí6,r-¿_-¡;¡¿,,\~;>
\ioñ-s, ai'rer obraining an f'xact solucion in the fonr¡ ::í 
an infinite series, one c"lculates only ;:¡ {j,,ice ntomber 
of rerms as a matter of practica) nec:essity. 

Vcriationol Mcthods 

· There is al so a close relntionship berwe::;-; che 
Galerkin mechad aocl the Ritz or Rayleigh-Rio:t mclhoJ 
when the lattcr can be appl ied [ 14, 69, 70, 1, 21, 3, 29, 
71, 721. In particular, if the same erial funcrions :~re 
used, rhe tesulring calcularions are idencical. Concrary 
to a currcntly prevalent opinicn, chi's equivalence scill 
persisrs when the cci'al -fur:cr ions do _nN __ sausf); the 
uatural boundary condi.ri0ns (V, 11, 25, 24], which cl!ey 
need not do in rhe Rayleigh-H.itz method. The bour:dary 
~~;:iduaf' Is ·eiiher addd or s.ubtracced ro ti: e dif(erential 
equation resiJ1Ja!, and che ca!cularions dfe again equiv· 
alent co the Hit~ or Rayleigh-Rirz method, The choice
oí aJding or subtraccing is dicra~:ed eicher by JOathem:or
ical convenience-part of the differenti:Jl-equation 
residual can be integrated b~r pares ro cancr:J p<.!!~ of the 
boundary residual--or by che physics---:hc: Jiiferemial 
equation and boundary conditions both come from ma-:ra· 
scopic halances taken over the volume and smface, 
reo;pecrivf'ly; these macroscopic b:d.:nces can be com· 
bincd in only one way, and che rcsiduals are combincd 
in exncrly che same way. A vcry imporcant diffcrcnce 
betwt'en the Rayleigh-Rit:¿ mcchod and the Galerkin 
mcthod is thar in che former sorne funccional--possibl;
representing an eigen•;alue-is being m1nlmized or 
max1m1Zcd. Conscquently che approxirnace valucs of 
the function;:¡J represenr either uppcr or lo"ter bounds. 
Jo che Galerkin me:hod chis information is mis:;ing; 
exactly the same values would be obraincd, l:.ut ont' 
would not know tliac these werc upper o~ lowcr bounds. 
llowever, when che variacional integr:~l is of no signifi
cance, rhe Galerkin me¡hoJ, because of its generaliry, 
may be p1eterred. Thr:: variarional aod G:~l~:rl:in mech· 
ods are compared schernacica!Jy in Figure 1. 

.'>!gst v"r iational principies are· mer_~ly_ ~-~a~iunary 
p;inc!plt!S, racher than _il;Hlilnllm N- ;;~Xi~UITI principies. 

,.The npproxjmating functions in rhe ~~-~~tk~;_l___!nethc.:d my_~~ 
be·· che ::i¡;~ñ(~-;;ctions íouñJ by the ~epa.-"';"" vf v:1:iahles 
and the Gaierkin medroJ-ñlús-c be e.pplied ;u c!,e ;~:irial r.ondi
tlons ::¡s wcll '"' ro t!1e diffc1pntial equ;ltiqn, Such a ~eo'-llt 
inéan:.-- !:ÚnJply -du~t- i( t-1~-exact sohnion is conto.JncJ 1n rl1e 

tri . .I fnncrion, che Gnlc:kíñ-mechod will fif!d i'c~ · 
tThough cherc is baiilcallv i.Juc n sin¡;lt mcth~·d, ic is cor¡·" 

Vf.olient-- tO -fo]Jow lne .CUStO;l (~car~c fy- universal) o( d !still• 
¡;ui~-hing bctween the -.. ¡;_--;.·ylei¡;h-Hitz m-echOJ;-,- when it ;~ np
p!icd co minimum -¿-r-~ñ:ú:imum princ"lpJes -·tft,d- tL1 --' 1 Ritz. 
method'' ~,11,.·;, i"t is---ápp!ieC:l to merely stuti-olíu'ry principies~-
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In such cases, the Rirz method i:; again equivalent ro 
the (;,t!c:1kin merhod. The ca!cubtions are identical; 
t:1e rc:-.•dts are idencical; but in che variational method 
one ;.;IJOW, that the vari01tional Integral is being made 
~t.ltion .. :y, 1.e., 1nsen~1tive ro cl ... n¡.:es in che tria! so~ 
!Htruíl. l1 rhe vari~lu>n.t! Ui{L'J~ral h•,s physJcal signdi
c.uJ~e ·""f is che qu.uHity of intere:,t, titen che va11a· 
r i<>n.d •nt·thoJs ha ve .111 adv.lllt.l¡.:c ovcr che Galerkin 
lllctl~<•d evcn though thc ,¡n:,w(·ro; .. re the same. 

Adjoont Voriationol Method$ 

V ... ' ,lt .on.d princ ip~c;s ex i :-.t for 1 inear problems only 
, f r'" y are sc:lf-adjoint. For non-self-adjoint linear 
pro~'•lc'""· v •• riational princq>les c.111 be formulated for 
t!w ''''t;'nal cquations :111d their ad¡oints, ;md again 
\11\'H '" rclarcd to thc corre::;pondin¡:; variational rneth· 
od-.. Thc imperus for u,in¡.: the adjoinc uperator in vari· 
utwn . .! formulations st·t'lll~ to ,¡en• from Morse and 
h:sldJ,lch I73J. _who gave .1 variat10nal principie for rhe 
unstc:udy-srate he •• c con.lunion c:qu.Jrion; Roussopou!os 
\7•1; aiso gavc a vari.Jrion,d ¡>~IIICiplc for any linear 
non·sc lf-ad¡oinr problcno. Schmit l7'il anJ \Vashizu (76] 
h.•vc ,t¡>pl1ed such a pr~rll.:iple to thc unsteady·state 
hc;:¡t c.,nducrion equ:ltion, whde Sclcngut [77, 78] de· 
veluped thc idea for nuclear rcnnor problems. Many 
otht·r cxamples exist, such as those of Nichols and 
lhnkuff [791 for convect1ve diffus1on of heat, Finlay· 
,.,un [ 241 for convectivc diffuswn of a multicomponenc 
rn•Hure of chemical spccics; Lewins (80], Slactery [811. 
Flun•crfclc nnd Slattery !H2J for excenswns to nonlinear 
pruuicms; and many authors !83-94, 38] for nuclear re· 
.1ctor and associaced problerns. In applications co 
lincM non-self-adjoinc problems, che method of weighted 

rcsiduals yields the same resulrs as any of rhcse varia
rional principies ns long as the wcighring functions fnr 
che original equations are raken ::J'i thc: approximac 1nR 
functions for thc adjoint, and vice versa [75, 2:1]. Thc 
qucst ion then ar 1 ses as ro whether th 1 s variational 
method, which can be regarJed as an applicarion of onc 
form of MWH, is prefernblc to Galcrkin's rnethod, wh 1ch 1 
does not rcquire che complication ol an auxiliary ad., 
¡oim systern. There is sorne evidence thnt the adjoint 1 
variational principie leads co slighcly better results[95-
97J. anJ Clark and llansen [98] imply that rhe use of 
ndjoint weighting funccions might speed convergence. 
Kaplan and 1:3ewick [ 381 claim thnr che variarional 
method is che bese strategy in thar it gi ves better an· 
swers more often. However, they go on to say: 

"Of course, practica! considerations may intro
duce yet another meaning of the work "best"; 
nnmely, "most economical." In chis sen se we 
find rhat the Galerkin method (which uses the tria! 
functions also as weighttng functions) is, in mosr 
instances, preferable to che variar ional method, 
since it gives results which are almosc as good bur 
does not require separate calculations of the 
weighting functions." 

In ~_s~_e_E_E~, ~hc; __ ~9joir_g_ ~!l_ri_a~iQnal _metho~:Ltra~~U_I!_· 
qea_s_~~ complexlty for posstbly bettcr results: there 
srill is -;;~ clcac~cut answer to the question of whether 
the Galerkin merhod or the adjoint·variational method 
is best. 

For certain inicial-value problems there may be no 
difference between che variational method and Galerkin's 
merhod if che semi·direct approach is used in both. 
Whenever the corresponding steady-srate problem is 
self-adjoint, it is reasonable to expand rhe unsteady· 
state solution and ics adjoint in cerms of the same func
tions of posicion wich unknown functions of time· as co· 
e fficients: 

N 

u= Us + L c¡(t)u¡(X) 

Íc 1 

N 

·u• = Us + L c¡(t)u¡(X) 

Íc 1 

(31) 

(32) 

Because the approximacing functions are the same for 
both u and u•, the weighting functions in che adjoint 
rnethod are the sarne as those in the Galerkin method. 
Consequently, the solucions are identical, whether 
der i ved by che adjoint mechod or che more d icect Galerkin 
rnethod. 

The adjoint system is also useful for eigenvalue 
problems. Roberts [99] presents the general rheory, and 
examples can be found in che works of Chandrasekhar 
[431 and DiPrima [100] as well as ochers. While incro· 
duction of the adjoinc system does increase the com· 
plexicy of che problem-particularly che boundary con· 
dicions-some advancage is gained over the scraight· 
forwnrd applicacion of MWR because the eigenvalue is 
rnade scationary, and hence insensitive to changes in 
the erial function. This advancage does not usually ap· 
ply to boundary and inicial-value problems since the 
variational integral is seldom of interese in those cases. 
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Mcrhod of Lcast 5qu"· "s 

~f¡}.;}J!Ín ( 1 1] poitHS OUt rhat for boU&Idary-vaJue pob· 
lcm~ che lcasc-squares rncchod for 

Lu = f in l' 

fJ ¡u = O on S 

03) 

(34) 

1s cc.¡uivaleur co applying the calculus of variacions w 
che cqua.cion 

L •(Lu -/)"' O (35) 

Considcr che following minimurn principie: minimizc thc 
lunccional 

Ju-~ -ti dv + jea ;u)J dS (36) 

V S 

among all functions u having che .::ppropriace cor.cinuicy 
Jnd Jiflcrcnciabilicy requirements. Thc natural bound
Jf}' conditions corresponding 10 chis v.::riationa! princi
pie are ol che form [50] 

N;(L:t-/)=0 (37) 

where N, are clifferencial cperarors. The Euler equacion 
is jusc equarion (35) all<l che cquivalencc wich equa
tion (33) reses wich che premise that che equarion 

l. •u = O 

l3;u = O 

(38) 

(39) 

has only che trivial solution. Note chac che natural 
boundnry conditions (37) are ~imibr ro r!te compacibilicy 
condirions mcntioncd abovc In conneccion wich che irue
p.d mechod for magnccohydrodynamic boundary-laycr 
problems. 

Mcthod of the Local Potential 

' A procedurc ba•;ed on rhe so·callecl local poccntial of 
l'r1go¡.:inc amJ Gl..nsdorfí [101-Jí)l¡l has becn proposed 
·'" a vartation.ll rnerhod for dcrcrmining approximarc so· 
lucions ro boundMy-value [ 105-10iJ]. cigcnvalue [109), 
,,nd more rcccnc:y initial-va!iJe prohlcm~ f1 081. Rosen 
!110-113] used che ~ame rypc of contpuraCJOnal sche:nte 

.e.ulier. Thc acrua1 applications oí thc;,e mcthods have 
bcen shown to be equivalent 10 tite Galerkin method 
[114, 24]. ,\k>rcover, JC has been demonstrated rhar che 
vartacional mtc¡;ral is noc stacionary in rhe local poten

cial mechod and th;¡c no mlllimum principie exisrs in ap
plicarions [114, 2-1}. Con::.C'quencly, the advanragcs 
usually assoct.Hcd with variarion:d prwciplcs are miss
in¡:; from che local potentJai meclwd, which can be re
g .. rded as a disguised applicauon of rhc Galerkin 
mcchod. See Rcf. 129b for a more detailed enrique. 

Lagrangion Thcrrnodyncrnics 

The so-callcd variarional mechods dtJe ro Bioc [1!5-
llll and ochcrs !122-128, 51] are ¡_¡fso equJvalellt to rhe 
Galcrl..:in rnethod [25, 24]. In chc,e Lagrangtan thermo
dynamic rncchods dwre is no vnrwtion.d integral which 
is' being m,,de st.ttionary (25, 79]; rheir solc signiri· 
.:Jnce appear" co be as means for generating a computa· 

ttí>nal schemc. 'll1at scherne is, howevcr, idenl!c;tl co 
thc Gaierkin method, witich is more srr.1i¡:hrfon•;,u¡l and 
nppl icabil! to :• lnoader range of siruacions. There is 
no rcason that the Galcrkin method should IIOC be prc• 
f caed, so far as che aurhors know. Se e P.e f. 1 :.!9b iur a 
more deraikd critique. 

E. Applicotions 

Thc gt:ncn~i fcatnres of ~.IW!t in irs numc·fOLIS ve~· 

sinos ai!d varic1us rclincmcncs lt~v..: occn p:c;.entcd, and 
!ts Jci:ltions!tips co ccrtain other ;.pproxÍUHitHl:l methoHs 
have becn skcrched. Which of aJI tliPsc mechods are 
superior, ailu O\'t'r just what r~nges oi circtJmstances 
che supcrior.ity exisrs, are macters rhuc ~an Le scrilcd 
finally only on thc basis of rcpresent:Hivc applicarions. 
More syscemacic comparattve scuJies and evaluations 
are necded rhan h:~ve been reported ro date. Uncil che;• 
are forthcoming che invcstigaror of a new problem can 
expect lictle more hclp chan he can get ouc of seeing 
how orhers have handled more oc less similar prob!cms. 
References !30-187 have been selccted as much to il
lustrace picfalls, shortcomings, and bilures as to cite 

thc atrracrive fearures and successcs oí differenr vcr

sions of MWR. 1he preponder¡¡nce of recenc papers ac
curarely ref!F.:ccs che upsurge of applicarions of these 
merhod:> in one field afcer anurher; the emphasis on 
problems .of flow and transport is condirioned by inc,;.r-
ests oí the authors. TI1e popularity of che integral. 
mcthods whici1 originated in boundary-·luyer studies llB,' 
20, 34-36, U6-153, 160·~163, 166-169] can be dis
counred in part as a cradition perpecuaccd by formal in
scrucnon beginning wirh elementary cexcs in fluid m~
chanics and heat transfer. 

l3cyond auy ~u1dnr.ce he can get from pasr experience 
the prob]em-solver cat; !ook for reassurances ir. cum
parisons of differenc forms of tria! solutions and of suc

cessi ve approximacions in any one íorrn: che :~ppcar• 
anc.::s of convergcnce with more nurnerout. adjuscable 
paramccers and of insensitivity to form of approximacing 
functions do lend confidence to rcsulcs. So do c!o:;e 
marches wich established informacion on special cases 
and limiting cases. Iris also truc thac MWH, ltke v:~ri

acionnl mechods, may yield betcer estimares of propcc
ties of che solution at large, such as an irHcgHtl or 
cigenvalue, than oé the solurion itself. The rnatrt ad· 

vantage and disadvanrage of MWR are concained in che 
same feacu;e, namely, rhac the rcsu!ts depend on more 
or les:; arbitrary decisions by rhe user. lnwceion, ex·. 
perience, any available infocmation al! can be rapid!y 
exploiced but che reliabilicy of che results is frequt•ncly 
'ha~y. Hopeful!y this review slteds Jighr on the basic 

tssucs and wil! be usefu! en those interesced in app!y
tng weiglaed residual methods and relaced rechnigucs. 

F. ~reos for Furthcr Reseorch 

Of che unso!ved problems concerning MWH che follow
ing are mcst important in che opinion of che aurho1,;: 

(1) Choice of cciterion in MWR. Sysrematic compara .. 
tive studics using represencarive (nonliaear) pr.:b!crns 
are ueeded. The leasr·squares ptocedure for nonltnear 
proi:Jlems panicu!arlr warrants actention. The Ga!l!rkiu 
metltod and adjoint variacional mechad for linear prob

lems need ro be compared. 
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ENVI!W:-\~!Ei\TAL PHOP.l.DIS J\SSOCJ-\TED \\'T.TH FLUID f.LOW -------· 
R. H. G:1llaghc1· nnu 11. L. r.!?~~_g_ 

r. INTRODUCTTON 

Thc tapie of computútion:~l fluid mechanics docs not havc ::! 

long history. By the 1930's thcre ~ere only a limitcd numbcr uf 

papcrs on this topic, a condition thRt was duc not only to thc 

absencc of high spced computa.tional fac~lities but also to dif

ficultics in dealing with thc-inherent nonline~rity of.most 

problems of intercst. Thus, computational fluid mechanics has 

dc~elop~d in tandem with thc finite element ~ethod. Very many 

applications of thc latter to flow problems have been recorded, · 

as described in Rcferences 1-4. As these references demonstrate, 

a detailed review of the complete field would require a complete 

text. We therefore limit our attention, in these lecturc notes, 

to the application of the finite element method to ecvironmental 

problcms associated with fluid flow. 
' 

A large number of conditions can b~ grouped under the 

heading of "environmental problems". In the present case we 

refer principally to the transport of heat or the concentration 

.bf a substance through a body of water. The processes of con

vection and diffusion participate in the transport process. . . 

Vclocities appear in the convective terms and, although the most 

vigorous trcatment of the problem will involvc coupling of 
1 

velocity and tcmpcrature (or concentration) equatio~s, practical 

considcrntions rnay require indepcndent solutions for the two 

fields. We thcrcforc include in o~r ~~view a discussion of solu

tions for flow velocitie~ Rlone for lake and .stream situ~tions. 



A study of the literaturc of topic under review discloscs 

that tilthough thc prohlcms are basically three-dimensional, no 

numcrical solutions of this scalc havc yct been attemptcd. 

Simpl ifying nssll!nptions are customarily made ahout' onc of the 

dimcns ions .and the prob 1 cm i s rcdúced to one of anal ys i s in the 

plane. Indeed,, somc invest igat ions. make assumptions regarding 

t\'10 of the djmcnsions and study the velocity in one tlimension 

togcthcr with thc temperature. 

In view of thc above circumstance, ~hese notes are catcgorized 

with respect to thc differcnt types.of two-dimensional situations. 

Only thc cases of flow in planform and th~t of flow on the narrow 

cross-scction of a lakc or similar body of water are treated jn 

this review •. 

First we define thc coordinatc systc~s associated with the 

respective
1
types of problems. Then, scparate sections are 

devoted to each typc. 

II. COORDINATE SYSTEMS AND GOVERNING EQUATIONS 

Figure 1 illustrates the body of water and thc associated 

coordinate systems. The body of water w~ have in minJ is a lakc, 

although cases Nill be treated which ref~r to streams and estu

aries. In'the latter circumstances
1
the fiow is predominantly in 

the y-dire~tion. 

The planfo~m (x-y plane) is the basis for analysis of wind

driven circulation and of flow throUgh bhsins and estuaries. 
' '1 

The assumptions that are invoked are discussed in sorne detail 

later, but, for the present we simpl~ note that they are directed 

to climination of the z-coordinate from ~he problem. Thc maximurr. 
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Planform 

Section A-A 

Figure 1 Lake-Planform·and Sidc Views 
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~---------------- .. 

Figure Z ~arrow-Cross-Scction (Scction B~B) 

(Vert ic:~l and lior i:.on t~ 1 nimcns ions ha va be en 
Exac;cratcd i~ Comparison with Fig. 1) 



z-dimcnsion is ver}' mu:h smaller than the y- and x-dimensions. 
1 '~ -

Thc lntter may be of approximately the same mngnitude. 

The narrow cross-section (x-z) is intended to represent thc· 

section of a la\;.c or similar body of water. !len~-, the x- and 

z-dimcnsions ar~ of simtlar rnagnitude and the y-direction is 

vcry largc. F in a 1 1 y , \ve h a ve t he s i de vi e w (y - z ) , ,., h i eh re fe r s 
1 

principally to flow in strcams and estuaries and wKich is often 

reduced to just .thc y-Jirriction. 

Physically, tl1e vclocity and tcmperature fielJs are deter

~incd through thc conservation of mass, momentum and energy. The 

governing cquat~ons are 

Continuity (Conservation of mass) 

x-Momentum 

dU + dV + 
;:Jx _ay 

au au au au 
-- + U-·- + V -- + W - -
:lt dX ay CJZ 

and correspondi~gly for y and z. 

aw 
az = 0 (1) 

fu _ 1 ~ + _!_(KM ou) 
p7 dX oX XX CJX o 

(2) 

(In thé z-direction there is no 

Coriol i s fo re e (- fu) but a buoyancy term (_e_ g ) mus t be added 
p

0 
X 

to the left sid~.) 

Tem_ee1rature (Conservation of Energy) 

ar + u aT + ar w aT = _a_ KH aT) + l(KH aT) V--+ ax ( x ax at ax aY az ay y ay 

+ 3 (KH ar) az z ()z . (3) 

In thcse !' • and .the and z-direction equattons u, v, w are x, y, 

velocities, g is the gravitational accel~ration,. p is pressure, 
·1 

p is dcnsity~ p
0 

is referencc density~ T is temperature. f is 

the Coriol'is pa:ramcte-r and KM and KH (wi:~h appropriate directional 



subscripts) are thc viscosity and L·;_f.fusivity. The above equa

tions are supplcmcntcd by equations of state, s~ch as dcnsity 

os a function of .tcmperaturc, pressur.e and 1 concentration of a 

substancc, and thc viscositics and diffusivitics ~s a function 

of 0'stabilit,y par.ameters'', e.g., Richardson Number, Prandtl Numbcr,_ 

Monin-Obukhov Length, etc. 

Thes e a re very general e qua t ions1. Conscquent !y", in fact, 

the followirig approximations may be introduced, depending on the 

analyst's interests and goal. 

1) The Roussin~sq approximation: ~he variation of dcnsity is 

small~ so that the fluid can be treated as an incomprcssible 
1 

fluid. The variation of dcnsity is only considercd in the 
p ,1 

buoyancy term - g in thc z-momcntum equation. 
P

0 
· , 

2) The shallow water approximation: Th'e inertia forces are 

negl igiblc '.compared to the othcr forccs. Al so, the 

w-com~onent is much smaller th~n th~ horizontal components, 

so that th¿ pressure.is hydrostatic ''(g 

gis the a~cclcration dueto gravity~. 

= - !. -ª.E , where 
P az 

3) 1ñe eddy viscosity and diffusivity approximations: Since 

the stratification is almost perpendicular to the gravi-

tat ion al force, i t is 

cddy viscosity (KM 
xx, 

mated by constants, 
., 

customary to assume that the horizontal 
' '1 

et~.) an~: diffU,sivity (K~) are appro:d-

whilc thc verti~al ones are fUI1ctions 
1 1 

of the gradients of density and velocity. The exact rcla-. 
tionships ~re still hot debate~ In ,practical analysis, the 

determinatlon must come from s~mi-e~pirical stratjfied 

turbulcnt thcory. (Moni'n-Yaglom. Ref. S) 



1 II. 
/ 

PJ.ANFOR~i ANAI.YSTS. \HND-nRIVEN C:JRCULATTON AND FI.0\'1 
---~------- ... __________ .,_ --

THR()ll(;ll BASJ!\S 

Thc cross-~cctioJt shown in Pig~rc 2 defines the basic 

gcometric pa1·amctcrs of t.:hi.s dcvclopment,. which.is dueto 

Li.r,gn:t =xnd llaC.j ithcotlourou( 6) in its fundamental theorctical 

form. The origin of coordinates. is ~ixed at the surface of the 

lake, ~ith velocity w = O at z = o. (Th~ 'rigid l1d 1 assump

tion). The physicnl properties of the lakc, including the eddy 

viscosity hnd the mass density per u~it ~olume, are assumed to 

be constant and the Coriolis parameter is also assumcd constant. 

Thc prcssure is· takcn to vary hydrostatically. The surface 

wind stresse·s txz and Tyz are prescribed. 

tions the momentum cquations take the form 

Under these ~ssump-

The 

- fv = - ! ~ + d 2 u . K~f 
Po ax a;z o 

fu ~ .. - 1 ~ 
p dy 

1111 

g "' - _!._ ~ 
p dZ 

' o 
contin~ity equntion 

' 

is unmodified. 

A stream func tinn .¡, is de f ined as follows 
1 

(4) 

( 5) 

. ( 6) 

(7) 

(8) 

in which Ü and vare depthw1"se. f h averages o t e component veloci-

ties. After combination o·f the abo've equations, with consideration 

of the boundary. conditions (zero velocity on all solid suTfaces 

and T = KM au = K~1 av) · · 
AZ 0 dX ' Tyz 0 ay One obtains 



d ¿ ~~ + ¡\ ( X 1 )' ) } ~ + B ( X 1 y ) i$ + C ( X , Y ) = 0 
ay 

(9) 

The tcrr.1s A(x.y), B(x 1 y) and C(x,y) are those which rcsult from 

consideratioJ• IJf thc varying dcpth antl, as indicated, are func· 

tion~; of thc plnnform cocrdino.tcs· x and y. Thus, thcy account 

for thc varying dcpt.h. 

Tr ans forma ti on o f Eq. ( 9)' in ~·o the fin i te e 1 cmcnt form, 

r,ivcn in dct·ail in nef. 7, is accomplishcd hy means of thc 

Galerkin JTJcth.od. Thc approximation of tP is by means of thc trial 

function ~' \·lhich has the form 

wherejn thc N. are the shape functions and {1lJ} are thc nodal 
l. 

(10) 

values of thc stream function. Applying now the weightcd resiJual 

conccpt 

(1 i) 

Next, integration by parts in the plane is a·ppl ied to reduce 

the order of the derivativos appearing in this integral ~r.d to 

produce boundary tcrms. One ohtains 

( [-~{N} 3LNJ a{N}. _()LNJ. + A{N} ílLNJ 
JA ax ax - 3y ay ax 

+ B{N} a~~ {1lJ} + {N}C]dA 

+ f {N} élt~ {~} dS = O an- (12) 

The val ues o f ( q¡} are zero, on thc ent i re ex ter io r bounda ry 

and thc closurc intcgrals along interclemcnt boundaries vanish 

if continuity is prcscrved ~cross thcse boundaries. Thus, the 

contour integral tcrm is cxcludcd ftom subsequcnt consideration. 



Evaluation of thc rr.m.1ining intcgrals for all i thcn yiclds tlw 

following systcm of elemcnt cquati.ons 

(13) 

in ,,..hi eh 

e 1 4 1 

aLNJ a.~ lt should be notcd th:tt Ju.-~ to the terms A{N} ~ and R{N} 
O;>. oy 

the rcsultinr, n)r,{'bralc cquations will be nonsymmetric. 

Thc cquatións ror thc complete lakc are constructcd from 

Lhe cc¡uations of thc clements by jmposing the condition of strc-am 

function contjnuitr at cach elcment joint. Thus, thc global 

equations are, by simple addition of all coefficien~s with likc 

subscripts 

[K] {ljl} = {R} e 1 s) 

/,fter solution for {ljl} the other variables, such as avera~cd 

velocities and pressure gradicnts, can suhscquently be evaltlotcJ 

by back substítution. 

Numerical solutions to Eq. (15) havc been obtaincd for both 

simple test problcms and for Lakc Ontario( 7l. Sincc ficld data 

is not available for Lakc Ontario the convcrgence of the solution 

has been studied with use of highcr-order elemcnts( 3l. Cheng( 9) 

has analyzcd Lakc Erie, using a formulation which cxcludes con

sideration of variahle depth. Tong(lO) includes this factor in 

a finite elcment formulation bascd on Welander's theory,Cll) 

which does not differ significnntly from thc theory cited above. 
' ' 



If a stream function is adopted a.s the dc·pc:-nucnt _voriphly, 

~si~ d<:m.e in thc form4la~ions dis.cusscd previously, tl)c prcscn~~ 

of islands r~jscs a basic: complication in thc dcfinition of th0 

boundnry c9ncljtions at thc node points of the is:and shorc Jin~: 

'l'hc strcom funrtion is zcro at points on thc shor.c of thc lakc 

but tnkcs on a con:;téJnt, undefined value on cach of the islands: 

Thus, as Ton~(lO) proposcs, th? values of the stream functio.n O!} 

a ~iv~n island are set equal to :1 single va~uc that is determintd 

in thc solution process. This suhstantially contracts the nurnh~r 

of unkno\:ns in thc cquations to he solvcd. 

Chcng( 9) adopts a differcnt approach to the treatment ~f 

isl:mds. Thc system of global cquations is first assemblcd 

without consideration of the islands and thcir boundary condi-

tions. Wc denote this solution as {' }. Then, in succession, ' o 
1 un i t 1 so 1 u t ion s { '1' • } ( i ;:= 1 , . . M, w he re ~f i s t he n u m be r o f 

1 

islanrls) are ohtained for '. = 1 for node. points on the rcspccr }.ve 
J 

islands. Finally, an M x M system of equations must be solvcd 

to givc thc amplitudes Gj_ (i=l. .H) which apply to the unit solu

tions. The complete solution is then repr~scnted by 

~~ 
{~) ~ {'} + E G.{,.} 

o . 1 1 1 1= . 

(16) 

1'he detcrrnination of the planform distribution by transpcrt 

of ternperature in a lakc or basin with known flow is also a 

problcm of majar practica! importance, cspecially for cooli~g 

ponds and similar basins. Tempernture distributions have bcep 

dctermined for such condition~ by Loziuk, Anderson, and 

Belytschko(lZ,l 3l. Tong(lO) presc~ted a more general deyelop~~pt 



along thcsc lincs whicl1 permjts the finite clement calculation 

of. any conccntration .of substancc in a lakc. We outlinc the 

latt<"r in thjs scction~ 

If we define <t> as thc average concentration across the. 

dcpth (h) of the substancc undcr study, the governing differcn-

tial cquation can be written as 

n(a~ltttl + ~ ~\hx<t>) + ~1 ~(~1y<t>~) = a KH a(h«:>) + a KH a(h<t>) + () 
,, o n 11 o h X i:) X ay Y d Y < 

( 1 7) 

wherc K
11 and 1\

11 are thc cddy diffusivity cocffic.ients and Q is 
X y 

a source or sink tcrm. Now, thc.approxirnation of • can be 

w r i t t en in t he f o rrn o f t he t r i a J fu n e t ion 

( 18) 

wherc {•} reprcscnts nodal values of ht and L~ is the relcvant 

sct o f shape func t ion s. \\'hcn the analys is i s perforrned for 

ternperature, Hitu a single tcmpe~ature across the depth of thc 

lakc, T = ht. 

Application of the Galcrkin approach can again be made to 

construct elemcnt equations. Using Eqs. (17) and (18), one 

obtains 
. 

[h] {$} + [s]{•} ... {Q} (19) 

where 

[h] e { JA {N} LNJ dA] (20) 

(S) .,. [f r{N}(Ü i}LN¿_ + ~ ()LNJ) 
A L ll a x h ay 

+ KJI-3{N} dJJJ + KH .a{N} i1LNJldA] 
x ax ax y . ay ay j (21) 



Thc vector fQ} accounts for thc sourcc or sink terms and nn)' 

prcscribcu boundary con"<.!it.ions. Finally, by asscmbly of thc, 

global equut]ons from the clcmcnt Cí1Uéltjons 
... 

[11){4¡} + fS](¡p}.:.. {Q} 
,.. 

Hhcrc [ll), !SJ ~nd {Ql corrcspond to [h],. [s] anu (Q}. 

Thc idenliz:-~tion for transport analysis is done in the same 

\''a y a s f o r [1 o\.,. a na 1 y s i s . A f t e r e a 1 e u 1 a t ion o f t he ve l o e i t i e s 

]n thc floh' annl)'sis the values obtained are use<.! in the forma-

tion of the matrix {s). 

Loziuk, et al(lZ,l 3) apply thc above appronch to various 

practica! problcms, including an :1ctual lake with irregular 

boundary. Availablc ficld data indicatc a reasonable lcvel of 

ag t · th tl 1 · J t Tong(lO) calculatcs tlte recrnen w1 -~e ana ys1s rcsu_ s. 

diffusion of a substance in a rectangular basin containing a 

circular is!_;llld. 

Soluilons for trnnsicnt flow govcrned by thc shallow water 

cqlJations havc been given by Connor and Wang( 24 ). By integrating 

across thc Jepth and assuming uniform vclocity ancl hydro<:.tatic 

pressure ovcr the Jcpth tlwy. cstnhlish equntions in terms of 

nodal valucs of flux and clcvation. Solutions ard given for 

harmonic forcing of a rectangular basin and for tidal circula-

tion in Massachusetts Bay. 
' 

( 2 6) Taylor and Davis · have clcvcloped finitc clcment reprcscnta-

tions of tidal propngntion in cstunrics. The unknowns in 

thcse cquntion~ are the nodc point vclocitics and \.~lcvations. 

Surface runoff, Jcscribed by mcans of thc shallow-water cqua-

tions, has bccn studicd by /\1-Mashidani ~.nd Taylor (Ref. 30). 



Thcy trcat a onc-<.limcnsiollnl case, with vclocity and surface 

clcv:ttion as prohlem unknowns. 

Taylor :11ld D:1vis (26) and Adcy and Brebbia (27) have 

sturlicd disporsion in cstuarics. Rcf. 27 uses tnown vnlucs of 

vclncity and solvcs for the conccntration. Taylor and Davis, 

on thc othcr hand, solvc for conccntration, vclocity, and 

surfacc clevation. 

Planform (x-y) finitc clcment analysis of a r3ther diffcrent 

en vi ronmcn t a 1 pro b 1 cm has· be en pcrsen tcd by P..lercer and P in de r ( 29) . 

They examine hcat transport in thc liquid nnd solid phascs in a 

grcuud-watcr flow syst~m. The finite elemcnt equations to he 

solvcd consist of two sets, one bcing a flow equation in terms 

of prcssurc and the sccond bcing a tcmpcrature equation. Thc 

~olutions are marchcd in time. 

IV. CROSS-SECTION ~NALYSIS 

The motivntion for cross-scction analysis (x-z) has prin

cipally bcen thc prcdiction of thcrmal stratification, although 

attcmpts havc also hcen made to deal with more basic phcnom~na 

in viscous flow. 

Thermal stratification is widely believed to exert an 

important influence on lake flow phenomena through its effects 
1 

on density variations and other physical factors. In rnany lakes 

uniform tempc~ature conditions are realized in winter and, as 

summcr atmospheri.c condi.tions approach, a rise in tcmpcraturc 

occurs in thc upper region~ of the lake. The peak is rcached 
. 

in these regions towards th~ end of summer. Sincc thc ·rise in 



tcmpc1·;1turc p<~JH:t.r:lt.cs to on1y a ·1ímitcu dcpth (sny 20 to 40 

fcct) thc loh'CT portions roi thc- lakc a-re not nffectcci, and a 

somcwhat 'strrltif;cd' tcm¡,eraturc profile prcYails. Thc heatcu 

nppcr rcr,ion is kno1·:n as thc ~~pj l ¡,~_IIÍI!_!l \.Jhilc t.he unhciltcd lo~-.•or 

re g io n j s t e r m e el t· he _b y¡~l_~~~-n j o n . 

Thc protJlcm to he solvcd is the vertical temperature profilc. 

Tlic~l-~~ i~ .;n- inf1u{:ncc, ho,.¡cv~r, of thc action of the wind and 

thjc; pro~luccs a tHo-dimcnsional problcm. 

Liggct1 :1nd Hctlford (]{cf. 14) antl Bcdford (Ref. 15) have 

'lc-<..~ll \:ith thc st~.·:H.ly-state prohJcm ot a two-climcnsi.unal cavity 

c-ontnining a nonhomcgcncous fluid subjecteu to surface shcar. 

No ~onsidcr<.Jtion w~~ given to cudy viscosity and diffusivity 

varintions. Thc l:~t.tcr was nccounted for by Young, Lir,gett, nntl 

Gnllnghcr (Rcf. 16) and the rcsults dcmonstratc that stratifica-

tion, as well as circulation pattcrns, can be predicted Hith 

the proper cmpiric:Jl definition of thcse variations. SUba, 

Unny anu Weavcr (Rcf. 17), Debongnic (Ref. 18), and Knwahara, 

et al (Ref. 19) havc studicd cavity flow without the consiJpra· 

tion of temperaturc. Coupled vclocity-temperature solutions 

are also described by Zienkiewic:, Gallaghcr, ond Hood (Rcf. 20). 

In thc follo,oJing wc describe the developmcnt of Young, Liggett 

and Callaghcr. (l 6) 

The physical p~opertics which enter into the differcntial 

cquntions of thc problem are the cddy viscosity and thc eddy 

diffusivity. Thc eddy ?iscosity nnd diffusivity in thc horizontal 

direction (KM cte. and KH) can rcalistically be taken as constant. 
XX .X: 

Valucs of thcsc cocfficicnts are customarily taken as tl1e samc 



magnitudc as thosC' Hhich are mcasured under neutral strntifici

tion. The vc·rtical cJJy viscosity and diffusivity (K~1 
etc. and xz 

KH) vory highiy \vithin the Hholc basin, howcver, and are depcndent z 

on such factors élS thc turhulcncc level in the surf:-tce lnycr, 

thc dcpth, tite local density grndient and the overall motion 

with rcspcct to thc spC'cificd gcomctry. 

No satisfactory thcory for the prediction of these varia-

tions from thc moi·e baslc cnvi ronmcntal aJ)d physical parametcrs 

is prcsently availabJe and depenclencc must be placed on cmpirical 

relutionship~. In this Nork thc rclationships cmployed are 

extended forms of thosc proposC'd hy Sundaram and Rehm(Zl), as 

follO\oJS 

= KM 
zz 

= KM (1 - cr Ri) 
o m 

KH = K11 (1 - cr Ri) z o -~ -h---

where Ri, the Richardson number, is 

Ri = -

( 2 3) 

(24) 

( Z S) 

in which U is a characteristic velocity, am and crh are empiric~l 

constants, and KM and KH are the vertical eddy viscosity and 
o o 

diffusivity undcr neutral stratification. The continuity_ equu-

tion, with the assumption of incomprcssibility, simplifies to 

au é)w = o ax + a:-z (26) 

In de fining thc re 1 cv:mt fo rms o f the momcnt um e qua t ions wc 

assume tha.t Doussinesq's approximation :tpplics (p i~ takcn as 
cons tnnt cxccpt. whcn mul ti pJied by g, · i. e. , in buoyancy te rms) . 



Thus, 

a u dll 
, 

~p a (K~! ()u a (KM a u) J. ---) + u + w ;J z = - ;;:~ 
+ ax fi V X. Po o dX z az (27) 

d\" dW 1 -ª-.E d ~' íhl a (KM d\ol) _e_ u - + h "fi = - + 
;1 X 

( ¡.:• 1 
ax·) + E - g 

élx no é)z o ?. az Po 
(28) 

TJ,c difíusion-advcctú:ll of t.cmpcraturc is given by 

aT 
u ax + "' (29) 

Flnallv, thc cquation ,,f st:nc can be writtcn more explicitly 

P = o
0
[l- ~(T- T

0
)l (30) 

in \·:hich 6 :i~. the coefficicnt cf volumctric expansion (assumcd 

const :tnt) antl T
0 

is thc point about Hhich thc .true relationship · 

is linradzcd. 

w,_. intr,lducc thc strcam function tp 1n place of u and v, 

such that 

u = ()tp 
dZ ( 31) 

The rcsultin¡: two differenUal cquations, which replace Eqs. 

(27-30), can thcn be writtcn in terms of nondimensional variables 

as follows 



whcrc Re = Ull/Kf'.l j s thc Reynolds numhcr, Pr = KM/t\H is the 
o o o 

turbulcnt Pranclt.l num!Jcr undcr neutral stratification, and 

Ri ::- flrr,ll/r u 2 
js thc ovcrall Richardson numbcr. H is thc 

o o 

depth of thc- c:n·ity. Al! pJrameters ancl variahll'S havc becn 

nondimr.nsion:tli:.ctl, c.g., x and z have bccn dividcd by H. 

To transform thc above into a finite elemcnt rcpresenta

tion wc adopt shapc fur.ction appro;dmations for 1/J and p and 

USC' thc Galcrbn mcthocl. Thus, with 1/J = N.llJ. and p = Q.p. wc 
1 1 1 1 

ha ve t he f o J l 0\v in g ,., e i g h t e d in te g r a 1 s 

J Q. [ n2 (~, p) J dA = O 
JA 1 

(34) 

(35)-

This lcads to the followlng sct of nonlinear algebraic 

equ3tions 

1 Re s?.kllJ.tJ.Ik Re Ri 3 S .. $. + + S .. P. 
lJ J 1 J J - o 1) J 

Ri 4 P. o - a m S .. ktJ!. Pk + = o lJ J 1 
(36) 

S Re Pr 6 Ri 7 o S .. p. + S .. k$. Pk - ah S. 'kp.pk = 
1) J l.J J o lJ J 

(37) 

The multiplicrs Re, Ri
0

, Pr, am and oh havc been preserved in 

these represcntations to enable identification of the source 

of each term. 
1 7 

The specific algcbraic form of the coefficicnts Sij'' .. ,Sijk 

is obtained after performance of thc integration indicatcd in 

Eqs. (34) and (35). 

The global reprcscntation is obtained by summation, from 

the· cocffidcnts of thc abóve elcmcnt equations·, of all coef-

ficients with likc subscripts. Thc rcsulting cquations are of 



a fonn idcnt ical to t h.tt of Efl:.. (36) and (37). The Neh'ton-

Raphson :1ppro:.tch i~ aJoptecl :.~s the,mcthod of solution of thcse 

i:oup1er.' P..C'nl incar cqtJiltions. 

·Ntn;~cric~l calcul:ttions Herc pcrformcd for thc squ~1rc cavitr 

o f Fi !! . 3a for thc bound:; ry cond i t i.nns shown t1nd fo r various as sumcd 

vcrbcnl. forr.nrlations of the cddy viscosity and diffusivity. Thc 

tinitc clcrncnt rcprcscntntion consistcd of 72 clcmcnts arrayed in 

Stcady. st:-ttc c:tlculations havc been pcrformed for Re = 1 to 

Re a '1000, Gr = O to Gr ; 10000, and Pr = 1 to Pr = 10 where Gr is 

the Grasl1of nurabcr (The r.rashof numbcr is Gr = Re 2 Ri
0
.). Addi

tional nurr.erical c>:perimcnts \'lcrc pcrformed to test the scnsitivity 

of thc solution on the assumcd bchavior of the eddy viscosity and . 

eddy diffusivity. Ten such comput~tions were performed, all using 

Re = 100, Pr ~ 1, Ri
0 

= 1 but diffcrent choices of oh and am and 

also different nssu~p~ions as to thc form of thc depthwise variation 

of KM and KH as summarized in Tablc l. Thc values of thc charac-xz z 
tcristic numbcrs reprcscnt, of course, an infinitc variety of 

physical data, but the follo\.Jinp, are typical: Pn = l. O gr/cm3 , 

pT a 0.9999 gr/cm3 (TT - T8 = 4°C), tx = 1.0 dyne/cm2 , K:= K~ = 
lOO cm 2/sec, H = 10m, and g "" 980 cm/sec 2• These are approximatcly 

equivalent to the cxperi~entaJ_ data of Sundaram et al( 22J. How-

ever, in the pre$ent cn~e thc boundary conditions have been chosen 

so thnt a stnady-stat~ solution exists, a condition rclaxed in sorne 

subscqucnt corr.putations. 



"' = ~~t = o _a2"' _f ox 'oz~ a l, P-=-0 5 o-- ____ L • . . ---.. --- TX -·~ 

------·- ___j tlr.:·~ '·'~-a tf.J ¡} --- { '~ - 1 ) 
, . a x - oz = o. Pa = o.5 . 

V 
(a) -z 

(h) 

Figu-re 3 



TADLE 1 

Summary of Computations 

for He" 100, Pr,.. 1, Ri
0 

a 1 

IWI;'-~T~ 2 3 4 . -_ 1 . . S 1 
¡·--, -t---- -·-----------1 

NO.-: 1 1 ¡ Cut-off Dclow thc 1 

1 

; oh 1 om i Dcpth-DcpcndC'nt 1 First Cut·off Dcpth ' Plot Symhols 1 
: 1 1 _jj 

t--- -,------1 ----------+------1 
1 o ¡ 1 : o '' 

; 1 

2 : 0.1 1 0.035 

1 3·1 0.2 0.07 

4 1 ' o. 3 ' O.l 

S o.s 0.15 

(i o 1' • u 0.25 

7 ~t. o 0.35 

8 ) .• o 0.35 

9 )..0 0.35 

1 o. 70 10 2.0 

No 

Y es 

Y es 

Y es 

Y es 

No 

Y es 

Y es 

Y es 

l. 
1 

1 

1 

1 
1 

1 

1 
---l 

---

No 

No 

Y es 

No 

o 
() 

o 



- Conclu~;ions resultii16 from thc first set of stcady-statc runs 

are shm·m in Table 2 (Rcf. lS). In thcsc runs cddy viscosity and 

cddy diffusivjty HCrP. hcld constant. A typical picture of strcam· 

lincs and isopycn~ls is shown in Pigurc 4. The influcnce of thc 

stratification on thc circu1ation is obvious; Additional runs 

coul~l probably hnvc chritcd a ~pecific relationship bctwcen thc 

formJtinn of multiplc, closcd circu1ation cclls and the three 

paran:ct.crs, Re, Pr, and l.r. llo\·IC'!er, such a rclationship was not 

pursuP.d. sin ce i t h'oul d u~-~douhted 1 y he al te red w i th di fferen t gcornc· 

tries and sincc thc cJJy viscosity nnd eddy diffusivity relation-

ships probahl)' havc a lar~e c.:ffcc.t. 

1'hat cffect has bcen tcsted in ten suhsequcnt runs \.;hich are 

summarizcd in Figures 5 and G. In thcsc cases the sarnc sort of 

ccll structure formed as sho\m in Figure 4, but with considerable 

variation in the details of thc velocity, shape and size of thc 

cells, and the dcnsity distribution. 

The lattcr computations show that thc dcnsity structure con

tinucs to havc a largc effect on thc velocity structure and also the 

velocity structure cr~atly alters thc dcnsity distribution. ~ith 

the eddy viscosity and eddy diffusivity formulation that Sundaram 

and Rchm(Zl) found necessary in thcir one-~imensional analysis, 

thc surface shear alone is sufficient to form a thermocline typc of 

structurc. This result is quite different, but does not conflict 

with, thosc of prcvious investigators who have used a one-dimcnsional 

nna~ysis. In those prcvions invcstip.ations the thermocline struc-

ture formcd ovcr,a pcriod of time (scvcrnl weeks) while unsteady 

hcnt in:'uts Nerc applied. l'lc havc shown, howcver, that givcn an 

initial inhomoncnicty in density, a wind shear is quite sufficicnt 
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to form th~ therrnocline. Unstcady computations, shown bclow, 

indicatc thc time scalc: involvcJ in such a fornation and also thc 

cxtcnt of thc fccdhar:k \·:hich influcnccs thc currcnt strvcturc. 
) 

Fc1·:('J' transicnt ~omputntions of cnvi t)' flow werc mn.Jc duc to 

thc computer costs. A totaJ of five runs Hith Rcynolds numbt:rs of 

lOO ~nd 1000 and Richardsnn numhcrs of 1 and 10 were madc. Two 

ValUCS Of Cl'h \oJCTC \JSCd. !-i~~Ur<:' 7 inclicates thc TOSUl tS of OllC Of 

thcse cnlculations, In.'all c<~scs in which thc motion bcgins from 

rest, thc entire cavity bcgins to circulatc as a wholc; th2t is~ the 

cavity form~ a sin~lc ~irculation cell.. As time progrcsscs thc 

flow may br~ak up into ·~wo or rn~re cells, as is indicated in Figure 

7. At thc sarnc time :th.e den si ty distributio·n is ·al tcrcd i:o sh0''-' the 

typical thcrmoclinc shapc. 

Thc flow docs not change from a statc of rest to the final ccll 

forrnation montonically. Instcad thc vclocities incrcasc rapidly to 

a valuc not far from thc stcady st~te valuc and thcn oscillate about 

this valuc. The frcquency of oscillation is near thc Drunt-Vaisala · 

frequcncy. Other characteristics of the flo\·:, thc dcnsity gradient. 

the ccll location, and thc strcamline positions, 5how similar dampcd 

oscillations. 

The numbcr of cells can be calculatcd, using cert~in gross 

approximations, from thc thcory of Turncr( 32) as expand~d for this 

problcm by Young (31). This theory has be en compared t'li tll the t rans i-

ent and stcady-statc computations ,.,ith rough agrecment.· '!'he dif-

' ficul t)' in the application of such thcories to real 1 al:cs (ar cvcn 

cavities) is that all thc factors, thc rnost important bcing thc 

dcnsity distribution, and the intcrnction of thosc factors cnnnot 

te consid~red adcquatcly, Re~ults indicate that multiple cclls are 
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1 
l:.i~cly to form in thc case of a diffusc metalimiTlion \oJhercas .:1 sh.:1rp 

thcn:Joclinc promot<'s t1.,ro cell circulation. Howcvcr, thc feedback 

of thc currcnts into thc density structurc has not been considercd, 

and tld!i fccdhnck m~y alter the dcnsity distributi_on, thus chan~ing 

thc 'rcsults o[ the thcory. 

Variable viscosity, espccially a formulation which is strongly 

dcp<:ndcnt on thc Jensity gradicnt, has a great cffcct on the 

ability of thc currcnt structure to alter the densit)' distribution. 

A r~duction of viscosity in zones of steep ·density gradient prometes 

the oscillations obscrved prcviously ~nd incrcascs their amplitude 

(but docs not nffect the frequ~ncy). Thc reduction in viscositr 

also increascs the time to equilibrium significantly in those cases 

in which a stcady state cxists. 

A particularly striking result of the transient calculations 

is the time scale involved in thcrmocline formation. A ~hear 

applied at thc surface may alter the density distribution and 

create a thermocline-Iikc structure in a few hours versus the weeks 

involved in the ene-dimensional computations. Thus the c11tire 

process of the developmcnt, maintenance, and erosion of the thcrmo

cline is a complex process strongly influenced by the ~urrent 

structure. The "physical constants" (i .• e., eddy diffu5ivity) 

derived for the one-dimensional analysis have, in reality, little 

physical meaning when the current structures is neglected. 
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STABILITY OF FINITE ELEMENT MODELS 
FOR CONVECTION-DIFFUSION 

by 

Jerome J. Connor1 and George C. Christodoulou2 

INTRODUCTION 

The convection-diffusion equation, a typical parabolic 

partial differential equation, is of great importance in a variety 

of fields. It is essentially an expression of conservation of a 

quantity which is subject to advection and at the same time spreads 

out due to molecular or larger scale mechanisms. Applications are 

in heat conduction, flow in porous media, vorticity transport in 

viscous flows, and dispersion in air or water bodies. 

If the domain is irregular, the equation has to be solved 

numerically and criteria for the stability of the particular 

numerical scheme used is essential. A large number of finite 

difference techniques have been employed in the past,and their 

stability and accuracy characteristics have been examined for 

simple convection, simple diffusion, and cornbined convection-

diffusion. A review of these methods can be found in [7]. 

Use of the finite elernent method in fluid problems has 

recently become quite popular (2,3]. The finite element discretiza-

tion is normally applied only in the spatial domain, while time 

integration proceeds through conventional schemes. Rigorous 

1Professor, Dept. of Civil Engineering, Massachusetts Institute 
of Technology, Cambridge, MA 02139 

2Assistant Professo~, Applied Hydraulics Lab., N9tional 
Technical University of Athens, Athens, GreE!Ce 
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theoretical analysis has focused on such fundamental problems 

as the convergence of the finite elernent approximation to the 

~rue solution, determination of error bounds, etc. [10], but has 

failed so far to yield practica! results. This is due largely to 

the inherent difficulty in extracting simple expressions in terrns 

of the problem parameters frorn the matrix equations defining the 

stability lirnit. Thus, important issues in problem-solving, such 

as the selection of time step, are mostly dealt with through 

experience or experirnentation . 
. S 

This paper discusse~ a stability investigation of the finite 

element rnethod applied to the 2-D convection-diffusion equation. 

A generalized (arbitrary) spatial discretization is assumed, 

along with a simple implicit iterative scheme based on the 

trapezoidal rule for time integration. The rnethod is shown-to 

be unconditionally stable for an arbitrary grid, constant 

pararneters, and no iteration, except under certaln rare boundary 

conditions. General criteria for convergence of the iteration 

procedure are developed and specialized for th~ particular case of 

triangul~r elements with linear interpolation functions. The 

effect of the finite element discretization on the accuracy of the 

solution is also briefly examined. Finally, results of numerical 

experirnents which confirm the theoretical results are presented. 

FINITE ELEMENT FORMULATION 

The general convection-diffusion equation has the form 

+V o (uc) (1) 
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where C is the solution variable, e.g. the concentration of a · 

constituent, U is the (local) velocity vector, Q is the diffusive 

flux vector, f and f are the decay and source terms 1 respectively. d S · 

In the simplest case of a lir.ear decay: fd is expressed as 

{2) 

where k is the deca.y constant ( > O) • 

A two-dimensional domairí is considered here. An ana1ogous 

procedure can be applied to one dimensional problems. Incorporating 

(2) into (1) 6 considering the fluid incompressible, and integrating 

through the transverse direction leads to an "averaged" (~qua tion, 

where u, v are the average velocity components and Qx' Qy a~e 

the average diffus.ive fluxes in the x, y dircction. If the 

diffusion mechanism is assumed to follow a Fickian behavior, one 

can write .... 

OC!J,K ( 

f~J 
E '/C.)I' 

r.: 
~1&-J ... 

oc~;¡ ( -
E'!~ E~'J 

(J 

( 4) 

where the set of diffusion coefficients comprise a second order 

symmetrical tensor E. Finally the bouP.dary condi tions for Hte 

problem are of two types (see Figure 1) : 

(i) Essential, i.e., concentration specified 

e= e (5a) 
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.·.or 

(ii) Natural, i.e., normal diffusive flux specified 

(Sb) 

Applying the roethod of weighted residuals to (3) and 

integrating the flux terrns by parts leads to the syrnmetrical 

weak forro [ 2] : 

(6) 

where W represents a weighting function. Since only first 

derivatives appear in this form (when Qx' Qy are expressed 

through Eq. (4)), the trial function e (approxiroate solution) 

and weighting function W have to be only piecewise continuous 

witñin the doroain A. At the boundary, the trial function is 

required to satisfy (Sa), while the weighting function must 

satisfy the horoogeneous forro, i.e., W =O on S • e 

In the finite eleroent roethod, the doroain is subdivided into 

"eleroents" and the total residual, R, which is required by Eq. (6) 

to vanish, is evaluated as the sum of the eleroent residuals, Re. 

The.trial and test variables distributions over an element 

domain are expressed as 

e 
C=tiC ........ ""'-

e 
w:: N v/ 

""- ....... 

(7) 



5 

e e · · h where e , W are column vectors conta1n1ng the values at t e 

element nades, and N contains interpolation functions restricted 

only by interelement continuity of e and W. Using Eq. (7), and 

(4), the residual for a single element expands to 

t2 ~ ( 1 .e )T f( ({ NTif diJ \)fe 1 ((,r N T('f ól/ -r-1r~ J rJ J-l J (e 
'R ·- _v.: ¡ ..) J - - ) J t ~ J . - e~~~ a di J J -

.¡.¡;_, ( [ r!! 7 tf q/})r;e + ( [JJf ~!/' _:1!-'TJ ~~;:e·~ t~IJ) e _e. 
\ ) J~ J<J -- at! - -

ó ~ 

ff !!':¡,,¡¡; -f 1 d'<Y: .;s} 
~9 (8) 

Introducing simplified 
0
notation for the matrix ccefficients 

where the various element matrices are defined as 

(geometrical) 

"' !J 7 ~ti 'd!l ~-" ~ /V {lf _.::. + v-~ ) e/ R 
- cJj[ o¿ (advection) 

lf~-= f J o!! '_g o:!_ /R (diffusion) 

Ee=,.A ff !!'!! /f} (decay) (10) 

e e 
Both M a;pd D are symmetric positive definite matrices. 

. -
e The character of K depends on E. Since diffusion is norrnally - .,_ 

a "dissipative" :nechanism, it is reasonable to 2ssu:ne E is 

positive definite. Then, Ke is positive semi-definite v7ith 

respect toce. 
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Summing up the element residuals, one obtains the 

total set of equations relating the nodal concentration . 

. 
M C + (A + K + D} C = contributions from sources 

and boundary conditions (11-) 

The symmetry and definiteness properties of M, D and K are 
....... -

the same as for the corresponding element matrices. 

To establish the characteristics of the advection matrix, 

partial integration is carried out over the element domain 

Ae(e::: (JJ t!r("~l-v ftre;!! lelA) Ce-
- - . t)"' J 'a ) . -

- - r e 
!:_!'e¡ N t~r) C e- (ff(01y ',_,IV..¡.. ~ tr N) tiA) C. · 

""' ...._, .... en:: - o¡¡ - -

(12} 

where u denotes the outward normal velocity. When the n 

element residuals are summed, the interior element line integrals 

will cancel out ánd'providedthat continuous expansions are used 

for u, v and C. Then, 

ll e - (13) - -
The line integral in Eq. (13} is restricted only to that part 

of the boundary, S , where the normal velocity is finite. This 
u 

excludes land boundaries which, by definition, require un=O. 

If Su=O or the concentration is set to zero on Su, the integral 

vanishes and the systern advection rnatrix is skew-symrnetric . 

.... 
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In general, one can write: 

R 
·~ {14) 

where A A denote the symmetric and skewsym.'l'l_ etric· par.ts of A, .. -s' ,_SS . -. 

respectively. According to (13) A is associated with the 
-s 

boundary segments on which the normal velocity and ·concentration 

are finite. 

No use .has been made of the particular form of the interpola~ion 

functions N, or the element shape. Therefore, the conclusions as 

to the properties of the system matrices aré· valid: for .. an · arbi·trary 

spatial discretization based on continuous expansions , 

\ 

STABILITY OF TIME INTEGRATION 

One of the simplest time i~tegration methods is based on 
d 

the trapezoi~al rule. In order to examine its stability 
, 

characteristics when applied to the discretized finite elernent 

transport.Eguation, (11), the homogeneous forro of the latter 

will be considered, i.e., 

MC = o - (15) 

The recurrence relation for the trapeziurn rnethod is 

( 16.) 

where the subscript denotes the time index. 
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Assuming the advection, dispersion, and decay matrices are 

time independent, one can express the so1ution of (16) as 

(17) 

where B is the amp1ification matrix. An a1ternate forro is 

(18) 

·1.-1here A, cp are the eigenva1ue, eigenvector of .,!3. The sufficient 

condition for stabi1ity is 

(19) ' 

-T 
Substituting (18} into (16}, premu1tip1ying both sides.by ~, the 

transpose of the comp1ex conjugate of cp, one obtains: -

(20) 

Since ~, ~ and ~ are symmetric positive matrices, it fo11ows that 

<1> T 1.) tP .:: J ~ 0 - ..._ - (21) 

The advection term expands to 

( 22) 
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where as is related to the symmetric and a to the skewss 

symmetric part of A. With this notation, one can w~ite - . 

At- { a.s + f ..¡. d) • l.l + .. 
~- ""¿,. - ' 2 c¿S' S 

). --
"""""' ~ 

~:t (as. + ( .J. d ) .J. l 
. tJt ,_ ~ a~s 

(23) 
If as = O, IAI < 1 for abritrary ~t. 

That is, the integration scherne is unconditionally stable 

for an arbitrary grid when the systern parameters are constant. 
1 

The value of as can be different than zero only if there 

is a segrnent of S q on which the normal velocity does not vanish. 

Noting (12) 1 and the positive definite property of NTN, ... ... 

(24) 

one finds that as has the sign of un. Therefore, when the 

normal velocity is directed outwards, as > O, and Eq. (23) 

indicates that rAI <l. Actually, the stability is enhanced 

in this case. However, when un is directed inward, a
9 

< O, and 

the stability depends on the relative magnitudes of as and E + d. 

Sufficiently strong diffusion or decay mechanisrns can offset 

a negative a • 
S 

It is a common practice, based on physical considerations, 

to specify the concentration during inflow and the concentration 

graoient during outflow. With this procedure, stability of the 
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scheme is usually maintained. The source of instability for 

the case of inflow from a boundary with prescribed concentration 

gradient is the introduction into the domain of an uncontrolled 

qu~ntity of materia¡. 

ITERATION CONVERGENCE 

Although the feature of unconditional stability makes the 

trapezoidal integ~ation scheme extremely attractive, problems 

involving time variability of pararneters or inputs will necessarily 

require a restriction on the time step. In such a case it would 

:te economical to invert matrix of the form M + 
l1t (A+K+D) a new 2 - - -

at e ver-y time step only for a ver y small problem. An iteration 

procedure is, therefore, preferred. Iteration l:ias the additional 

advantage of being able to handle nonlinear decay, nonfickian 

diffusion, etc. For the homogeneous problem exarnined here, the 

recurrence relation is expressed as 

where the superscript denotes the iteration index. 

The sufficient condition for convergence is the requirement 

that the norm of the amplification matrix be less than unity. 

11 ~-' 4f (e~-~-~ e) Jf 
11'1 +- ' 

¿_ 1 
(26) 

Solving for l1t yields 

4t < -----------------------------
(27) 
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A more conservative_forrn is 

!Ji < 
(28) 

In principle, the norm expression (27), can be evaluated. 

However, calculation of the commonly used eigenvalue norms 

involves long machine computations once the matrices are 

formed. An explicit·relation between the time step and the 

parameters of the problem would be very desirable for pract+cal 

applications. An approximate relation can be derived by evaluating 

the norm expressions for an individual element. Provided there 

are ~o drastic changes in the grid or the prameters ~ver the 

domain, the conclusions reached at the element level can be 

generalized for the whole system. That.is, satisfaction of (27) 

for the "worst" element would indicate convergence for the total 

system of elements. 

CRITERIA FOR LINEAR TRIANGLES 

Norms for the triangular element (see Figure 2) and a :)..inear 

expansion are presented in this section. Starting with the 

expansion 

N - [ ~. st.. "S" l J -
"-" 

of! l b, bl.. b3 J b - - z.Ac:: ...... 
o~ 

... 
2 A< 

o!} [a, Cl3 ] 
1 a. a 'l. -- - ... 

zR.e. -- 2-A-e 'Od (29) 

where A e is the area of the triangle and 
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.í?(, = ){. 3 - X-7.. h, :: ¡,_-'/3 

a.. "l... '::.. "'f.¡- "~-3 b'l... - Y - '-r - 3 d 1 

a.3 = 't-z. - ")( J ~ = '¡,- Jl.. (30) 

one obtains the following elernent matrices: 

(i) Geornetrical matrix 

~1 - /~ ( ~ ~ ~ l 
-1 .] í3 -1 

JV1 :: 

R- ¡-'" 3 

-1 - 1 - (31) 

(ii) Advection rnatrix, for uniform flow (u, v) , 

~~ 1 1 1 e ) 1 -~ j>(~e!: {J - - "'Z.. + V a - 2t./ l ' - -- l 

where U = J u 2+v2 is the rnagnitude of the velocity vector, 

~si is the length of the ith side, and ~i is the angle 

between the velocity vector and the inward normal to ~si. 

This notation is illustrated in Figure 3. 

(iii) Diffusion matrix, for isotropic conditions 

(E =E =E E -E =O}. xx yy ' xy - yx 

E k::-· 
"'" lf A 

"'. ú.s, -1Js1 tls"Z..c..o93 
'2. 

ll S
2 

.(Jt, 4 53 (~;) {) 2 

- ll.S
1

1.lS.J 4?tl¡ 

~S -z 
l 
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whe·re 0. is the angle opposi te side i e 
l. 

(iv) Decay matrix 

p- -k ff 
(34) 

Proceeding now to forro the products appearing in (28), 

it is first noticed that 

~• 
. 10. D :: ,h_ ......... (35) 

Since the rows of ~ are linear1y dependent, and noting 

the second form of M- 1 , one can write 

- 1 ,...., 1< == - ""' 

J2.. 

A 
V 

" -
Specializing (36) for the particular 

triangle 

~ [:2 M_, K-:: 11. EI.JS _
1 ..... - A S A _
1 

The matrix eigenvalues are O, 3, 3. 

bound on f).t, 
t 

f( !Vt-' k[} =. /2 E ll.S • 3 
- - /3 ") 8 l T~o ll.s 

{36) 

case of an equi1atera1 

-1 1 -1 
_, 

'2.. 

-· 
{37) 7_ 

Using 3 yields a 1ower 

(38) 

This result is too conservative. A more reasonable estímate-

is obtained with the "average" value of the eigenvalues, i.e., 

2. 

(39) 
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The last term, which involves M-l and A has the form 
""" 

M_, A = __.!:!___ .n } [ <1 s t CCJ rf' 
- - 2 R l; 

A norm measure is generated using the Eudidean norms for the 

vectors, IJ f {~ s, c..<>/f,r + ( ll~ c.r>t/>~), + (4 s3 (.J) ~,r·l .. 
. ( 41) 

Specializing for an equilateral triangle, 

l{ ¡V¡~~ A (/ -- '"'- (4 2) 

Similar expressions can be derived for any .triangular or 

rectangular shape. The above expressions also apply for a right 

' -
triangle, provided the flow is parallel to one of the short 

sides. 

Combining (25), {39) 1 and- (42) 1 one obtains an estímate for 

stability of the iteration scheme applied to an equilateral 

grid, 
1 

!Jt < 
1 u g.5_ 

• 2. l\ .S -1- L) S .,_ . ( 4 3) 

In actual applications, oen designs the grid with approximately 

equilateral triangles, avoiding angles in excess of 90°. 

Equation (43) provides a good starting point for selecting the 

time step in any given problem. Its validity is tested 

experimentally in a later aection. Its primary value, irrespective 

of the numerical constants \vhich vary wi th element type, 
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lies in the inclusion of all relevant parameters in a s~~gle 

expression. In the past, these have been examined separ~tely, 

if at all, and only by numerical experimentation. For i~stance, 

[5] suggests that for satisfactory time integration using the· 

same iterative scheme and the same type of elements, both of 

the .following conditions must hold: 

AS 

/O U 
I.Jt < 

Ll S~ 

lO E 
(44) 

These bounds are stricter than (43) especially with respect 

to advection. In problems with significant spatial var~ation~, 

it is clear that the largest values of E/As 2 and U/As limit 

the time step. As a consequence, a local refinement of the grid 

for better resolution will lead to a smaller allowable time step. 

ACCURACY 

In addition to stability considerations, an important issue· 

that has to be addressed is the accuracy of the numerical 

solution i .e., how close the true solution is being approximated.· 

Accuracy depends on the space and time discretization and the 

type of problem being solved. The two basic errors considered 

in diffusion problems are those of numerical damping and numerJcal 

dispersion. The former relates to excessive (or inadequate) 

damping of the magnitude of individual wave components and is 

sometimes expressed by an artificial diffusion coeffi~ient. 
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The latter relates to incorrect phase propagation of individual 

wave cornponents, which leads to distortion of the shape of the 

overall distribution. These errors rnay be easily exarnined in 

finite difference schernes;'they can also be exarnined, in an 

analogous way, when the finite elernent discretization involves a 

reguldr grid. Thus, lt has been found that the trapezoidal 

integration scherne with linear triangular elernents gives negligible 

phase error and rather srnall amplitude error [1] - actually 

being neutrally stable for simple convection. Similar results 

have.been obtained for rectangular isoparametric elernents [9]. 

However,- when significant high frequency components exist in 

the function to be approxirnated, serious difficulties may arise 

frorn the inability of the grid to represent them adequately. 

In particular, linear interpolation functions are suitable for 

describing the Gaussian or exponential analytical solutions of 

diffusion problems only if the grid is fine. Higher order 

interpolation is superior, but also more expensive. The usual 

result of the inadequacy of the grid to accommodate steep gradients 

is the appearance of spatial oscillations and negative concentra-

tions in the numerical solution. This unnatural behavior is 

due basically to the "coarseness" of the spatial discretization 

and it has been shown that it would occur even if the problern is 

one of steady state [7]. 

Considering a regular finite elernent grid (Figure 4) and a 

ene-dimensional steady state problern, the discretized equation 

for Node A is [1]: 

u /J 5 (e + 2 e -1- e - e _ - 2. e -e )+- r; ( 2 e R - e, - e~ ) -= o 
- e c. D E F (; 

b (45) 
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Suppose tha.t,. due to the presence· of a source and because t.he 

problem' is· one-dimensional,. 

(í) the. cancentrations at e ~nd D are relatively high, 

CC = c0 = M. 

(ii) nades F and G are essentially out of the plume, 

CF = CG = O. 

(iii) CB = CE = CA. 

Specializing (45) yields 

(46) 

This shows that, in arder to avaid negative concentratians 

upstrearn of a continuaus source, the fallowing .condition has 

ta be satisfied: 

E 
vAS 

1 -
2 

( 4 7) 

Condition (47) is analogous ta the restrictian an grid Reynalds 

nurnber required in central finite difference schemes [7]. Its 

applicability to the finite element discretizatian has been 

established earlier, through numerical experiments [S]. Viola-tion 

af (47) is sufficient to cause negative cancentratians for 

cantinuous saurce 1-D problems. Applying a similar type of 

approximate analysis as above has indicated that (47) is somewhat 

canservative for 1-D transient prablems, bu~ is nat quite 

adequate f6r 2-D problems [1). The additional difficulty that 

arises in a twa-dimensional domain is the singularity of the 

• i 
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analytical solution for a continuous point source. Local 

refinement of the grid and spreading of the source over a few 

elements are the easiest ways to improve the numerical 

solution~ If the immediate vicinity of the source is to be 

modeled accurately, inclusion of singular terms in the 

trial functions should be considered [8]. 

EXPERIMENTAL RESULTS 

Condition (43) limiting the time step, 

J • "2.. 
U trt ¡; trt 

+ 8-
~S /.\S,_ 

is written in the more general form 

u~ t- E6+ 
+A --i?tJt <: 1 .-A-1, -J-. j4 2.. fj & 7... Q S 3 -

( 4 8) 

where ~1' j..l2' j..l3 are numerical constants dependent on the 

type of the elements used. If the nondimensional groups, 
2 ,f!...IJC 

U6t/6s, E6t/6s, K.~ are viewed as Cartesian coordinates, 

a useful geometrical interpretation of (48) emerges: the sufficient 

condition corresponds to bbunding the "acceptable" space by a 

certain plane surface. In the absence of decay, which typically 

giyes a negligible contribution, the space is reduced to two

dimensions. The inequality 

Ulj-t 
/,' A S </ { 49) 
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determines a theoretically "safe" area bound by a straight 

line, as shown in Figure ,S: A less conserva ti ve inequali ty 
'1 

[1], 

.. 
.( ¡.z 
•\ 

defines an elliptical boundary. 

(50) 

To test the validity of the theoretical results, a large 

number of runs were carried out using the ene-dimensional grid 
~ 

shown in Figure)r. A point source was simulated by loading 

the three nades rnarked with dots. Most runs involved continuous 

releases, but instantaneous injections were also made. The 

contribution of the decay term was generally less than 5%, 

and thus neglected. For each run the corresponding'point was 
~ 

plotted on Figure 7. The symbols used to clarify the runs 

with respect to iteration convergence behavior and the occur~nce 

of significant spatial oscillations are explained in Table l. 
~ 

The most important feature of Figure -8 is that all runs 

which exhibit difficulty with iteration convergence lie outside 

the "safe" region. Not too far from the elliptical boundary, 

there are points representing runs that rapidly become unstable. 

Points closer to that boundary, but still outside, generally 

have iteration errors of 20 to 75%, sometimes decreasing slowly 

over time. Since there is a limit of 10 iterations per time 

step in the program, it is not known whether these runs wo~ld 

eventually become unstable if allowed to continue i tera·ting. 

Apparently, when the iteration is stopped with s smal_l .e~ror, 

the behavior tends to improve over the following time steps. 

Of course, these errors are accumulated in the solution. 
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Runs. between the two boundaries defined by (49) and (50) have 

errors of less than 10% which diminish with time. Finally, 

runs within the inner boundary generally converge very well, 

with errors less than 1%. 

It may be concluded that the. theoretical criteria, indended 

as sufficient conditions, are indeed quite appropriate as such. 

The elliptical bound (50) is not .too conservative, in view of 

e1e relatively large errors occurring outside its dornain. The 

linear boundary (49) is somewhat conservative far frorn the 

axes; this is a consequence of working with (28) rather than 

the actual condition (27). Numerical experirnents for 2 D 

problems and applications involving irregular grids of natural 

water bodies [1] have further confirrned the validity of the 

theoretical criteria. 

The other important resul t · of the experirnents is -associated 

with the accuracy condition (47). It is seen that the line 

E/U~s = 1/2 differentiates the regions where runs do or do 

not .show appreciable upstream ne·gative concentrations and spatiai 

oscillations. These oscillations become more severe near the 

U~t/As axis, as the ratio E/U~s dirninishes, and they are 

practically elirninated as E/U~s increases ~lightly above 1/2. 

Accuracy considerations significantly reduce the area of 

acceptability of cornbinations (U~t/ts, E~t/As 2 ) toa rnuch 

srnaller set than that required for iteration convergence. 

Fortunately, continuous source prob~erns, whiah are the rnost 
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demanding, are not too sensitive to the value of the 

diffusion coefficient; this may be changed by almost an orde~ 

of magnitude without appreciable change in the results [4]. 

Therefore, ~t may be possible in sorne cases to improve the 

numerical solution by artificially increasing the value of the 

diffusion coefficient. Another alternative is to resort to 

higher order elements. 

CONCLUSIONS 

It has been shown that the trapezoidal integration scheme 

applied to the discretized convection-diffusion equation 

(including decay) is unconditionally stable for an arbitrary 

grid and constant system parameters. This was based upon 

the examination of the character of the matrices involved, in 

particular, the skewsymntetry of the advection matrix. 

When the system parameters are time dependent, an iterative 

solution technique is preferred. Its convergence requirements 
) 

irnply sorne restriction on the time step. Conservative bounds 

on the time step have been developed for the case of linear 

triangular elements, based upon a sirnplified analysis at the 

individual element level. Results of numerical experirnents, 

mostly on a 1-D grid, confirm to a large extent the 

theoretical,arguments. 

Accuracy considerations, related to oscillations of the solution, 

limit rather severely the use of linear elernents in sorne practical 

applications. Resort to higher arder elemen~s rnay be worthwhile, 

despite the increased cost, when there is ~eak diffusion. 
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Figu~e 1 Solution Field. 
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DISPERSION IN TWO-LAYER STRATIFIED WATER BODIES 

by 
. , 2 

George c. Chr1stodoulou~ and Jerorne J. Connor , M.ASCE 

INTRODUCTION 

During the winter season a water body is usually well

rnixed through ·thé depth. However; this is not the case in the 

surnmer. Due rnainly to increased heat input near the surface, 

a density stratification begins to de~elop in the spring and by 

rnid-summer a strong thermocline (pycnocline) often exists, 

dividing the water column into two distinct layers. The dynarnics 

of such a systern cannot be adequately represented by depth-

averaged approxirnations. The effect of stratification on the 

--flow pattern has been demonstrated by rneans of analytical solutions 

for oceans, coastal waters, and lakes, under severe sirnpJ_ifications 

of g,eornetry and the governing equations. Ultirnately, frorn a 

practica! viewpoint, of rnain interest is not the flowfield itself, 

but rather the transport and dispersion of sorne substance in it. 

To achieve a better description of both the vertical an'd 

the horizontal variability of flow in a natural water body of 

arbitrary geornetry and bottorn topography, rnultilayer or quasi-

three-dirnensional numerical rnodels are being forrnulated and the 

developrnent of large rnulti-purpose finite-difference cornputer 
'--

codes initiated [1, 10, 17]~ Although transport of constituents, 
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notably water quality parameters, is being incorporated in these 

models, primary emphasis is placed on improving the computational 

techniques and software and little attention is given to such 

important issues as assigning values to the paramete~s involved, 

parameter sensitivity, and model verification. As the number of 

layers increases, model verification becomes a very difficult and 

costly task, as extensive field data, particularly boundary 

conditions, is required. 

A two-layer model, while re9uiring minimal "tuning'', pro

vides a picture significantly different than a one-layer approach, 

and is quite appropriate when there is strong natural stratification. 

In this paper, a model is presented for the description of the 

dispersion of matter in such a two-layer sy.stem. After the 

mathematical formulation, the physical aspects of the problem are 

discussed, focusing primarily on quantification of the dispersion 

coefficients and the interfacial transport mechanisms in terms 

of the mean flow characteristics. The finite element method is 

chosen for numerical implementation because of its successful 

application to one-layer dispersion problems [11]. The solution 

procedure is discussed and its stability requirements are 

established. Verification of the numerical results against 

analytical solutions, available for simple flow conditions [6], 

, is performed. Finally, an applic.ation of the mode'l to the 

Massachusetts Bay in conjunction with a large scale field 
' . 

experiment serves as an example of its applicability to real 

world problems. 
, . 
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MODEL FORMULATION 

The rnodel presented herein is intended to describe the 

dispersion of an arbitrary constituént~ possessing in general 

sorne vertical rnobility, in a two-layer (coastal) water body of 

variable bottom topography and boundary geornetry. The velocity 

field in both layers, as well as the layer thickness ,. are assumed 

known, presumably obtainable frorn a separate hydrodynamié rnodel. 

'By uncoupling the hydrodynarnic and dispersion models, the sarne 

' flow pattern can be used to investigate very econornically ~he 

transport of severa! different substances and to experinient with 

various loading strategies, pararneter values, etc. However, this 

can only be done provided the constituent of interest does not 

significant~y affect the flow field or the density struéture. 

The rnass balance of a constituent is expressed by the 

3-D convection-diffusion equation: 

wn.ere 

ac - .L (uc + q ) - -ª- (ve + q ) - .L ( (w-w )'c+q ) + p 
()t. = dX X ()y y ()z S Z 

(1) 

e is the local concentration 

u,v,w are the water velocities in.the x,y,z directiohs, 
respectively 

ws is the particle settling velocity, positive when iri 
the negative z direction 

qx' qy' qz are diffusive fluxes 

p represents generation or decay of the constituent. 

Integrating (1) between the layer boundaries and using 

Leibnitz's rule, the equations pertaining to a layered systérn are 

obtained. Thus, for the top layer (Figure 1): 



n 

J cdz = 
-hl 

4 
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a 
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( (uc+q } dz-ax h X 
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n t-I (uc+q }dz + 
y -h y 

1 
e 

1 

pdz + 

(2} 

The terms in brackets represent fluxes through the !ayer 

boundaries, i.e., the free surface and interface, 

respectively. The kinematic condition at the surface 

requires 

.. [Dn 
Dt wln = o ( 3} 

However, the interface, which is defined as the position of 

steepest density gradient (ideally, a density discontinuity), 

is not riecessarily a material surface. For this surface, one 

can write 

Dhl 
[w + Dt ] -h 

. 1 
= w e. 

(4) 

where we represents the relative velocity of the water 

particles (on the average) with respect to the layer boundary 

and is referred to as "entrainment" velocity. It is con-

sidered positive when upward, indicating net water rnotion from 

the bottom to the top layer. The diffusive flux component, q., 
l. 

of the interfacial transport may be expressed as a function of 

the concentration difference between the two layers. If the 

concentration at the interface is approximated by the average 

value of the two layers (consistent with the two-layer 

idealization) , the overall transport from layer 2 (bottom) to 
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to layer 1 (top} can be writt~n in the form: 

where a is a variable parameter. Equatión (5} shows that 

settling eounteraets entrainment, while for a neutrally 

buoyant eonstituent {w
5

=0) the top layer would gain material 

through entrainment when we > O. 

With respeet tó the remaining terrns in Equation,: (2} 1 the 

following notation is introdueed 
n 

e = J edz = e 1H1 
-hl 

- -e = e + e" 1 u = u + u" 1 v = v + v" 

(6) 

where the overbar denotes the average value over the layer 

thiekness and the double prime represents spatial deviation 

frorn the average. Equation (2} now takes the form: 

ac 1 a<li1c1 > 

at + ax 
a a 

= - ax 0 x
1 

- ay 0yi + Pl 

(7) 

Sourees 1 deeay 1 and boundary flux terrns ar.e ineluded in 

. P1 . The total dispersive fluxes 1 Q1 aeeount ~or both 

horizontal turbulent diffusion and dispersion due to vertical 

veloeity nonuniforrnities and are assumed to be approximated by 

Fiekian expressions: 

Jn (u"c"+q ) dz 
aé1 

a e 
Qx -H (E E 1 = = --+ ay> 

1 -h X 1 xx1 ax xyl 
1 

n (B} 
ac 1 a el 

Qyl = J ( v" e " +q } d z = -H (E · -- + E -ay> -h y 1 yx1 ax yyl 
1 
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The overall dispersion coefficients are elements of a second 

order tensor, consisting of an eddy diffusivity component 

and a shear dispersion component: 

r E 
XX xy 

Ed E - = E + 

lyx 
E 

y y 

Their q~antification is discussed in the next section. 
\ 

( 9) 

Followlng the same approach, one obtains the integrated 

equations for the bottom layer: 

= a º - 1- Q + P 
ax x2 ay y2 2 

(lO) 

whc;e P 2_ will',- in general, include deposition to the bottom. 

Equations (7) and (10) are the governing equations of the .two-

layer system. 

The boundary conditions for the dispersion problem are of 

two types (see Figure 2) : 

(i) concentration specified: C = C* on S . e 

(ii) normal dispersive flux (i.e., concentration 

gradient) specified: Q = Q* on sq. n n 

Assuming reflecting land boundaries, one usually prescribes 

Qn = O. Of major concern is the treatment of the ocean (open) 

boundary. The concentration may be maintained at zero only 

as long as the plume remains sufficiently far from 

the boundary. An ideal, but not economical, solution is 

to make the grid so large as to ensure that the plume 

will always remain well within the computational domain. 
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In practice, different conditions are p:escribed for 

outflow and inflow boundary segments. In the former case, 

· the concentration gradient is common~y speeifi@d, it§ Va1Y@ 

obtained by extrapolation from the interior. In the latter 

cas~, the concentration should be specified, but this is 

difficult since it is related to mixing conditions outside of 

the ·domain being modeled [lO]. A simple procedure, which 

proves satisfactory when the plume reaches the boundary with 

a low concentration gradient at a segment of predominantely 

outward flow, is to specify and maintain the gradient at 

zero [16]. This allows the material to advect through the 

boundary and assumes essentially complete mixing in its 

neighborhood. 

DISPERSION COEFFICIENTS 

The horizontal spreading of a constituent within a given 

"layer" is accomplished by the follow-ing three mechanisms: 

(a) Advection, in particular spatial or temporal 

variability of layer average currents, 

(b) Turbulent diffusion, i.e., mixing dueto small or 

large scale turbulent eddies, and 

(e) Dispersion due to vertical shear, that is, velocity 

nonuni forrni ti es over the layer ·. thickness. 

The contribution of the last two mechanisms is cornmonly 

expressed by the introduction of diffusion and dispersion 

coefficients, by,analogy to the molecular mixing process. 
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These coefficients basically arise from the simplified 

representation of the velocity field, and, indeed, the more 

simplified the latter becomes, the larger the coefficients 

need to be. Considering the diffusion of a cloud due to 

~urbulence, it is noticed that, at first, moderate size eddies 

contribute to the advection of the cloud as a whole, while 

mixing takes place at very smail scales. As the size of the 

cloud increases with time, larger eddies become involved in 

its interna! mixing. Thus, it is ·found that diffusion 

coefficients increase with time (or cloud size) [13]. 

However, when the flow field is specified at a certain spatial 

disciretization, such continuous growth of the diffusion 

coefficients is not justified once the cloud increases beyond 

the level of discretization, since eddies of the scale of the 

grid size are still described by the·advection terms. 

One approach for quantifying the eddy diffusivity is bas~d 

on using the 4/3 diffusion law derived from the theory of 

locally isotropic turbulence. This is applicable to horizontal 

diffusion in the ocean if one assumes that the eddies are 

essentially isotropic horizontally [14). Then 

E = bel/3L4/ 3 (10) 

where 

E is the eddy diffusion coefficient 

e is the'rate of energy input, per unit surface area 

L is 'the length scale, presumably related to the grid size 

b is a numerical constant, or arder 0.1. 
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An alternative expression for E, based on mixing length 

arguments [2,8] has the advantage of using the readily 

available mean velocity gradients: 

( 11) 

where 

~ = 2,aü>2 + 2<av>2 + ,aü + av>2 
ax ay ay ax 

According to [8], the sub-grid scale eddy ~oefficient is 

rnodeled using a length scale which is an order or magnitude 

srnaller than the grid size. However, the resolution of the 

flow field de~cription, associated with spatial averaging 

in ·the hydrodynamic rnodel being employed, has to be taken 

into account and the coefficient increased accordingly. 

The __ analogy between the effective horizontal spreading 

due to nonuniformity of the velocity p~ofile and the turbulent 

diffusion process was shown initially by Taylor [18] for 

steady 1-D flow through a pipe and later by Elder [9] for open 

channel flow. A parallel argument for the case of two 

horizontal velocity components (u,v) shows that the representation 

'of the dispersive fluxes according to (8) is indeed appropriate 

[ 6] • The shear dispersion coefficients are identified as: 

Ed 1 I: 1 [ f: 2 = u"d¡;;] dz 
XX H Ez 

Ed ! JH 1 rJ: v"dz:;J
2
dz (12) = y y H O E z 

Ed Ed 1 JH 1 J z u"dz:;] rJ: v"dc.;]dz = = 
IT o 

-[ xy yx E z o 

• i 
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where E is the vertical diffusion coefficiént, and H is z 
1 

the !ayer thickness. Once the velocity profile is specified, 

the above integrals can be evaluate~. One can preve that the 

shear dispersion coefficients comprise a second order tensor 

[6]. Therefore, profile information is needed only along any 

two perpendicular directions. In the simplest case, if 

self-similarity of the velocity profile in a layer is assumed, 

the dispersion coefficients mJy be related directly to the 

mean velocity and layer thickness. 

This treatment of shear dispersion is valid, only when 

sorne "initial time" has passed after the introduction of the 

material. The initial time -is related to the vertical mixing 

time scale, given by [3]: 

-- 2 2 
T = H /TT E e z 

( 13) 

Furthermore, with respect to the effect of a tidal componen~, 

it has been found [3] that the dispersion coefficient is 

essentially the same as if the flow was steady at any point 

of the tidal cycle provided that 

T/T > 1 
e -

{14) 

For typical values, H ~ 10-20 m (30-60 ft), Ez = 50 cm2/sec 

2 {0.05 ft /sec), one obtains T ~ 0.5- 2 hours, and condition 
e 

{14) holds. 

·, 
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INTERFACIAL TRANSPORT 

The erosion of the quiescent lower layer by the upper 

~.ayer, moving under the influence of wind or other driving 

:nechanism, is a well-known phenomenon in water bodies. It 

is explained by the one-way transport from the nonturbulent 

to the- turbulent layer, often called entrainment. The term 

is most familiar in the context of a jet, which draws ambient 

fluid due to its high momentum. The mechanism of erosion of 

a distinguishable density interface'has been e~aminéd in the 

past, mostly experimentally. Turbulent eddies appear to 

scour the interface, sweeping away interfacial disturbances 

at relatively large time intervals [19]. When both layers 

are turbulent and have comparable velocities, as is usually 

the case in coastal waters, there must be a two-way transfer. 

Denoting the respective volumetric rates of transport, per 

unit area, by m21 and m12 (see Figure 3), the net rate of 

transport of material toward the top layer is 

(15) 

This, of course, assumes that the particles of interest 

do not have independent motion, which would provide yet another 

contribution to interfacial transport. By setting w
5 

= O 

in Equation (5) and comparing with Equation (15), it is 

evident that 

(16) 



12 

Thus, the entrainment vcl.uc.ity expresses the ·net rate ·of 

water motion between the layers, while a represents an 

average exchange rate and indicates'that interfacial transport 

is present even without net entrainment (i.e., "steady-state" 

coriditions with respect to layer boundaries). 

Several experimental and theoretical investigations 

[4, 12, ~9] have been carried out in the past, mostly in 

1-D two-layer _systems with one layer quiescent. The one-way 

transport rate (similar to m .. , above) was then determined 
1] 

by the thickening of the moving layer. It was found 

proportional to sorne characteristic velocity and inversely 

proportional to a Richardson number- associated with the 

stability of the system. Various lerigth ·and velocity scales 

have beén used and, at first, the agreement between a nurnber of 

the proposed formulas seems .to be only qualitative. However, 

if comparable measures are used, a rather general expression 

emerges in the form [6]: 

m .. ~ 
]1 

lo- 3¡v. 1 
1 

Ri o 
i,j = 1,2 

where, in a 2-D domain, the overall Richardson number is 

defined as 

g 
/)p 

H 
Ri = p 

o -+ -+ ) 2 (V. - V. 
1 J 

( 17) 

( 18) 
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and /).p is the (sma11) density difference 

p is the density of eithet layer 

H is thé average layer thickness, i. e. , ha1f the depth 

V., V. are the depth-average velocities in 1ay·ers, i,j. 
l. J 

The rates of interfacial transport are typically smal1 

for· stably stratified water bodies~ e.g., the value of a 

is of the órder óf 10-S m/sec (ft/sec). Nevertheless, this is 

of the order of settling velocities of fine particles and its 

contribution may become significant over the relatively 

1arge 1ength and time sca1es typical of coasta1 atéas -

especially.when multiplied by a 1arge concentration 

difference. 

The 9se of Equa~ion (17) is conditiona1 on the existence 

of a mean velocity in the layer, which is usual1y the cáse 

in tidally dominated f1ows in coastal areas. However, 

interfacia1 transport may well be present in the absence of 

mean flow, as indicated by experiments with stirring grids 

[19). Further research is needed in this area for a more 

general quantification. 

NUMERICAL TECHNIQUE 

The fini te element method is chosen fo'r spatial discre·ti za..: 

tion because of its great f1exibi1ity i~ grid layout and e~sy 

handling of spatial variability. To find the approximáte 

solution the wei_ghted residual method is applied to ea·ch 

layer, resulting in the syrunetrical weak form [11]. Then, the 
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domain is subdivided into linear triangular elements, 

resulting in a set of linear ordinary differential equations 

with the nodal concentrations as unknowns; 

~1 
"' M = ~1 

( 19') 

~2 "' M = ~2 

In ~quation (19), Mis the geometrical sys~em matrix (it 

is assurned that the spatial discretization is the same 

for both layers), and P. is the forcing vector for layer i 
-~ 

containing advection, dispersion; decay, interfacial transfer, 

sources and boundary conditions. Time integ~ation is performed 

by an implicit iterative trapezoidal scheme, as follows: 

c(i+l) 
-l,t+Llt 

c<i+l) 
-2,t+6t 

6t -1 "'(i) A 

= ~l,t + 2 ~ e~.\, t+6t + ~l,t) 

(20) 

=e + L\t M-1 ((i) + :P ) 
-2 ,t 2 - ~2 ,t+6t -2,t 

Since ~ is time invariant, it has to be inverted only once. 

" By lumping all other terms in P., maximurn generality in 
-~ 

handling time variability or nonlinearity of the relevant 

parameters and loadings is achieved. In practice, the 

iteration continues until either a measure of ~he difference 

between consecutive iterates is below a specified tolerance, 

or the nurnber of iterations reaches an imposed upper limit. 

In the case of constant and equal layer thicknesses, no 

entrainment and constant a,.Equation (19) can be written 

in the expanded form [6]: 
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(21) 

where A., K., D., G. are the advection, dispersion, decay, 
-1 -1 -1 -1 

and interfacial diffusion mátrices; s. contains source loadings; 
-1 

and F~ includes the terms resulting from hhe prescribed 
-1 

boundary conditions. 

The trapezoidal integration scheme applied to Equations 

(21) can be shown to be unconditionally stable, under no 

iteration, for an arbitrary grid [6]. The procedure is similar 

to that of the one layer case [7] .- Actually, the inter-layer 

exchange term enhances the stability of the system. However, 

the itera t.i ve procedure used imposes a-, restriction on the time 

step. 

Applying the time integration scheme to (21) yields! 

M e (i+l) 
-l,n+l = - l\.t <~l+K_l+n_.l+G_)n+l e<i> + l\.t G e (i) + º--1 ~ _ -l,n+l 2 -n+l -2,n+l _ 

(22) 

where the subscript n+l refers to time t+l\.t and the quantities 

91 , 92 .. are known from the previous time step. To investiga te 

convergence of the_iteration procedure, the equutions are written 

as: 

n c(i+l) = B e<i> +o (23) 
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where 

c<i+l~ 
c<i+l) e ( i) M o 
-l,n+l 

c<i)= 
-i,n+l 

R = 
e {i+l) c<i) ót G 
-2,n+l -2,n+l 2 -n+l M 

lit G 
2 -n+l 

B = 

o 

·rhe convergence requirement is 

~~~-l ~11 < 1 (24) 

--Expressing R as a product, 

(25) 

leads to 

I ol r-1 o 
-1 

R = ~~ ót M-lG -1 
2 - -n+l 

M 

(26) 

Since now both.R-l and B involve triangular matrices, their 

eigenvalue norms are conveniently expressed in terms of their 

diagonal elements, Thus, condition (24) is equivalent to 

11 M-1 ó2t 11 (A.+K.+D.~) l < 1 
-J. -J. -J. - n+ 

i = 1,2 (27) 
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which implies 

A - 2 
Llt. < 1 

11M-. (A.+K.+D.+G 11 
- -J. -.J. -J.-

(28) 

A more restrictive condition is 

6t < 
2 ( 29.) 1 

These criteria are analogous to the one-layer results [7], the 

difference. being the addition of the interfacial excharige 

term. 

Evaluating the matrix expressions for an individual 

equilateral triangular element of side 6s yields an 

approximation to (29) in terms of the problem parameters: 
', 

6t < V. 
l. 

1.2 ós + 8 

1 

~ + a. 1 

2 2 

(30) 

where k is the decay rate, a.' = a./H, E. is the (assumed isotropic) 
l. 

dispersion coefficient and v. is the (assumed uniform) velocity 
l. 

of layer i. As discussed earlier, the value of a.' is 

cornrnonly small and its contribution to limiting the time step 

will typically be marginal. Then, 6t is basically restricted 

by the flow conditions in the individual 1 layers. 

VERIFICATION 

To test the accuracy of the numerical approximation, 

comparisons with analytical solutions are desirable. However, 

the latter are available only under very simple flo~ conditions. 



18 

In Figure 5, the numerical model is compa~ed with the 

solution for an instantaneous source in the top layer of a 

1-D counterflow, derived in [6]. A unit load is distributed 

between the three nodes at x = O of the grid whown in Figure 4, 

and the results adjusted to yield values per unit widtD of 

the channel. A unit depth is assumed for each layer. Zero 

concentration is specified at the ends of the grid and zero 

flux is prescribed along the side boundaries. The parameters 

used are: 

vl = -v2 ,= 0.05 m/sec (0.164 ft/sec) 

E1 = ~2 = 0.01 m2/sec (0.108 ft2/sec) 

= 5 x 10-4 m/sec (16.4 x 10-3 ft/sec) 

6t = 0.1 sec 
k = o 

Very good agreement with the analytical solution is obtai~ad. 

The much lower concentrations observed in the bottom layer 

support to sorne extent the traditional treatment of the inter-

face as a barrier. However, this simplification may not be 

reasonable for long time periods and is certainly not valid 

for substances possessing vertical,mobility. Figure 5 also 

points out the great advantage of the two-layer treatment, 

in relation to the more detailed description of the flow field. 

In this particular counterflow case, the depth-average velocity 

is zero and a one-layer approach w~uld imply a stationary 

concentration peak located at the origin. 

The behavior of the model at ste~dy state was also examined. 

The results for a continuous load~ of one unit/seó, intrcduced 

in the top layer, are shown in Figure 6. A high decay rate is 
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specified to speed up the arrival at steady-state and keep 

appreciable concentrations away from the bounqary. Th~ 

remaining parameters are the same as in the transient test, 

~xcept for a higher interfacial mixing rate used to ·make the 

exchange between the layers more pronounced. Again agreement 

is quite good. 

APPLICATION 

To establish confidence in the predictive capability of 

the model and the degree of its applicability under natutal 

conditions, further verification consisting of comparison to 

real world cases is necessary. Agreement can never be expected 

to be perfect, in view of the extreme complexity of the 

physical processes involved and the unavoidable simplifications 
' . 

employed in any model. Nevertheless, the ability of the model 

to reproduce certain basic features of the actual data should 

be evaluated. 

A dispersion experiment was carried out by the R.M. Patsons 

' Laboratory of M.I.T., sponsored by the Boston Edison Co.~ 

in the vicinity of the Pilgrim Nuclear Power Station on the 

Massachusetts Coast (~igure 7), in August 1975. Five hundred 

pounds of small sphalerite particles (ZnS) with fluorescent 

inclusions were introduced into the water and their motion was 

subsequently·monitored for five days through samples taken 

by boat and by helicopter. By averaging, at each location, 

samples taken above and below the thermocline, the field data 

'~~ 
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w;~re~reduced toa single representative value for eacn 'iayer. 

The resulting plots,. in particles/lt, are shown in Figures 8a, 

b, e, corresponding to 1, 2 and 3 days after the dumping took 

place. The plume is seen to move slowly to the southeast, 

approximately parallel to the shoreline and later extend to the 

east. 

In the numerical simulations, the finite element grid was 

the same as used in previous applications of one-layer models 

to the Bay [15, 16). The shaded·triangle was loaded over a 

period of three timesteps (i.e., 4500 sec.), which corresponds 

approximately to the actual duration of the dumping. However, 

the area of the triangle is quite large in comparison to the 

actual source and consequently one should expect. unrealistically 

large plúme areas for short times. The value of the (isotropic) 

2 2 
dispersion coefficient, 30m jsec,(323 ft /sec), and the differ-

ence in tidal amplitude between the ends of the open boundary were 

kept the same as established for the one layer models [6). The 

circulation model used to provide velocity inputs is that of 

Wang and Connor [20). Since this requires, at present, that 

both layers exténd over. the whole domain, sorne nodal depths had to 

be artificially increased to at least 15 m (49.2 ft), in order 

to avoid intersection of the interface with the bottom. As ini-

tial condition, the position of the interface was set at 8 m (26.2 

ft), consistent with the little available information [5). Along 

the ocean boundary the interface was assumed to vary linearly and 

move together with the free surface over the tidal cycle. 
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The sensitivity to 'the type of interface motion was found 

small [6], but other than linear configurations were not 

examined. Actual time varying wind data were used in the 

computations, while a "typical" tidal cycle was used repeatedly. 

5 . -5 
The interfacial mixing rate was set at 10- m/sec ~3.28 x 10 ft/ 

-5 -5 sec) and the settling velocity at 7.3 x lO m/sec (24 x 10 

ft/sec), based on an average particle size of 7 microns. 

Computed concentrations at 1, 2, 3 days after the injection 

are shown in Figures 9a, b, c. Taking into account the initial 

spreading of the source and the uncertainties about the velocity 

field, good qualitative agreernent is observed, with respect 

to the location and peak values of the plurne., 

CONCLUS r'ONS 

In this paper, the problem of·dispersion in strongly 

stratified water bodies is examined. The two-layer idealization 

is adopted as a useful extreme case and,at the sarne tim~ t~e 

sirnplest to handle rnathematically. Quantitative expressions 

for the dispersion coefficients and the interfacial transport 

rates, needed for engineering applications, are proposed. 

Also, a criterion for selecting the time step is presented. 

The ability of the two-layer model to handle transport 

between the layers was seen to be irnportant in providing a 

refined picture of the vertical concentration distribution, 

whether or not the constituent of interest has sorne vertical 

mobili ty. A further advant.age of the two-layer fortnulation 
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lies'.in the more detailed description of the velocity field. 

This, in turn, points out the need for using realistic current 

inputs. 

The development of numerical techniques is outgrowing 

the present ability to define realistic inputs and also the 

basic knowledge of sorne of the physical processes involved. 

Further fundamental research is needed for better understanding 

the turbulent mixing process in stratified environments. Also, 

field monitoring programs are required to provide reliable 

inputs, primarily on the behavior of the interface along open 

boundaries. 
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decay matrix 

overall dispersion coefficients 

shear dispersion. coefficients 

boundary conditions vector 

interfacial transport matrix 

layer depths 

average of H1 and H2 

dispersion matrix 

length scale for diffusion 

geometrical matrix 
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interfacial transfer 

overall forcin~ vector 

dispersive fluxes 

overall interfacial transport 
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time scale for mixing 
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diffusion 

turbulent diffusion coefficients 
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density, density difference 
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time step 
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INTRODUCTION 

Experience and engineering judgment form the basic foundation 
for designing sampling programs. Collection of accurate. field 
data is required for verification of constituent (pollutant) 
dispersion predictions. However, the complexity of the dis
persa! phenomenon precludes the design of optimal sampling 
strategies based upon only qualitative analyses; more substan
tial quantitative analyses are required. 

The most informative sampling strategy would require the 
collection of samples covering the entire spatial and temporal 
domains of the partic~lar problem at sufficiently small spatial 
and temporal intervals to ensure the identification of ~11 
important information. A greatly reduced number of sarnples is 
usually collected due to the imposition of cost constraints. 
In such cases, decisions must be reached as to which samples are, 
arid which are not, to be collected. The importance of such 
decisions is magnified in short-term field sampling pro-
grams. In long-term monitoring programs, one has the capabil-



ity of altering the initial strategy to improve its effective
ness as data becomes available. Due to the relatively short 
duration of typical field sampling programs (e.g., tracer 
experiments), they must be desioned befare the start of the 

o 
· sampling effort, since the results of sampling are not usually 
available until after the conmencement of the field program. 
Thus it is desirable that a methodology be made available 
to assist in the designing of effective sampling programs. 

Only within the last few years have quantitative methodologies 
·ror determining spatial and temporal sampling intervals begun 
to appear in the technical literature. The particular 
methodology of interes_t is based upon the concep·ts of Estima
tion Theory (specifically, Kalman-Bucy filtering) ~· Estimation 
Theory refers to a variety of statistical techniques developed 
for determining best approximations of unknown quantities from 
observations (data) which are recognized as being imperfect, 
i.e., containing uncertainty. Kalman-Bucy filtering is a 
technique available for the estimation of the states of a 
system by the sequential extraction cif information from ~ata, 
as the data becomes available. It has been employed success
fully in the field of navigation and guidance of spacecraft 
since the mid 1960's, and severa! investigators have recently 
attempted to apply these concepts to environmental pollution 
problems. Moore [1973] applied filtering techniques to 
determine the .mínimum monitoring frequency of certain water 
quality constituents for a simulated river system. Brewer and 
Moore [1974] extended the work of Moore [1973] to include the 
problem of determining the water quality constituent to be 
sampled and their spatial locations. Although Desalu [1974] 
did not directly address the monitoring design problem, he 
illustr9ted the applicability of Estimation Theory to such 
air pollution problems as: i) estimation of the three
dimensional distribution of pollutant concentrations from ob
served data, ii) identification of the diffusion coefficient 
and other model parameters and iii) identification of the ~jor 
sources of air pollution. Pimentel [1975] illustrated that a 
simplified formulation results when measurements are made 
infrequently. This approach required ignoring the advection of • 
the constítuent; only diffusion is considered, an assumption 
unsuitable for estuarine areas. In addition, the important 
question of what is the maximum rate of sampling that can be 
considered as infrequent was not addressed. 

A comnon deficiency of the above studies is the lack of effort 
directed at quantifying the rnodeling uncertainty. Although 
filtering concepts are straightforward, difficulty arises in 
their application. A majar difficulty is the quantification 
of the modeling uncertainty. Lettenmaier [1975] considers 
uncertainties in tributaries, waste sources and certain param
eters in his approach to design of river monitoring programs 
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for detection of water quality trends. The use of a steady
state ene-dimensional model and temporally constant uncertainty 
statistics severely restricts its usefulnes~. The work of 
Dandy [1976] appears to be the most complete study published 
to date. He considers the design of riverine monitoring pro
grams using a ene-dimensional transient model of the advection 
of water quality constituents. Modeling uncertainty due to 
randomly varying streamflow, tributary discharges, and waste 
sources is considered. However, he neglects constituent dis
persion and model parameter uncertainties, and uses a simpli
fied representarían of the hydrodynamics. 

In this paper, the analytical framework for applying Kalman
Bucy filtering to dispersion in a coastal water body is 
developed. Particular emphasis is placed on quantification of the 
model uncertainty due to model parameters, source loadings, and 
velocity.fields. The formulation is discretized with the 
Finite Element Method, and a number of comparison studies are 
presented. 

' In what follows, we outline first the filtering strategy~ then 
describe briefly the Finite Element implementation, and 
lastly discuss sorne examples. 

FILTERING CONCEPTS 
------------

----

Consider a linear, discrete mathematical model of the following 
form: 

(1) 

where 
X is a n-dimensional system state vector 
~ is a n x n dimensional state transition matrix 
~ is a n-dimensional vector of known deterministic inputs 
t3 is a n x n dimensional factor matrix of the deterministic 

input vector 
n is a n-dimensional vector of model uncertainty having 

zero mean and covarianc'e QM , as designated by 
(O,QM ) (t) 

(t) 

( )t+ót represents the array evaluated at time t+6t 

( ) represents the array evaluated at time t 
t 

6t is the time increment 

The state-space model forin of Equation 1 allows the calculation 
of the system state vector at time t + 6t from the system state. 
vector at time t. · Since O ( ) is independent of X ( ) 7 the model 
is linear in the independ~rlÉ variable~( )" It istálso discrete» 
as opposed to continuous, since it allow~ the computation of the 
dependent system state vector at only discrete times (temporally 

-~------

1· 



spaced ~t units of time apart). The deterministic model would 
not normally include the last term, Q . It is included here 
to ~ignify the uncertainty in·the res~f~s predicted by the · 
deterministic model. Specification of a zero mean model uncer
tainty defines an unbiased model. If the model is biased~ and 
the value of the bias is known, the model uncertainty can be 
represented by a deterministic bias and a zero mean random con
tribution. 

Consider next, the following linear~ discrete form of the ob
serva tions: 

(2) 

where 
z 
-(t) 
H 
- (t) 
1..(t) 

is a m-dimensional vecto~ of field observations 
"is a m x n dimensional observation matrix 
is a m-dimensional vector of observation uncertainty 

having zero mean and covariance Q ~ as designat~d 
by (O,Q ) 

0
(t) \ 

o (t) 

The observation matrix, ~ , designates the locations at which 
the data is collected. Aft~ach time step, a new observation ma
trix may be formulated, with the number of rows corresponding to 
the number of observations at that time. For each row, zcros 
(O's) appear in all columns except the column corresponding to 
a node of sa~pling; in this column, a one (1) is placed. For 
example, if only nade 2 is measured in a 4 nade system, the 
observation array will be: 

[O 1 o O] 

Information from the model and observations can be combined by 
Kalman-Bucy filtering, as presented by Gelb [1974], Jazwinski 
[1970], and Schweppe [1973]. The first stage of the filter (i.e., 
prediction state) entails the extrapolation of both the state 
estimates and the systern error covariances forward in time to the 
next discrete time point using the system model of Equation l. 
Assuming that the model uncertainty is uncorrelated in time, the 
predicted system error covariance is: 

where 

r = ~ r l ~ T + Q 
_(t+6tlt) _(t)_(t t)_(t) _M(t) 

(3) 

~(t+6tlt) is a n x n dimens]onal predicted system error. 
covariance rnatrix evaluated at time t+6t, given 
measurements only up to and including time t· 

r . 
- (t 1 t) 

is a n x n dimensional ~ated system error covarianc~ 
matrix cvaluated at time t, given measurements ü)' 

t~ ~nd including time t 



The above expression emphasizes that the system uncertainties 
are propagated through the model in a way analogous to the system 
states themselves. The model error covariance, Q , arises 

M(t) 

due to the error introduced in the propagation of the system 
errors from one time step to the next by use of the model state 
transition matrix. 

The updated system states are obtained from the predict.ed sys
tem states and a linear weighting of the difference between 
the predicted system values and the observations as: 

X = X + K - [Z H X ] (4) 
-(t+6t) -(t+ót) - (t+ót) ~t+6t)-_(t+6t)-(t+fit) 

where ... · 
X(t+At) is the n-dimensional vector of updat.ed system 

states 

Since mínimum variance system state estimates are desired, 
~hat veight.ing function is computed ~ich minimizes the ~race 
of the predicted error covariance matrix. This weighting 
function, specifically called th.e Kalman gain· matrix:. is: 

~(t+ót.) is the n x m dimensional Kalman gain matrix 

( )-l indicates the inverse of the given array · 

( )T indicates the transpose of the given array 

:es) 

It is seen from Equation S'that the Kalman gain matrix is 
computed from the weighting of the uncertainties in t.he predic
~ed system values and the observations. With such, t.he updated 
system uncertainty is computed from: 

K H ]I: 1 _(t+ht)_(t+6t) _(t+6t. t) 
(6) 

where 

I is an n x n dimension,d identity matrix 



From the above, ii is seen that the updated system error có
variances can only be less than or equal to the predicted sys
tem error covariances. With perfect data, th~ system error 
covariances are reduced to zero at the locations of sampling~ 
With uninformative data, the updated system error covariances 
·will correspond exactly to the predicted system error covariances. 
An extremely important characteristic of the system error co~ 
variance update is 'its independence of the actual data values; 
only the statistics of the data uncertainty are required. This 
property allows the system error covariances to be computed 
befare the data is made available, and thus, can be made to 
assist in the design of data collection programs. 

To swmnarize thé fil te:dng process and computational require
ments, the filter equations are presented in the flowchart of 
Figure l. Whether data is available or not, the predicted 
syste~ states and system error covariances must be calculated 
at each time step; the major computational cost of the filter 
is incurred here. In actuality, the computational difficulty 
and cost of filtering depends on whether the errors are fhite 
or colored (temporall~·invariant or correlated), and on 
whether the systew is linear or nonlinear. The filtering al
gorithm presented here has made use of simplifying assumptions 
appropriate for linear system dynamics and temporally uncorre
lated errors. For more detailed descriptions of filtering,· 
the reader is.referred to the works of Gelb [1974], Jazwinski 
[1970], and Schweppe [1973]. 

DETERMINISTie DI.SPERSION NODEL 

The deterministic model employed here is a vertically averaged 
two-dimensional finite element discretization which is applicable 
when the velocity and concentration vary slowly over the water 
column, i.e., for well rnixed conditions. We have restricted the 
treatment to a'vertically averaged formulation since our objective 
was to investigate the computational feasibility of applying 
filtering techniques and a three-dimensional treatment woUld be 
premature at this time. 

Integrating the general convective diffusion equation over the 
water column results in the following governing equation 
(see Leimkuhler [1974] for details): 

-ª-e +-ª-- (Ü e) d - d 
Qx 

d 
+ ay (v e) :;:: 

ay~ + S. + S + sb at dX dX l. S 

where 
e is the depth integrated concentrat~on, 

e = pe· h 

(7) 

p is the mass density of the constituent and water mixture 
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e, u, v are the depth-averaged values of concentration and 
horizontal velocity components 

h is the total height of water column 
~i i~ the ,consti tuent- mass input rate per ·,mlt projected area 
S

5
• Sb are the normal source loading flu~ components through 

the surface and bottom of the water column 

The flux terms are approximated with isotropic Fickian disper
sion expressions, 

p h E 
x,y C3x 

(8) 

O = - p h E 
~ x,y ay . (5) 

where E is the isotropic disper~ion coefficient 
For the parEi~ular case of settling of discrete particles (e.g., 
sphalerit~ tracer particles, suspended sediment, etc.), the 
source and sink terms are simplified by assuming a first order 
decay rate due to the settling velocity of the particles,and 
constant concentration through the layer. This yields 

s. + s + s = s. - P w e 
1 S b 1 S 

(lO) 

where w is the particle settling velocity. 
S 

For coastal problems, the concentration is specified as C = O on 
the ocean boundary when the boundary is far from the plume. · The 
normal dispersive flux is specified as Q = O along the land 
boundary. If the plume intersects the o2ean boundary, the normal 
dispersive flux can be prescribed as being equal to zero provided 
that the concentration is constant outside the domain. 

Equation (7) is transformed to its-symmetrical weak form and the 
Finite Element spatial discretization is applied. The details 
are presented by Leimkuhler, et al (1975), and we list here only 
the finai form of the governing equation:: 

~ ~t ~ + ~ · e+ Ex,y • K • e + w5 • n C- S+ F o (11) 

where A contains the advective.terms, K defines the dispersion 
component, ~ refers to decay, ~ contai~s the source loading, and 
'E represents the dispers'ive boundary flux term. 

The trapezium method is employed to propagate the solution in 
time. In the detenninistic case, the scheme is relatively inex
pensive since the state transition matrix, ~. does not have to be 
generated. However, it is required for the-covariance propagation 
If advection is treated with the "pure" trapezium, the generation 
of ~ would require matrix factorization at each time step. To 
redüce this effort, an Eulerian approximation for advection is" 
introduced and the solutiou is propogated 'W'ith 



. ... 

[M+ ~t (E ·K+ Y • D))C =[M 2 x.y s _ --n+l _ ~t (E • K + Y • D) 
2 x.y s 

- ~t A ]C + /).2t (~+1 + S ) 
-n -n n (12) 

Yhere 

( .")11 designates the given array evaluated at the discrete 
time point, t 

!J.t is the time incr~ment 

\ 

The Euler approximation for advection decreases the stability 
limit but this is usually not a problem for coastal dispersion • 
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QUANTIFICATION OF DISPERSIOH MODELING UNCERTAINTY 

The majar effort required in applying Kalman-Bucy filtering to 
coastal dispersion prcblems is quantification of the modeling 
uncertainty. Since coastal dispersion generally involves a 
large number of unknowns. only a first-order uncertainty analysis 
is feasible. In first-order analyses. each variable is consid
ered to be a random function in which the mean represents the 
best estímate of the variable, and the variance quantifies the 
uncertainty in"the estímate. 

To compute the uncertainty in the predicted concentrations, 
due to parameter and input uncertainties, the deterministic 
model is expanded in a Taylor series about th·e mean values of 
the ~ariables. Retaining only first-order terms, results in 
the following equation which defines the propagation of the 
uncertain.ty in concentration: 

[M + l1 t (E • K + w • D) ] C 
2 x,y s - t+ót 

= [M - ót (E • K + w • D) - 6t • A ] C 
2 x,y - s _ -t - t 

ót • A ] f.. 
-t .... 

(13) 

where ( ) represents the uncertainty in the given variable at 
time t t 

Our representation of the model parameters and inputs.is 
equivalent to considering the uncertainty-about the mean 
value as a zero mean process. The isotropic dispersion co
efficient and first-order decay rate uncertainties are inter
preted as 

:X,y ~ (O 2 ) 
.t; , aE x,y 

w ~ (O, a 2 )· 
S W 

S 



~here 0~ represents the variance of the uncertainty in the 
variable x 

Representation of the model inputs uncertainty creates more 
difficulty. For multi-location source discbarges, each dis
charge would normally have its own characteristic level of 
uncertainty. However, to simplify,the loading is expressed 
in. terms of a single loading parameter and a vector defining 
the spatial distribution of the loading as, 

.where 

-S = ' R "'-t .1\ t -t 

Xt is the loading parameter 

R .is a vector describing the geographic locations of 
-t: the loadings 

If only one source location exists, such as in most tracer fiéld 
experiments,the above expression is exact. The uncertainty 
in the loading parameter is represented as a random function 
with zero mean and prescribed variance~ 

). - (O, a, 2) 
t . " . t 

where 
At is the source loading uncertainty 

2 aA is the variance of the source loading uncertainty 
t 

The flexibility of handling temporally and spatially variant 
velocity fields creates difficulty in representation of the 
advection field uncertainty. Our approach is based on f.orm
ulating the uncertainty at the element level similar to the 
formulation of the element advection matrix of the ,determin
istic dispersiorr model. 

Equation 13 sho\./s that the effect of velocity uncertainty on 
the uncertainty of the predicted model concentrations is 
determined from 

[M + 2..!_ (E • l( + w • D)) C == -t\t. A • C (14) 
- 2 X. , y - S -t+!l t _ t -t. 



The advection uncertainty term is decomposed into influence 
matrices and vectors of the ·x and y component velocity field 
uncertainties as 

-lit· A • C = A (u). + A (v) · v 
-t ~ - t ~ t -'-t 

(15) 

vhere ~ is the ve-ctor of x cornponent velocity field uncer
tainties · 

!t is the vector of y component velocity field uncer
tainties 

Using Equations 14 and 15, the following factor matrices can 
be defined (details are presented in DeGuida [1976]): 

(16) 

4» ==[M+ lit (E • K+w ·D)]-l.A(v) _v,t _ 2 x,y s _ _ t (17) 

Col1ecting the various uncertainty contributions, the two
dimensional moda¡ uncertainty expands to: 

e == 4J e -t+llt _e, t+llt -t 

:X y .. -x,y 
+ .ti ~ • -4: ~> t + Et+llt. ÍE , t+llt 

x,y x,y 

+w· .tt. +w .A. 
S t .. .Iw ::. S .+·A .L w , t+llt 

S t ut S 

+ A t • Í A, t + ). t+llt • .! ). , t+llt 

+4» oU +~ v~t _ u,t - t _ v,t (18) 

where 

~ . = [M+llt
2 

(E .K+w .n)]-l _c,t+llt _ x,y _ s _ 

[M - ~ (E • K + w • D) -lit. A ] _ 2 x,y - s _ _t 



fE t 
x,y' 

= [M + i\t (E • K+ w • D) ]-1 (- i\t • K· e ) _ 2 x,y _ s _ 2 _ ~ 

-~-i:: t+fl t 
x,y' 

= [M+ .1t (E · l<+w • D)]-1 
_ 2 x,y s 

w · D) ]-1 (- i\t • D • e ) 
S - 2 - -t 

1.). t , (E . K+ w • D) ] - 1 
x,y s 

(flt • R ) 
2 - t 

Í . = (M + f:.t . -1 
(E • K+ w • D)] 

~ ,t+tt - 2 x,y _ s _ 

~ aod ~ are as defined in Equations 16 and 17. _u,t _v,t 

The propagation of the variance is obtained by squaring the 
uncertainty and taking the expected value. The two-dimension
al form is, assuming stationary random processes (i.e., time 
invariant statistics of the uncertainty) (see DeGuida [1976]): 

r = ~ T <f»T 
_c,t+t.t _c,t+flt _c,t _c,t+flt 

+ 0 ; y [_tE t Í~ t + ÍE , t+fl t i~ , t+ll t 
,t; ' x,y' x,y' x,y x,y 

+ ( i !T . ) ( m c!JT )T] 
<Pe t+f:. t E , t E • t + <P e , t+ll ~E , t..L.f: , t 
- ' x,y x,y - . x,y x,y 

2 - 1' T 
+ 0 w [~, t ~ , t + .ÍW , t-+'flt .Íw , t+llt 

S S S S S 



where 

+ a,2 [_t, t ~T + 4> i~,t+t.t 
h h, ~.t -A,t+bt ~ 

(19) 

r is the variance of the m9del predic~ed concentra
_c,t tions at time t 

r _u 

r _v 

is the variance of tbe x-directional depth averaged 
velocity components 

is the variance of the y-directional depth averaged 
velocity 'components 

SAMPLING EFFECTIVENESS DETERMINATION 

Once the modeling uncertainty is quantified, a Kalman filter
ing algorithm is developed te quantify the effectiveness of 
sampling~ as has been shown by previous investigators (e.g., 
Moore (1973), Brewer and Moore (1974), Pimentel (1975), and 
Dandy (1976)). With Kalman filtering, all that_needs to be 
specified for the update of the system uncertainty are the 
observation matrices defining the locations of measurements 
in time and the statistics of the uncertainty in tbose 
measurements. If an estimate of the measurement uncertainty 
is available, the system uncertainty can be propagated in 
time, considering different observation matrices, i.e.P 
different sampling strategies. Comparing the system un
certainty allows one to cvaluate the potential effectiveness 
of various sampling strategics befare the actual experiment 
is performed. 

In designing sampling strategies by Kalman filtering, care
ful analysis is required in defining the observation matrices. 
The formulation as stated is entirely general, such that an _ 
infinite number of possible sampling networks (i.e., defini
tion of the time-variant spatial locations of sampling) can 
be analyzed, if so desired. However, specific characteris
tics of each problem will normally limit the possible number 



of sampling strategies to be tested. Of concern might be 
such factors as budgets allotted for sampling. required 
leve! of information from sarnpling, restricted sampling days 
and/or hours of sampling (e.g .• only sunlight hours). politi-· 
cal boundaries, certain legal aspects, and so on. All these 
factors, and many more, wilÍ probably influence the selection 
of possible sampling strategies. Of extreme importance here 
is the use of experience in sampling and engineering judgment. 

For observations to be informative. the uncertainty of the ob
servations must be less than the uncertainty in the predicted 
concentrations, i.e .• the updated system uncertainty must be 
less than the predicted system uncertainty. It is therefore 
natural to choose the sampling strategy of minimum system 
uncertainty (i.e., the minimum system error covariance 
matrix). However, as the duration of time increases after 
the-last observation has been made. the system uncertainty 
increase·s until finally no reduction in the system uncertain
ty is noticed. Therefore~ at different times. different 
measures of the effectiveness of sampling would be obtained. 
To compute the sampling effectiveness over·the entire time 
duration of the experíment, the reduction in the system error 
covariance matrix (i.e., predicted sy3tem error covariance 
matrix minus updated system error covariance matrix) is calcu
lated at each time a sample is collected. Since the majority 
of the reduction occurs in the uncertain variances (i.e., 
diagonal elements of the system error covariance matrix). only 
the reductions in the trace are computed. Summation over time 
of these component reductions leads to a total measure of 
sampling effectiveness. Maximization of the total reductions 
of the system uncertainty is therefore an appropriate measure 
of sampling effectiveness for the specific problem of tracer 
e.xperiments. 

Some may criticize the previously described optimality criter
ion for the simplistic way of defining the feasible set of 
sampling strategies, i.e., observation matrices. In reality~ 
even though a particular sampling strategy may not satisfy 
all the constraints, the penalty incurred in the constraint 
violation may be so small that the design will be more effec
tive than all the others tested which satisfy the imposed 
constraints. These problems can be avoided by the definition 
of a utility function which could be made to reflect the value 
of sampling in light of all the complicating factors. The 
criterion for determining the most effective sampling network 
would be that network \.7hich maximizes the expected utility. 
Such a maximization of the expected utility has become a 
traditional objective in Bayesian statistical decision theory. 

A majar disadvantage of defining the sampling effectiveness as 



maximizatian af the expected utility is the diff1culty of ex
pressing the utility in mathematical farm. It is often very 
difficult ta quantify certain characteristics of the problem; 
it may be practically feasiblc far only very special cases. 
Therefare, in light o'f the necessity to develap simpler eval
uatian criteria, evaluatian of anly feasible sampling strate
gies, as previously describcd, appaars to be the most appro
priate for the purpases of this study. 

RESULTS 

Far purpases of illustrating the usefulness of the filtering 
algorithm for evaluating sampling effectiveness, same results 
for the ene-dimensional modeling of a channel are presented 
first. The finite element grid used is shown in Figure 2 • 

. A canstant depth of 1 meter is used. Contaminant is contin
uously injected at the source nade. Zero concentrations are 
specified at the extreme ends of the grid (i.e., at x =O and 
x = 3 meters). A time increment of 0.1 seconds is used in 
the model. The mean values and standard deviations of the 
model parameters and inputs are: 

Par ame ter 

longitudinal 
dispersion co..:. 
efficient 

first arder decay 
rate 

Input 

longitudinal flow 
velocity 

continuous source 
laading rate 

Mean Value 

" 2 
0.01 meters /sec 

0.2/sec 

0.05 meters/sec 

1 gram/sec 

Standard Deviation 

0.005 meters
2
/sec 

0.1/sec 

0.01 meters/sec 

0.1 gram/sec 

In additian, the standard deviation of the measurement 
uncertainty is taken as 0.01 grams/meter3. 

Rxaminatian of the deterministic solutian shaws that the peak 
cancentratian accurs at the saurce lacatian. Therefore~ the 
first sampling strategy evaluated cansisted .of sampling at the 
source discharge lacation (nade 9 in Figure 2) every second 
after the start of discharge. Since the trace of the error 
covariance matrix is the desired measure of sampling eff.ec
tiveness, a plat of the trace of the error cavariance matrix 
versus time is presented i~ Figure 3. The salid line in the 
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Figure 2 Finite Element Grid Used for On~-dimensionnl DisperRion 
Model Simulations 
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figure represents the modeling uncertainty (i.e., system un
certainty with no measurements); the dashed line represents 
the system uncertainty as measurements are taken. Each 
measurement reduces the system uncertainty at the time of 
measurement. Howevor, as time progresses, the system un
certainty increases, but not quite to the level corresponding 
to no measurement. This indicates that the measurements are 
informative. A measure of their value is the total reduction 
in system uncertainty over time. 

Figure 4 shows the variation of system uncertainty with dis
tance from the source. The solid line defines the standard 
deviation of the system uncertainty immediately before the 
measurement is taken at 10 seconds; the dashed line is the 
"corrected" distribution. The effect of the. measurement is 
quite local, reducing the system uncertainty to essentially 
the measurement uncertainty at the observation point but 
diminishfng rapidly away from the source. 

Figure 5 illustrates the effect of sampling every second after 
the start of discharge at the source nade and half a meter 
downstream (i.e.~ nades 9 and 13), as measured by the trace 
of the· error covariance matrix. Figure 6 shows the reduction 
of the system uncertainty as a function of distance from the 
source at 10 seconds after start of disch~rge. The additional 
downstream observatlon point reduces the covariance trace, 
and also inc~éases the spatial extent of the correction. The 
effect of increasing the sampling frequency while· sampling at 
only the source nade is illustrated by comparing Figures 3 
and 7. Figure 7 illustrates the effect of taking a sample 
every half second. 

Considerable interest in the Massachusetts Bay environment 
has been expressed in connection with a once proposed offshore 
sand and grave! dredging project called NOMES (New England 
Offshore Mlning Environmental Study). Such interest has moti
vated this study, and it seemed logical to attempt a simul'a
tion of the NOMES dispersion experiment. 

The finite element grid of Massachusetts Bay is shown'in 
Figure 8. The ab'ility to use elements of different sizes and 

.shapes affords the flexibility requ~red to model such complex 
geometric configurations as Massachusetts Bay. The dump site 
of tracer particles (sphalerite) is indicated by the starred 
area. Depths at the nodal points are taken from the Coast and 
Geod'etic Survey bathyrnetric chart 0808N-50. 

Velocity time histories vere generated with. a two-dimensional 
finite element circulation model. CAFE (Circulation Analyses 
by Finite Elements) (see Wang and Connor [1975])using simu
lated tidal input anu actual wind conditions collected during 
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the time period of· the experiment. 

In the NOMES experiment, approximately 1200 lbs. of sphalerite 
particles (mean diameter of approxima~e¡y 5 microns; esti
mated 2.9 x 1015 particles) were dumped in a small area to 
simulate a point source discharge. Discharge began approx
imately one hour befare low tide and lasted for approximately 
10 minutes. Certain approximations are required in the math
ematical modeling of the discharge. In the numerical simula
tion,'it is necessary to tak.e the duration of discharge equal 
to at least one time increment. (The time increment used in 
the dispersion model is 900 seconds.) In addition~ although 
the discharge was essentially a point source, the source has 
to be distributed over a larger area (starred in Figure 8) in 
order to reduce the high concentration gradients which intro
duce numerical difficulties. In addition, the finite element 
grid is .refined in .the general discharge. area for the same 
reason. Due to the spreading of 'the source over larger 
spatial and temporal scales, initial spreading is expected to 
be greater for the numerical results than in the actual ex
periment. With incrcasing time, this ·discrepancy should 
vanish. 

The first arder decay rate due to particle settling is ob
tained from Stoke's Law and assuming a uniform concentra
tion profile over the water column 4epth as 3.3 x 10-5 
m_eters/sec. The isotropic dispersion coefficient is chosen 
as 30',-iiietÉd:·s·2/sec (Pearce and Christcdoulou P-975]} • 

.. ' 
.. ·'Se'n·si-tiv:lity of the dispersion model to uncertainty in the 

- lisperefi'on coefficient is addressed. Taking the standard 
deviation of the isotropic dispersion·zoefficient as 50% of 

· the mean value (i.e., aFX·Y= 15 meters /sec)~ the effect on 
the predicted concentrations is shown in Figure 9 for a time 
of 12 hours after dump. Since.dispersion is influenced by 
the concentration gradient, .largar concentration uncertainties 
are expected in regions of steep concentration gradients. 
This is confirmed by the results shown. 

Figure 10 illustrates the model sensitivity to a standard 
deviation of the decay rate_ équal to 507. of the mean value 
(:i:. e., aw

5 
= l. 65 ~ 10"""5 meters/sec) at a time of 30 hours 

after dump_. The model is observed to be less sensitive to a 
50% of mean value standard deviation of the decay rate un
certainty than the dispersion uncertainty. The largest 
effect of the decay rate uncertainty is observed at the high
est concentrations, as is expected. 

The extent of application of the filtering algorithm for 
quantifying sampling effectiveness at the NOMF.S site ~as 
severely restricted by the high computational cost. For 
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simulating the experiment for two full prototype days, the 
50 state variable probl~ (see Figure 8) is required, but 
the computational problem is rouch too large for extensive 
simulation. 

Given computational cost constraints, only one l1ypothetical 
sampling strategy was evaluated. Sampling was_ initiated at 
9:00a.m. on the day following the dump (i.e., corresponding 
model time step 88). Samples were collected at the model 
source loading nades every hour, until the completion of the 
sampling day at 4:00p.m. (i.e., corresponding to model time 
step 116). For purposes of presentation, the modeling uu
certainty was computed from the uncertainty in the decay rate 
only. Figure 11 illustrates the effectiveness of the defined 
sampling strategy. In this figure, one observes the reduction 
in the system uncertainty due to the sampling effort. An in
teresting result is the very slow increase of the system un
certainty after the completion of sampling. Unfortunately. 
due to computati.onal cost constraints, it was not possible 
to calculate the time duration after which no effect of the 
sampling would be felt~ 

CONCLUSIONS 

Although a limit~d computer budget restricted the application 
t~ the NOMES experiment in Massachusetts Bay, these applica
tions and extensive applications of the ene-dimensional form
ulation have provided useful information on its computational 
costs and applicability. 

The assessment of sampling effectiveness is made possible by 
filtering techniques. lt allows the investigation of altered 
spatial and temporal frequency of sampling. However, the 
methodology does have limitations. One of the most critica! 
is the requirement of the state-space representation of the 
system dynamics. Models are not generally developed in this 
form, due to the computational efficiency of other solution 
fo~~ and the non-intuitive natura of the state-space form. 

Although computation of the modeling uncertainty due to un
certainty in the dispersion coefficient, decay rate, velocity 
field, and source loading is presented, other uncertainty 
sources are not included. Uncertainty arises from assump
tions made in the model f ormulation itself, which is difficult' 
to quantify. For example, models are imperfect due to the 
assumptions of the applicahility of Fickian diffusion and 
representation of naturally variant three-dimensional water 
bodies by lower dimensional models. Physical discretization 
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of the continuous problem, both spatially and temporally, 
introduces numerical errors. By refining the grid and re
ducing the time increment, more accurate results are obtained. 
but at the expense of increased computational costs. In 
addition, round-off error can have significant effect on 
modeling results, but unfortunately has not received much 
attention. 

~e majar reason for not including the effect on the modeling 
uncertainty of the abovü factors is the increased computation
al cost required. As is, calculation of the modeling uncer
tainty due to uncertainty in the parameters and inputs is 
costly for large systems. Calculation of the ene-dimensional 
modeling uncertainty took roughly about 2 minutes of CPU time 
on an IBM 370 model 168 computer for a simulation of 21 nodes 
for 100 time steps. In comparison, calculation of the two
dimensional mode1ing uncertainty in application to Massachus
etts Bay· (neg1ecting uncertainty in the ve1ocity field) took 
roughly 90 minutes of CPU time on the same computer for a 
simu1ation of 50 nades for 144 time steps. Therefore, fór 
1arge systems, the cost of computing the modeling uncertain
ty dces become excessive; the additional cost of the Kalman 
filtering algorithm is insignificant. 

An especia11y important conclusion of this study is the 
necessity to quantify the modeling uncertainty by a re1atively 
detailed analysis. Many previous investigators (e.g., Moore 
(1973), Brewer and Moore (1974) and Pimentel (1975)) have ob
tained constant values of the modeling uncertainty based · 
strictly upon subjective judgment. This practice is not ad
visable, as this work has shown the large spatial and tem
poral variability of the mode1ing uncertaínty. 

The tradeoff between computational cost and accuracy in quan
tifying the modeling uncertainty is evident. For simplistié 
ene-dimensional modeling attempts, the re1atively low 
computationa1 cost justifies detailed mode1ing uncertainty 
analyses. 1ne modeling uncertainty due to model assump
tions, phy~ical discretiza~ions, round-off e~ror, etc., should 
be addressed. On the other hand, difficulty in justifying 
the excessive computationa1 costs of two-dimensional modeling 
of a Massachusetts Bay size probl~m exi~ts. Although it is 
fe1t that the investment made in the simulation of a field 
experiment befare it is actually performed will pay for itself 
in the higher return of information, the initial capital- out
lay for computational time may deter the use of such a method
ology. Cheaper methods of calculating the.modeling uncertái.n
ty <!re needed. 
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CHAPTER 3 

3.1 FORMULATION 

Beginning with the basic principies of conscrvation of mass and of 

force equilibrium,(Newton's second law), a formal mathematical model is 

developed for transient vertically integrated flow in the plane. The 

approach is somewhat similar to the works by Hansen [2.7), Reid and 

Bodine [:>9), Leendertse [38]. Norton et. al. [49] and Pritchard [70]. 

We_attempt to include all important.steps of the development and to 

account for assumptions and their basis as much as possible. Where 

numerical parameters are needed in the constitutive equations, nuMbers 

or relationships based on experieDce are indicated. The model is thus 

intended to be truly predictive with the singular reservation that boun-

dary conditions must be prescribed. The necessary boundary conditions 

for a well posed problem is also discussed. 

3.2 THP~E-DIMENSIONAL FLOW. 

The mat~~matical formulation of the conservation of mass and 

momentu~ pr~nciples :or three-dimensional flow has previously been derived 

in an eulerl2.n f:":"anework using a cartesian x-y-z coordinate syste'T., (see 

f.ex. ~ _1~). !he operation consists of balancing mass fluxes or forces 

for a ~.f:'zi.~L cul:>e dx-dy-dz, (see Figure 3-l), and then taking the theo-

retical limit as the volume of the cube approaches zero. The result is 

(3. 2.1) p, + (pu), + (pv), + (pw), "" e 
t X Y Z 
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which states that the local rate of change of rnass per volurne,added to the 

net flux out,is equal to the rate of adding mass per volurne, e. If there 

···are no interna! sources (henceforth we shall define a sink as a negative 
J. , ... ¡ ' • : • :, ~:, 

,. ···,' 

~ . ' 
source and therefore only need to talk about sources), e is zero. p is 

the density; u,v,w are the velocity components in x,y,z directions and 

partial differentiation is written as a subscript comrna followed by the 

independent variable.Equation (3,2.1) expresses a fundamental principie 

for any continuous one phase fluid. 

The equilibriurn of forces acting on the control volume is 

written for the x- and y-directions: 

(3.2.2) (pu),t + (pu 2
) + (puv) + (puw) - pfv = ,x ,y ,z 

-p ,x + Txx,x + Tyx,y + T zx, z + pmx 

(3.2.3) (pv) t + (puv) + (pv2 ) + (pvw) + pfu 
' ,x ,y ,z = 

-p + T + T + T + pm ,y :xy,x yy,y zy,z y 

A rotating right handed coordinate systern fixed on the earth 

with the z-axis vertical upwards is chosen. The equations(3.2.1) -

(3.2.3) apply to the expected values of velocities and pressures which 

are considered to be stochastic processes. The T's are therefore due to 

molecular viscosity and turbulent momentum transfer [15, 62}: 

(3.2.4) T·. 1J 
u' 

i 
u' > 

j 
i,j 1,2,3 

where < > signifies expected value of the argurnent, is the 

viscous stress and u' i is the turbulent velocity fluctuation in the i 
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r; ,._., 

direction. For convenience, here and in the following, frequent use of ten-

sor notation will be rnade, the 1,2,3 directions being equivalent to 

x,y,z. The left hand sides of (3.2.2)and (3.2.3) represent the inertial 

forces on a unit volurne and the right hand sides are the surface forces 

acting on the same volume plus internal sources of momentum rnx, my. In 

arriving at (3.2.2) and (3.2.3) is has been assumed that the vertical 

velocity w is small so that only pfu and pfv are retained from 

the fictitious coriolis force. f is the coriolis pararneter e 2 w • earth 

sin <P , where is the phase velocity of the earth's rotation and ~ 

is the latitude {N) of the location. 

z 

t 
w 

t __ _ 

1 
1 

1 

1 11 1 1 

1 /·u 

dz 

dy 

X 

Figure 3-1. Infinitesimal control volume. 
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The isotropic normal stress in fluida is usually compressive and'there-

fore denoted for pressure (positive). The deviatoric stresses 
T ij' 

i,j = 1,2,3 are defined as usual, the first index denoting the normal 

p 

direction of the face on which the stress acts and the second, the posi-

tive direction of the stress. 

An arder of magnitude comparison of the in~rtial terms in 
~ O A A A 

(3.2.2) and (3.2.3) is illustrative. Let t, ~. h, u and w be re-

presentative time, horizontal and vertical length and velocity scales. 

Scaling (3.2.2) then yields 

.... 
uw "' .... ... .. 
-'\.fu'\.fw ... 
h 

A A 

where f w is the so far ignored component of the coriolis force and 

t = f 
-4 -¡ 

is equal to approximately 10 sec at 40° latitude. In arder to 

drop r w and keep the remaining terms we must have 

A 6 A 

"" "" u » w 
u w A 

f 
u 

;. - ~ 

"' f¿ 
-"' ~ 
~ h "" u 

"" For a typical coastal area 
... 
u = 0(0.5m/sec), 

A 

w == 0(0.05m/sec) ~= 0(10 3m), 

h :::: o (100m) • 
giving a corresponding time scale t = 0(2. 10 3 sec) = 0(0.6 hr~ 

indeed in agreement with the above scaling relations. 

Vertical equilibrium requires 

(3. 2. S) (pw) + (puw) + (pvw) + (pw 2 ) + 2~w v - 2pw u 
,t ,x ,y ,z X y 

- P - pg + T + T + T ,z xz,x yz,y zz,z 

where w and W are the x and y components of the earth's ~ota~in~. 
X y 
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Scaling of this equat ion leaves only the pressure 1 gravity and normal stress 

terms as significant. Again 1" zz is related to molecular viscosity and 

the vertical velocity fluctuations, hence it can be neglected in comparison 

with pg and we finally obtain the hydrostatic pressure condition. 

(3.2.6) P .. - pg ,z 

Along the boundariea,special conditions apply. Thus the fact that the free 

surface is a material interface is expressed as the kinematical condition 

(3.2.7) D 
Dt <n - z) = 

where evaporation and rainfall are neglected. n = n(x,y,t) is the sur

D 
face elevation, Figure 3-2, and Dt is the total or particle derivative. 

At the bottom z = -h(x,y), which is assumed fixed and impermeable,the 

similar condition is 

(3.2.8) ~t (z+h) 1 == 
z=-h 

dh dh + ) 
(u ax +V ay W z•-h .. o 

For lateral boundaries, which are assumed vertical,(see Figure 3-3) the 

flow must be continuous, implying 

(3.2.9) ui ni[ "" o i :: 1,2 

¡+ 
(/ 

ui n. ¡_ N:\.jk J ::: o (3.7..:..0) 
i,j 'k 1,2,3 

where iijk is the permutation tensor, i
123 

= ~312 ~ ~231 ~ 1 

and all other elements are zero. 
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is a unit vector perpendicular to the b9undary directed out of the 

are points just outside and inside of the 

( S + S 
n,) "' [pn ,x - T n,x - Tyx n,y - Tzx] Tx P XX 

z""n 

( S+ S 
n,y> .. [pn - Txy n,x - TYY n,y - T J Ty p ,y zy z•n 

S + S + S [-p - + Tzz] -p T. 
n,x Ty n,y = T n,x - Tyz n,y X xz zan 

and similarly for the bottom (z = -h(x,y)). 

b b 
[-(p Tzx] 

(3.2. 14) h \oc) T p "" - h + Tyx h + X ,x ,x ,y z .. -h 

(3.2 .15) 
b b 

h 
Tzy] Ty - p ... [-T h - (p - Tyy) h + ,y xy ,x ,y -h z = 

[-p + (3.2. 16) b S h S 
h -p - T - Ty = Txz h + Tyz h + Tzz] X ,x ,y ,x ,y 

z~=-h 

On lateral boundaries, continuity of the stresses is again required. 

(3.2.17) + [normal stress]_ O 

(3.2. 18) + [tangential stress]_ O 

In case the fluid is considered inviscid (3.2.10)and (3.l.l8) 
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must be relaxed and only (3.2.9) and (3.2.17 ) enforced. Finally, for 

a well defined problem, the initial flow field must be known: 

(3.2.19) i = 1,2,3 x,y,z E n t a O 

For an~rbitrary geometry, the problem as formulated is not 

easily solved. Numerical solutions are stymied by excessive computer re-

quirements and lack of infor~ation on the proper boundary conditions . 

In coastal areas that are well mixed through the water colurnn, a signifi-

cant simplification ie achieved by eliminating the explicit dependence on 

the vertical coordinate. This procesa is described in the following 

seetion. 

3.3 VERTICAL INTEGRATION 

In shallow water bodies, the flow variation through the depth 

is often lees significant. In such cases, vertically integrated equations 

and variables may adequately describe the situ~tion. This approach yields 

estimates for the transport through any croas section, however, detailed 

information on the velocity structure is lost. In the following, the 

water density is assumed constant in the z dire~tion, i.e. p = p(x,y,t). 

This and the assumption of relatively small vertical velocities and accel-

erations are normally implied by the definition shallow. 

The development of a boundary layer from an applied wind 

stress on the surface is dependent on the magnitude of the vertical tur-

bulent momentum transfer. Several investigations have found the vertical 

eddy viscosity falling in the range E~l- 200 cm2 /sec. If the time 

scale of 1 hour is retained, a notion of the meaning of the expression 
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shallow in connection with wind driven circulation is obtained from the 

expression 

(J.).l) h w = • t '\, 1 - 10 m 

the use of vertically integrated quantities to predict dispersion of a 

' 

tracer in this situation is clearly 1ess satisfactory because of the highly 

nou-uniform velocity profile, although the total transport still rnay be 

well predicted. In two and multi-layered modela, sorne improvement on this 

point can be expected. For tidal flow, the driving force which is the 

hydrodynamic pressure, acts over the entire depth,and vertically integrated 

values are expected to be representative for the local velocities also, 

except close to the bottom. Finally, neutrally buoyant stream flows en-

tering or leaving the area are well suited for an integrated treatment 

since those flows generally are well mixed. Again, in-or outflows with 

8 density difference are better simulated in multilayer models. 

The governing equations are integrated over the total depth 

to e1iminate the z-dependence. Beginning with Equat~on (3.2.1), we for-

mallY write 

(3.3.2) fn p dz + Jn p( u) dz + Jn (pv) dz + Jn (pw) zdz = Jn ecz 
-h ,t -h ,x -h ,y -h ' ~:t 

Making use of Leibnitz's rule [29] we may change the order 

of integration and differentiation to obtain 

(3. 3. 3) a Jn an a Jn ar. a (-h) a pdz - ~ + -r- Pudz - pu! ~ + Pu 1 ox t -h . t X -h n X -h 

a r 1 ó 1 
a (-h) + pwl - pw 

!_h 
+ ~ pvdz - pv _n + pv = oqi 

ay -h In ay -h ay n 
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Finally applying the kinematic conditions on the surface and bottom 

results in 

(3. 3. 4) (pH) + (pq) + (pqy),y 
t t X 1 X 

= 

where we have introduced the integrated variables, ~ot~l depth: 

(3.3.5) H a Jn dz ~ h + n 
-h 

discharges in x- and y-directions per unit width: 

(3.3.6) qx - J:h u dz 

(3.3.7) Cly - r V dz 
-h 

If we let q1 represent the net rate of volume addition per unit hoci-

zontal area, this result (3.3.4) is generally valid for any type of flow, 

including situations with permeable bottom and evaporation o:>: prec::.:;>:r.t?·::~rr 

at the free surface. The primary objective for inc:~ding q
1 

is howev~é 

to make possible modeling of internal sources such ~s the discharge from 

a diffuser pipe. 

The integration of the momentum equations, (3.2.2) - (3.2.3) 

proceeds élnalogously: 
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(3.3.8) Jn (pu) dz + Jn {(pu2 ) + (puv) } dz + Jn (puw) dz 
-h , t -h ,x ,y -h ,z 

-Jn pfvdz + Jn P dz - Jn <T + T )dz - Jn Tzx,z dz 
-h -h ,x -h xx,x yx,y -h 

-Jn pm dz 
-h X 

+ (puz) 1

1 

i:)(~h) +} Jn (puv) dz - (puv) 1 ~n + (puv) 1 ()(~~) 
-h X y -h y -h 

n 

+ P j a (-h) - L Jn T + T 1 an - T 1 a (-h) 
-h Clx dX -h xmz XX Clx XX -h dX 

n 

a Jn T dz + T 1 an- 1 a(-h)- (T ) 1 + (T >1 
- i:)y -h yx yx Cly yx -h ay zx zx ¡-l' 

n n 

-pm a 
Y. 

ftt (Pq ) + {- Jn (Puz) dz + *- Jn (puv) dz - pfq + *- Jn p dz 
X oX -h oy -h y ox -h 

OF' d F' s + Tb 
. XX - ay p )'X - T X X 

s ClH b Clh 
- pñi - p - - p - == 

X " dX dX o 

in r.;hich we have defined 
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(3.3.9) pF ' -
rn 

TX;K dz 
XX J -h 

(3.3.10) pFyx ' -. 
J:h 

dz Tyx 

r· (3.3.11) m - m dz 
X -h X 

For computational reasons it is more convenicnt to work with the 

pressure in excess of hydrostatic pressure corresponding to the water level 

at datum and rest. 

The density may be written as a mean value plus a deviation 

(3.3.12) p (x,y, t) = p + ~p(x,y,t) 
o 

and assuming the instantaneous local deviation is small compared to the 

mean 

(3.3.13) ~p « p 
o 

Boussinesque's approximation [57] is introduced whereby the density in 

all terms is replaced by the constant mean density p • 
o This is a reason-

ab1e simplification provided the real density is used in the pressure tenn 

which now takes the form 

(3.3.14) p F = JTJ p dz - t p
0 

g h 2 

o p -h 

With these definitions and approximations, the final form of the equili-

brium equation (3.3.8) becomes 
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a 
a r a r fq +.L (F- F 1

) (3.3.15) (q) +- u2 dz +- uv dz -
at ax -h ay -h y ax p XX 

S b 

--ª-FI+ 
l - "( 

~ oH ah ~ ah X X gH o - m gn ax - - o: 

ay yx Po X Po ax Po ax 

By complete analogy, the force balance in y-direction gives 

(3.3.16) .L (~) +-ª--
J:h 

uv dz a Jn v2dz + fq +-at ax ay -h X 

8 b 

- .L F 1 a T -T s ()H 
+ (F - F 1) + y y 

- m -.E__ 
é)x xy ay p yy Po y Po ax 

ah - gn- Q 

ax 
o 

with the corresponding definitions: 

(3. 3.17) pF 1 - pF 1 - J:hTyx 
dz 

X'J yx 

pF ' -yy (3.3.18) -J:h Tyy dz 

m -
J:h 

m dz y y 
(3.3.19) 

The number of unk.nowns still exceeds the number of equations for our 

problem. To overcome this hurdle, the currently most successfully used 

empirical ~elations for bottom and surface friction are reviewe~ in arder 

to establish a set of constitutive equations. Previou.s modeling has 

shown that a quadratic, (in mean velocity), bottom friction la'W in all cases 

adequately represents the damping due to the shear at the bottom. Several 

similar empirical expressions, Manning, Chezy, and Darcy-\,'eisbach equa-
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tions [15 ], were originally derived from measuremcnts of steady flow in 

channels or pipes; but have been modified for two-dimensional unsteady 

circulation. The quoted relationships are the most widc1y used and relates 

sheár stress to discharge per unit width as fo1lows: 

'!b 2 2 >-2 q 
(3.3.20) = cf P(qx + qy) --X. 

X H2 

(3. 3. 21) '!b 2 + 2 ~ J. - cf P(qx qy ) y H2 

where 

1 
fDW Darcy-Weisbach 

8 

(3.3.22) cf - J. Chezy 
c2 

2 n Manning -g 
Hlh 

Values of Manning's n are on1y known for fu1ly deve1oped rough turbu-

Reynolds number 
k 
Hs ~ 0.01 - 0.1. 

R • ~ • 1•10 • 
-6 

\) 10 
For fixed roughness, 

y 
fore inversely proportiona1 to H 3 

• 

the friction factor cf is there

Norma1 va1ues of n range 0.025 

- 0.040. The va1ues of Cf for sorne n and depth va1ues are given in 

Table 3-1. 

In other f1ow regimes, the use of a Moody diagram to find fDW is 

the best approach. Choosing as an examp1e e = o.oos 
f 

and a velocity of 

1 m/sec gives a shear stress of 5 N/m 2 which is considered as a 1arge 

bottom friction. 
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(m] 

1 2 5 10 20 30 40 50 lOO 1 
tom ! 
rough- ' 

¡···· n i 
[sec 

1 

1 

k [m] 1 
S -y3 

1 l 
L .m 
r 

1 

1 ! ¡ 
t S tones i 

0.07 0.025 0.0061 0.0049 0.0036 0.0028 0.0023 0.0020 0.0018 0.0017 o. 0013¡ 

¡Small 

0.001~ rocks 
0.20 0.030 0.0088 0.0070 0.0052 0.0041 0.0033 0.0028 0.0026 0.0024 

!)utles ! 
1 o.so 0.035 - 0.0095 0.0070 0.0056 0.0044 0.0039 0.0035 0.0033 0.002~ 

1.10 0.040 - 0.0092 0.0073 0.0058 0.0051¡0.0046 0.0043 0.003 

¡ 

TABLE 3-1: Values of Cf 

The wind stress on the surface is more complicated to handle be-

cause the water surface is deformable so that waves form,and also the 

!ength scale of the turbu1ent wind field is so large that the wind stress 

is highly variable in time and space [17, 25]. 

Severa! investigators have derived expressions for the average 

wtnd stress from measurements in the fie1d (S, 16, 28, 74, 77, 79 J. If 

the shear stress is related to the wind speed as follows, 

(3.3.23) 

where Pair is the air density, (-1.2 kg/m 3
) and u10 is the wind 

speed at 10 m above the surface, then the wind drag coefficient c
0 

has 

been found to vary from approximately 0.001 and up according to the fol-

lowing relations: 
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.. 

u10 .:_ 1 m/sec 

(3.3.24) .. U V2. 0.5 . 
10 

-3 
10 1 < u10 ~ 15 m/sec Ref.[79] 

u10 ~ 15 m/sec. 

1 
LO ' 10- 3 

u10 .:_ 5.6 m/sec Re f. [ 74] 
(3.3.25) <1> = 

LO + l. 9 (1 - 5.6 ) 2. 10-3 u10 > 5.6 m/sec. 
u1o 

(3.3.26) 0.00228 + (1.0-
2 en .. 7.0/U10) 0.00263 

20 .:_ u10 .:_ 40 m/sec 

Re f. [ 77 J 

0.577 • 10- 3 
u10 ~ 4.9 m/sec Ref. (281 

(3. 3. 27) Cn = (-0.125 + 0.1427 u10) 10-
3 4.9~:_;_0 .::_19.2 m/sec. 

2.62 )9.2 < u
10 m/sec 

The values given in the referenced papers are plotted in Figure 3-5. The 

data in 5, 74, 77 J were for ponds or lakes,and [16,28,79]used mea-

surements on the open ocean. There is a significant scatter. of the d~ta 

anc hence of the curves used to fit the data points. Wu's rel~tions~ips 

based on ocean data see~ to give the best overal1 fit. Unfortunate1y, 

there are two discontinuities in the suggested relation for ~,(3.3.24) 

which physically does not seem reasonab1e a1though sorne justification is 

attempted [79). Considering the spread of the curves with a factor 0 ~ 

2 difference between results,it is tempting to fit one straight 1ine 
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relation as shown, with the equation 

(3.3.28) = {1.1 + o.os36 • u
10

} • 10-
3 u10 in (m/sec] 

For u10 = 10 m/sec, the drag coefficient is 1.64 · 10-
3 

and the predicted 

shear stress -rs = O. 2 r!/m2 \-Thich is somewhat larger than the -0.1 N/m2 

normally measured in Massachusetts Bay for similar winds.t For wind speeds 

ranging from O - 30 m/sec, we can conc1ude, the present state of the art only 

allows us to predict the applied wind stress to within a factor of 2. 

However, considering the complexity of this problem, such an error seems 

tolerable. 

Finally, the origin and significance of the interna! stress terms 

'! T a '! '! are investigated. To clase the formulation we also xx' xy yx ' YY 

try to exprese these terms as functions of the integrated flow variables 

by means of an eddy viscosity coefficient matrix. The approach,in many 

ways similar to the closure of turbulent flow problems [62], is admittedly 

based on a physically very loase foundation; but does yield an attractive 

structure reflecting many of the expected real effects, viz dissipation, 

and diffusion of momentum. The vertically integrated approach is only 

valid when the interna! stresses are relatively s~ll, so an exact repre-

sentation of these terms is assumed to be of minar importance. All this 

trouble is d.irectly caused by averaging the convective acce:erat::..or. terrns. 

However, the real root of the problem is the use of eulerian rather than 

lagrangian description (in the latter, the observer follows a particle and 

i" In the range O..- 10 m/sec, Equation (3.3.28) agrees well with sorne new 
results by Parker and Pearce [55]. 
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-1 

the convective terms do not appear). We have to live with the eulerian 

viewpoint in which the observer is fixed in space and propase taking a 

closer look at the implication of ensemble averaging and vertically inte-

grating an instantaneous velocity product. Without loss of generality we 

may write the instantaneous local velocity components U,V as 

(3.3.29) u u+ u' =(u+~') + (u"+ u"') 

(3.3.30) V V + V
1 

- (v + V1
) + (v" + V

111
} 

where u,v are ensemble averages (assuming the flow field is basically 

random); u', v' are random fluctuations whose ensemble means per defi-

nition are zero; u, V are the vertical average values of u, v; U~ v' 
are vertical average values of u', v'; u", v" are vertical deviations 

of u,v from Ü, v ; and finally, u'", v'" are vertical dev!ations of 

u', v' from Ü', -, 
V • Tbe significance of each of the various components 

is shown in Fig. 3-6. 

The product U•V is now written out in terms of its components 

(3. 3. 31) u . V = <u + u' + u" + u'")(v + v' + v" + V"') 

- :¡¡• - v" - v'" -, - ~· 
-, -, v" ~'v'" = u .v + u + u + u + u V + V + u -·-

u" - u" v' " v" u" v'" - u'" -, + V + + u + + u'" V .. :- V + u'"v~" 

and we want to perform an ensemble averaging and vertical integration 

of this product. Noting that the arder in which these are done is ar-

bitrary we first take the ensemble average with the result 

(3. 3. 32) <UV>ensemble = Üv + Üv" + Ü'v' + Ü'v"' + u"v + u"v" 

+ u'"v' + u'"v"' 

62 

·,. ,. 



Figure 3-ó. Sketch of vclocity componcnts. 
lJ = instantancous local valuc. 
u = enscmhle average local valuc. 
ü = ensemble average, vertical average. 
u'= turbulcnt fluctuation 
u~= vertical Jeviation of u from ü. 
u' = vertical average of u' . 
u·"= vertical deviation of u' from u' 
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since all terms containing only one turbulent fluctuation ( 1) average 

.. :·· out to zero. Similarly, an average over depth is carried out. 
~ .. 

<UV> - - ----ensemble = uv + u 1 v' + u"v" + u 1 "v'" 

where overbar means verticalaverage according to 

.·: 

(3.3.34) 1 Jn h+n x dz 
-h 

X = 

Again, all terms containing only one vertical deviation (") average to 
._;! 

zero. We can now write the total contribution from the convective termst 
·._ .. ,. 

(3. 3. 35) Jn <UV> dz 
-h ensemble 

= qHxqy + Jn {<u 1 v 1 +u"'v"'> +u"v")dz 
-h ensemble 

,'t .1_1 í' 
The first term in the integral on the right is the usual turbulent 

Reynolds stress and the two remaining terms are momentum transfers due 

"~ 1-

to the vertical velocity distribution. The integral on the right has sb 
' :~ ¡ 

• 1• 

far not been re1ated to the mean f1ow in a consistent and satisfactory way. 

consequently it is often neglected completely. The structure of the terms 

is similar to the molecular momentum transfer process. But while the 

latter is a homogeneous isotropLc process characterized by the molecular 
, .. 

viscosity, this is not the case with turbulent motion and vertical velo-

citY shear. Prandtl used mixing length theory to derive a virtual vis-

cosity for turbulent boundary layer flow [62]. In order to get a closed 

formulation we postulate a similar functional relationship withollt 

/··t~·. t Note that this contribution as .in (3.3.15) - (3.3.16) is not strictly 
, .. 
'· 

correct, because we started out with the ensemble averaged equations. 
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invoking any mixing length theories. 

(3.3.36) Jn r \) 1 ( ' ' ) + ( 1 "u '") '• 1 T P - < ui u. ui J' 'ensemble -h- x 1xj o J 

- u " i uj"} dz 

~ dqi 
) .. 

Eij ( +-
dXi dXj 

i,j = 1,2 no summing over i,j 

Eij is a symmetric "eddy viscosity" coefficient matrix that depends on 

the mean flow, depth, applied surface stresses and flow history. What 

values actually should be used must be determined from experience or by 

trial since the explicit dependence on the mentioned parameters is un

known. In the literature 1 - 10+
5
m2 /sec have b~en quoted for the prin-

cipal values of Eij • In model applications to Massachusetts Bay, the 

use of val~es up to 10~ m2 /sec has apparently not changed the results 

significantly. In spite of the nebulous circumstances we feel that the 

inclusion of F has severa! attractive properties. It allows for 
x1xj 

interna! friction and thereby energy dissipation, provided E
1

j is posi-

tive; it does represent actual physical processes(although not accurately) 

and it is particularly suitable for damping short wave noise generated 

by numerical methods. 

As an attempt to bring sorne consistency into the anisotropic case 

the direction of the local mea~ current is chosen as the major principal 

axis of Eij with the minar principal axis perpendicular thereto. This 

means that in a local coordinate systern with the x-axis in the direction 

of the current, E1j is diagonal: 
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(3. 3. 37) 
r 
l 

·, :' .• 1:." 
¿' .. 

:'/f_;~~· 
~:·:-~::; 

'.' .. _: .__¡' 

;~~ ·--~--~ The corresponding Eij in the global coordinate system is then found by 
";, .JJ:J; .r 

,,: ·~-... -·.·; simple rotation. If e is the angle from global to local x-axes, (see 
.t ~. ~. ~, 

... ·.· ··: 

·• ,L 
~ ' . 

- {:: 

~ ••• 1 

' ·, 

¡ .. ~ ~ • 

'.;1 

•_1, 

Figure 3-7) the rotation is written 

(3. 3. 38) 

where T 

(3. 3. 39) 

- T 

is the transformation matrix 

[ 

cose 

-sine 
T 

sin el 

cose] 

and superscript T means transpose. In [54] and [ 75], the ratio of 

to was found to be in the range 10 - 60 for a tidal coast and 

a lake. Locally negative values of eddy viscosity have been measured 

indicating energy being fed to the mean flow by turbulent eddies; however, 

this happens only under very special conditions. For large areas, the 

overall effect of the internal st res ses is to d issipate energy. ( ¡ 4, 6 7 J 

give a more detailed discussion of this topic with so~e examples. 

We are finally in a situation where wc can present a formulntion 

in closed form. For convenience, all the pertinent equations are given 

below. 

Conservation of mass 
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Figure 3-7. Global and local coordinate-system. 
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j ·.,,_ :-~:~·· 
1 '.::.,. (3.3.40) 
.·' ' .. ... . . ' 

¡ 

: ... ~ . . 
) . , ~· i 

v···H 
'~ '! ~~: l 

. f .. ~ ' 

~~·~:~~~ 
~~-r.< ',, 

>:;-;, ··t' ~ 
1 

·,'). 
/; 
•( 
-~, . . •'' 

.. r ~· · .. 

·._·4:; 

J". ·~ . ... 
¡. \, J . ~ ' : ~ ;· .. ·r.: · .. , 
\1 ,,. 
'1¡.- :·¡ 

" 

JÍ' 
''. 

,í., 

( '' 

x and y equilibrium 

(3.3.41) Cl,.:. t + (Üq) X + (Üq ) - fq + (F - F ) 

' 
y ,y y p xx ,x 

- F + .!. (Ts b 
) 

1 S + 6pg H h ) gnh - T - m -- (p H - ::¡ 

yx,y p X X X Po ,x ,x ,x 
o 

(3.3.42) qy,t + (vq) + (vq) + fq - F + (Fp-Fyy>,y x ,x y ,y x xy,x 

+ 1... (T
8 

- b ) - iñ - 1... (p
8 

H + 6pg H h ) - s_ n h •" .. O 
Po y Ty y Po ,y ,y J 

vith the constitutive relations. 

(3.3.14) 

(3. 3. 36) i,j - 1,2 no summing over i,j 

The bottom and surface shear stresses are given by (3.3.20)-(3,3.21) 

and (3.3.23) with (3.3.28). 

1:4 Boundary Conditions 

Defining the correct types of boundary conditions is onc of the more 

critical parts of the forrnulat ion process. What prescribed v.:J.:!.t·f>s rt~st t~E' 

given, and ~·here? The consequence of not specifying enough is normally 

the existence of non-unique solutions whereas too rnuch may lead to tlie 

non-existence of any solut ion. 'Ihese issues are often overlooked beca use 

the problerns are formulated and solvE:'d bypeople "'ho usually cto no~ hav,, 
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tLe nccessary mathemat ical ba~kground (and t in;e) tl' \,\H ry :.1buut l he 

existence and uniqueness of solutions, Still, SL'lution.s havebeen obtained 

and verified with great success,which probably i~ due to luck and the fact 

that generally well be~aved physical prohlems are solved. 

In recent years, considerable efforts have been made by mathernati-

cians to preve existence and uniqueness of fluid flow problems, notably 

solutions of Navier-Stokes equations [14]. Unfortunately, such proofs 

do not exist yet for our problem and are not likely to be made in the near 

future. We shall therefore take the "engineering" approach and assume an 

automatic proof if a reasonable solution is found. To that end, we have 

to be reasonably certain that the prescribed boundary conditions are 

proper. 

Trying to get a better feeling for what boundary conditions are ne-

cessary, we note that the present flow problem is governed by one 2-com-

ponent vector equation which is the equivalent of Newton's 2nd law: 

(3.4.1) Force = mass x acceleration 
.ty 

= 

The law of conservation of mass (3.3.4) is thus a constraint to be dis-

tinguished from an equilibrium equation. 

lt is well-knO\.TI t},at for a single particle, a solution to (3.4.1) 

exists and is unique if an ini~ial condition and either the force F. 
~ 

or the displacement x
1 

is prescribed. The intuitive generalization to 

our flow problem is then to specify an inicial condition and the force 

or the discharge which plays the role of displacement in a fluid [ '• 1 
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at the boundaries. The initial situation is expressed as 

(3.4.2) (qx
0

(x,y), qy
0

(x,y)) for all (x,y)in ~and t,. O 

n is the entire interior domain and the initial time is taken as zero. 

Also the initial mass must be known, thus 

river 

Figure 3-8: Discharge and Force Boundaries 

(3.4.3) H a H (x,y) for all (x,y) 
o 

t .. o 

ocean 

On the boundarieA therc are two alternatives B~ prcviouAly m~ntion~d. 

Referring to Figure 3-8, we distinguish between discharge boundarics 

Sq and force boundarics SF. On S 
q 

(3.4.4) a qx + ex qy nx ny = 

70 

we write 

= 



.. 

r 
' 

. , 

(J.t+.S) = = * qs 

for the normal and tangential discharges, where the direction cosines 

are 

(3.4.6) a = cos (n,x) nx 
a = cos (n,y) ny 

and the superscript * signifies a prescribed value. 

On the remaining part of the boundary, SF, the external fo"~:"cP ~ 

must be given, thus 

(3.4.7) F nn = -F .+ a 1 F 
p nx xx + a 2 F + 2a ny YY nx 

a 
ny F 

xy 
* F nn 

(3.4.8) F = (a 2 - a 2 ) F + a a (F - F ) = F * ns nx ny xy nx ny yy xx ns 

must hold for the normal and tangential specific force measures. 

(Specific force measure is equal toa force per unit width and density), 

In the idealized case of an inviscid fluid (3.4.4) and (3.4.7) 

must still hold, however * F ns 
must be zero since no shear e~~ ~~ d~-

veloped and (3.4.5) can hence not be irnposed either • 

The continuity equation (3.3.4) is used to find the posit~on of 

the free surface. It is a mass balance equation and does therefore not 

require any boundary conditions. 
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DIRECTORIO DE ASISTENTES AL CURSO USO DE COMPUTADORAS ·EN PROBLEMAS 
DE CIRCULACION Y DISPERSIQN EN AGUAS COSTERAS, LAGOS Y RIOS(DEL 8 
AL 12 DE MAYO DE 1978 ) 

NOMBRE Y DIRECCION 

1.ING. MIGUEL ANGEL AG'UAYO Y CAMARCO 
Cultivos No. l44 
Col. Progreso del Sur 
México 13, D. F. 
Tel: 5-82-61-06 

2.ING. MOISES BEREZOWSKY VERDUZCO 
Camino Sta. Teresa 890-XI~304 
Col. Contreras 
México 20, D. F. 
Tel: 5-68-65-58 

3.VICENTE BETANZOS VELASCO 
Norte 6Q No. 2923 
Col. Popular 
México 16, D. F. 

4. HOMERO R. CABRERA MORA 
Calle 6a. 123-2 
Ensenada, B. C. 

5.ING. OCTAVIO CASTELLANOS LOPEZ 
Av. Copilco 162 Edif. 
2-A-301 
Copilco-Universidad 
México 20, D. F. 
Tel: 5-50-88-7?. 

6.ING. JORGE LUIS DE VICTORIA A.LMEIDA 
Av. Revolución 820-206 · 
Col. Mixcoac · 
México í9, D. F. 

h- Tel: 5-63-90-38 

EMPRESA Y DI Rf:.CCION 

COMISION ·DE AGUAS DEL VALLE DE 
MEXICO 
Balderas No. 55-2o. Piso 
México 1, D. F. 
Tel: 5-85-50-66 Ext. 206 

INSTITUTO DE INGENIERIA,UNAM 
Ciudad Universitaria 
México 20, D. F. 
México 20, D. F. 
Tel: 5-50-52-15 Ex·t. 3608 

SECRETARIA DE AGRICULTURA Y 
Y RECURSOS HIDRAULICOS 
Plaza de la Repfiblica No. 31-6 
México, D. F. 
Tel: 5-46-52-75 

CENTRO DE INVESTI GACION Y 
EDUCACION SUPERIOR DE 
ENSENADA B. C. 
Calle Espinoza No, 854 
Ensenada, B. C. 
Tel: 8-13-22 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS 
(CJECCA) 
Av. San Bernabé 549 
San Jerónimo 
México 20, 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS 
JCIECCA) 
Av. San Bernabé No. 549 
San Jerónimo 
México_20, D. F. 
Tel: 5-95-24-00 
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DIRECTORIO DE ASISTENTES AL CURSO USO ·nE COMPUTADORAS EN PROBLEMAS 
DE CIRCULACION Y DISPERSION EN AGUAS COSTERAS, LAGOS Y RIOS ( DEL 
8 AL 1 2 DE MAYO DE 1 9 7 8 

NOMBRE Y DIRECCION 

7. ING. EUGENIO DOMINGO COBO PEREZ 
Copilco 300-12-102 
Col. Coyoacan 
Mexico 20, D. F. 
Tel: 5-50-68-26 

8. JAVIER ESPINOZA CACERES 
Londres 17 Depto. 203 
Coyoacán 
México 21, D. F. 

9. ING. FERNANDO ENSENAT MACHADO· 
Viaducto M. Alemán No. 178-9 
Col. del Valle 
México 12, D. F. 

10. LIC. SALVADOR FARRERAS SANZ. 
Apdo. Postal No. 2670 
Ensenada, B. C. 
Tel: 8-13-22 

11. ING. EDUARDO RAMON FERNANDEZ V. 
Laguna de la Magdalena No. 430 
Col. Ventura Puente 
Morelia, Mich. 

12. ING. ARTURO GARCIA MENDOZA 
Av. Universidad 1810-F-8 
.Oxtopulco 
México 20, D. F. 
Tel: 5-50-01-36 

EMPRESA Y DIRECCION 

INSTITUTO DE INGENIERIA,UNAM 
Ciudad Universitaria 
México 20, D. F. 
Tel: 5-48-97-95 

INSTITUTO DE INGENIERIA,UNAM 
Ciudad Universitaria 
México 20, D. F. 
Tel: 5-50-52-15 Ext. 3607 

DEPARTA~ENTO DE ESTUDIOS Y 
LABORATORIOS- DIRECCION .GENERAL 
DE OBRAS MARITIMAS 
Lerdo No. 6 
San Juan Ixhuatepec 
Edo. de México 
Tel: 5-69-28-37 

CENTRO DE INVESTIGACION CIENTI
FICA Y EDUCACION SUPERIOR DE 
ENSENADA, B. C. 
Av. Esninoza 843' 
Apdo. Postal 2732 
Ensenada, B. C. 
Tel: 8-13-22 

JUNTA DE PLANEACION Y URB. DEL 
EDO. DE MICH. 
Casa de Gobierno Libramiento Sur 
Morelia, Mich. 
Tel: 2-65-05 

SECRETARIA DE AGRICULTURA Y RE
CURSOS HIDRAULICOS 
(CIECCA) 
Ave. San Bernabé No. 549 
San Jer6nimo 
México 20, D. F. 
Tel:. 5-66 7 08-88 
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DIRECTORIO DE ASISTENTES AL CURSO USO' DE COMPUTADORAS EN PROBLEMAS DE 
CIRCULACibN 'l liTS~'RS'iON EN' AGUAS ·coSTERAS, LAGOS Y RIOS ( DBL ~. A~~ 

12 DE MAYO DE 1978 ) 

NOMBRE Y DIRECCION 

13. CARLOS GONZALEZ GUZMAN 
Dakota 395-5 
Col. Nápoles 
México 18, D. F. 
Tel: 5-36-62-69 

14. JESUS MANUEL HAM CHI 
Libra No. 19 Depto. 4 
Col. Prado Churubusco 
México 1 3, D. F .. 
Tel: 6-70-18-87 

15. ING. ENRIQUE C. HE~~ANDEZ CORTES 
Lidia 88-1 
Col. Guadalupe. Tepeyac 
México 14, D. F. 
Tel: 5-37-09-58 

16. ING. MANUEL A. HUIDOBRO GARCIA 
Cartago No. 88 
Lomas Estrella 
México 13, D. F. 

17. ING. HUMBERTO JIMENEZ DtAZ 
Zacatecas No. 33-5 
Col. Roma 
México 7, D. F. 
Tel: 5-84-87-33 

EMPRESA Y DIRECCION 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS 
(CIECCA) 
Ave. San Bernabé 549 
San Jerónimo 
México 20, D. F. 
Tel: 5-95-44-53 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS 
Paseo de la Reforma No. 69-4o 
Piso 
Col. Juárez 
México 1, D. F. 
Tel: 5-35-25-25 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS 
Paseo de la Reforma 107-8o.?. 
México 1, D. F. 
Tel: 5-66-06-88-117 

SECRETARIA DE AGRICULTURA Y. 
RECURSOS HIDRAULICOS 
(CIECCA) 
Ave. San Bernabé No. 549 
San Jerónimo 
México 20, D. F. 
Tel: 5-95-44-53 

DEPARTAMENTO DE ESTUDIOS Y 
LABORATORIOS 
DIRECCION GENERAL DE OBRAS 
MARITU1AS 
Lerdo ·de Tejada No. 6 
Col. Marina Nacional 
Edo. de México 
Tel: 5-,69-28-36 
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DIRECTORIO DE ASISTENTES AL 'CURSO USO' DE' COMPUTADORAS EN PROBLEMAS 

DE CIRCULACION Y DISPE'RSION EN AGUAS COSTERAS, LAGOS Y RIOS ( DEL 
8 AL 12 DE MAYO DE 1978 ) 

NOMBRE Y DIRECCION 

18. ING. EDUARDO LOZANO GONZALEZ 
Paseo de la Reforma No. 107-So. Piso 
Col. Sari Rafael 
México 4, D. F. 
Tel: 5-46-14-55 

19. ING. GUSTAVO LUNA ESCALANTE 
San Antonio 134-23 
Col. Nápoles 
México 18, D. F. 

20·. JESUS MAGALLANES PATIÑO 
Ezequiel Montes 120-24 
Col. San Rafael 
.fvféxico 4, D. F. 
Tel: 5-46-13-50 

21. FRANCISCO J. ~~YTORENA FONTES 
Bucareli 80 Int. "M" 
México 1, D. F. 
Te 1: S- 1 2-6 8- O 7 

22. JESUS R. MENDOZA RUIZ 
Albino García No. 72 
Col. Vista Alegre 
México, D. F. 
Tel: 5-19-04-83 

2 3. CARLOS ANGEL Q. MORTERA GUTIERREZ 
Av. Unión 281 
Col. Tepeyac Insurgentes 
México 14, D. F. 

· Tel: 5-77-62-35 
' ·····. 

EMPRESA Y DIRECCION 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS 
(CIECCA) 
Paseo de la Reforma 107-ler. 
Col. San Rafael 
México 4, D. F. 
Tel: 5-66-06-88 Ext. 140 · 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS.' 
SUBDIRECCION DE PROMOCION Y 
PROGRAMAS 
Paseo de la Reforma No. 35-10 
Piso 
México 1, D. F. 
Tel: 5-92-33-24 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS 
Paseo de la Reforma 69-4o.Piso 
México, D. F. 
Tel: 5-46-95-20 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS 
Paseo de la Reforma No. 107 
México 1, D .. F. 
Te 1: S- 9 2- 1 O- 31 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS' 
Plaza de la República No. 31 
Col. Tabacalera 
Méxi e o 8 , D. F. 
Tel: 5-46-50-96 

DEPARTAMENTO DE ESTUDIOS Y 
LABORATORIOS-DIRECCION GENERAL 
DE OBRAS MARITIMAS 
San Juan Ixhuactepec 
Tel: 5-69-50-30 
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DIRECTORIO DE ASISTENTES AL' CURSO USO DE COMPUTADORAS EN PROBLEMAS 
DE' CIRCÜLACTON"Y DTSPERSION EN AGUAS COSTERAS, LAGOS Y RIOS (DEL . 
8 AL 12 DE MAYO DE 1978 ) 

NOMBRE Y DIRECCION 

24. lNG. ARMANDO MUNOZ PARGA 
Laures No. 9 
Col. Sta. Ma. Ribera 
México, D.F. 
Tel. 547-32-48 

25. ING. VICTOR S. PINEDA ESPINOSA 
Río Becerra No. 473-101 
Col. Nápoles 
México 18, D.F. 
Tel. 543-82-83 

26. EUGENIO RIQUELME TORRENTE 
Ret. 10 Dr. N. León Gpo. 18-N 
Col. J. Balbuena 
México 9, D.F. 
Tel. 552'-40 

2 7. ING. HONORIO RIVERA MOCTEZUMA 
Lago Tana No. 66-C 
Torre Blanca 
México 17, D.F. ' 

28. ING. FRANCISCO ROMERO LUNA 
Av. Cuauhtérnoc No. 883-10 
Col. Narvarte 
México 12, D.F. 
Tel. 543-63-60 

29. RAFAEL F. SAENGER Y FERNANDEZ 
López Cotflla No. 756 
Col. Del Valle 
México 12, D.F. 
Tel. 523-52-53 

30. ING. ANTONIO YOKOYAMA KANO 
Torquemada No. 42 
Col. Obrera 
México 8, D.F. 

EMPRESA Y DIRECCION 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDR_A.ULICOS 
Plaza de la RepGblica No. 31 
6o. Piso 
México, D.F. 
Tel. 549-50-96 

DEPARTfu~ENTO DE ESTUDIOS Y 
LABORATORIOS-DIR. GRAL. DE 
OBRAS MARITIMAS 
Lerdo de Tejada No. 6 
Col. Marina Nacional 
Edo. de México 
Tel. 569-28-36 

SECRETARIA DE AGRICULTURA Y 
RECURSOS HIDRAULICOS 
(CIECCA) 
San Bernabé No. 549 
San Jerónimo 
México 20, D.F. 
Tel. 595-53-44 

CENTRO DE EDUCACION CONTINUA 
Tacuba No. 5-1er. Piso 
México 1, D.F. 
Tel. 521-40-20 

INSTITUTO DE INGENIERIA, UNAM 
Ciudad Universitaria 
México 20, D.F. 

INSTITUTO DE INGENTERIA, UNAM 
Ciudad Universitaria 
México 20, D.F. 
Tel. 550-52-15 Ext. 3610 

UNIVERSIDAD CATOLICA MADRE Y 
MAESTRA 
Autopista Duarte 
Santiago. Repfiblica Dominicana 
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