DOCENTE

| CURSO: INTRODUCCION AL LENGUAJE DE ENSAMBLADOR PC MS-DOS <br> FECHA: 4 AL 25 DE NOVIEMBRE DE 1992. LUNES, MIERCOLES Y VIERNES DE 17 A 21 HRS. |  |  |  | aVOI 7 $\forall$ OINnd | PROMEDIO |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.- ING. SALVADOR MEDINA MORAN |  |  |  |  |  |
| 2.- ING. FEDERICO MORALES FAVILA |  |  | . |  |  |
| 3.- ING. ANTONIO PEREZ AYALA |  |  |  |  |  |
| 4.- |  |  |  |  |  |
| 5.- |  |  |  |  |  |
| . . |  |  |  |  |  |
|  |  |  |  |  |  |
| . . |  |  |  |  | $8$ |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
| - |  |  |  |  |  |
| - EVALUACION TOTAL |  |  |  |  |  |

ESCALA. DE EVALUACION: : $1 . \mathrm{A} 10$

## CURSO: INTRODUCCION AL LENGUAJE DE ENSAMBLADOR PC MS-DOS

FECHA: 4 AL 25 DE NOVIEMBRE DE 1992. LUNES, MIERCOLES Y VIERNES DE 17 A 21 HRS.


EVALUACION TOTAL

ESCALA DE EVALUACION: 1 A 10

## EVALUACION DEL CURSO

| C O N C E P T O |  |  |
| :--- | :--- | :--- |
| 1. | APLICAC ION INMEDIATA DE LOS CONCEPTOS EXPUESTOS |  |
| 2. | CLARIDAD CON QUE SE EXPUSIERON LOS TEMAS |  |
| 3. | GRADO DE ACTUALIZACION LOGRADO EN EL CURSO |  |
| 4. | CUMPLIMIENTO DE LOS OBJETIVOS DEL CURSO |  |
| 5. | CONTINUIDAD EN LOS TEMAS DEL CURSO |  |
| 6. | CALIDAD DE LAS NOTAS DEL CURSO |  |
| 7. | GRADO DE MOTIVACION LOGRADO EN EL CURSO |  |

ESCALA DE EVALUACION: 1 A 10
1.- ¿Qué le pareció el ambiente en la Dịisión de Educación Continua?


AGRADABLE


DESAGRADABLE

2.- Medio de comunicación por el que se enteró del curso:

PERIODICO EXCELSIOR ANUNCIO TITULADO DI VISION DE EDUCACION CONTINUA


CARTEL MENSUAL


REVISTAS TECNICAS


PERIODICO NOVEDADES ANUNCIO TITULADO DI VISION DE EDUCACION CONTINUA


RADIO UNIVERSIDAD


FOLIETO ANUAL


FOLLETO DEL CURSO $\therefore \quad \therefore$


COMUNICACION CARTA, TELEFONO, VERBAL, ETC.


CARTELERA UNAM "LOS GACETA UNIVERSITARIOS HOY" UNAM

3.- Medio de transporte utilizado para venir al Palacio de Minería:

AUTOMOVIL PARTICULAR

METRO


OTRO MEDIO

4.- ¿Qué cambios haría en el programa para tratar de perfeccionar el curso?
$\qquad$
$\qquad$
$\qquad$
5.- ¿Recomendaría el curso a otras personas? $\square$ SI NO
5.a. ¿Qué periódico lee con mayar frecuencia?
6.- ¿Q̛ué cursos le gustaría que ofreciera la División de Educación Continua?
$\qquad$
$\qquad$
7.- La coordinación académica faé:

8.- Si está interesado en tomar algún curso INTENS় Ivo ¿Cuál es el horario más conveniente para usted?

LUNES A VIERNES,
DE 9 a $13 \mathrm{H} . \mathrm{Y}$
DE 14 A 18 H .
(CON COMIDAD)


VIERNES DE 17 A 21 H .
SABADOS DE 9 A 14 H.

LUNES A viernes de 17 а 21 н.
$\square$

LUNES: A MIERCOLES y viernes de 18 A 21 H .

VIERNES DE 17 A 21 H . SABADOS DE 9 A 13 H . DE 14 A 18 H .


MARTES Y JUEVES DE 18 A 21 H .



OTRO
9.- ¿QQué servicios adicionales desearía que tuviese la División de Educación Continua, para los asistentes?
$\qquad$
$\qquad$
$\qquad$
10.- Otras :suggerencias:
$\qquad$
$\qquad$
$\qquad$
1.-luis g. echaniz hernandez

COORDINADOR DE SISTEMAS
secretaria de la reforma agraria
AV. H. ESC. NAVAL MILITAR NO. 710
PDTE. EJIDALES
MEXICO, D.F.
TEL. 6954154
2.-hel IODORO garcia nuNo
s. C. T.

CALZ. DE LOS TENORIOS NO. 150 E-C-104
RINCONADA COAPA TLALPAN
14330 MEXICO, D.F.
TEL. 5941927
3.-Miguel e. gonzalez cardenas
U.N.A.M.
facult. ing. div. ciencias basicas
CIUDAD UNIVERSITARIA
MEXICO, D.F.
4.-ODILON GONZALEZ HUERTA

PROF. ASOCIADO
U.N.A.M.

CANAL de san Juan s/n
AGRICOLA ORIENTAL IZTACALCO
08500 MEXICO, D.F.
TEL. 5582059
5.-EVA LAGUNES CORDOVA
programador especializado
SEC. 2 MZ-3
s. C. T .

ALtadena no. 23
napoles benito juarez
03810 MEXICO, D.F.
TEL. 6876199
6.-Jaime Loreto julio Lago wetter no. 201

SUPERVISOR DE PROGRAMAS Y PROY.
s. C. T.

AGUA AZUL
nezahualcouotl, edo. de mexico
TEL. 7359421
VERTIZ NO. 800
narvarte benito juarez
03020 MEXICO, D.F.
TEL. 5902303
CALLE 87 NO. 43
puebla venustiano carranza
15020 MEXICO, D.F.
TEL. 5582059
ermita zaragoza Iztapalapa
09180 MEXICO, D.F.
TEL. 7324821

## s. c. t .

8.-MA. DOLORES SANDOVAL DORANTES
analista programador
SECRETARIA DE SALUD
LIEJA NO. 8, 120. P. JuAREZ CUAUHTEMOC 06600 MEXICO, D.F. TEL. 5537497
9.-bernardo tirado juarez docente
U.N.A.M.

CIUDAD UNIVERSITARIA
MEXICO, D.F.

NUEZ NO. 3
SAN RAFAEL CHAMAPA NAUCALPAN, EDO. DE MEXICO TEL. 3001733

144 OTE NO. 39 moctezuma venustiano carranza 15500 MEXICO, D.F.
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Bienvenidos al curso de ensamblador para la computadora P.C. b
Este curso tiene como texto base ol libro. "IBM PC ABSEMBLY LANGUAGE" de Donna.Tabler que se incluye con ol material del curso, además de unas notas estandar para todos los cursos de lenguajes for programación impartidos en la DECFI, las cuales explican los fundamentos de la utilizacion del sigtema operativo MS-DOS, asi como del editor de texto que se emplea para el" desarrollo de los programas de práctica que se veran a 10 largo del curso.

También se incluyen algunas figuras explicativas sobre aquellos aspectos importantes del lenguaje ensamblador que no. se tratan con la suficiente profundidad mi ml libro de texto.

Finalmente, $y$ formando parte integrante del material de ente cursa, se proporeionaran varios programan fuente ebapleton do ejemplo on lenguaje ensamblador los cualem doberd copiar cada alumno a algdin diskette de su propiedad que traiga en ila dltima clase de este cursoi sin embargo es muy importanto monejonar que, aparte de 10 indicado anteriormantes $n i n g d n$ alumo daberd copiar ninguno de los programas producto que componen al enequblador ni gus programas acompaffantas, como el ligador, debuggor, tc.

Esperamos einceramente que este curgo les gea dia los conocimientos adquiridos on él los apliquen utilidad $y$ que para resolver sus problemas actuales y futuros. una $y$ otra vez
$\because$ NDTAS PARA EL USD DEL SISTEMA DPERATIVO MS-DOS

### 2.1 ENCENDIDD DE LA COMPUTADORA

Fara utilizar la computadora, siga los siguimntes pasoss
E) Encienda el regulador o la caja de contactos, si es que la computadora cuenta con alguno de ellos.
:) Encienda la pantalla de la computadora.
-) Inserte el disco del sistema operativo MS-DOS en la ranura de arriba o del lado izquierdo de la computadora y No CIERRE la manija.
2) Encienda la computadora.
a) Cierre suavemente la manija del disco que insertó y espere unos momentos.
f) Cuando la computadora muestre:

Current date is Tue 1-01-1980
Enter new dates
Teclee la fecha actual, primero el mes, luego al diay al final el año separandolos por una diagonal (/) o un guion (-). Siempre recuerde que al terminar cualquier instrucción que se le de a la computadora, es necesario oprimir la tecla RETURN, marcada como <-d a la derecha del teclado, para que la computadora procese la instrucción.
g) Cuando la computadora muegtre algo similar as

Current time is 0:01:12.34
Enter new times
Teclee la hora actual, primero las horias (de o 23) y luego los minutom, separandolom por un punto (.) o das puntos (:).

La computadora esta ligta para operar, lo cual lo indiea por medio de:

## A)

Para apagar la computadoras abra las manijas de las unidades de diacos, retire los discos. y apague el equipo en el orden inverio al descrito anteriormentes o sea, primero la computadoray luego la pantalla $y$ al final el regulador o la caja de contactom.

Nunca debe haber un disco ingertado con la manija cerrada al momento de encender o apagar la computadora.

## 3. 2 NOMERES DE ARCHIVOS

Toda la informacion que maneja la computadora me almacena on archivos en los discos que ge insertan en ellat cada archivo se identifica por una especificacion de archivo que consta de dos partes separadas por un punto como ex muestra en seguidai

## FILENAME.EXT

La parta indicada FILENAME ea el nombre del archivo, este
nombre se forma con un maximo de ocho caractereg que pueden ser letras o numeros y que cada quien define como doseép por ejemplo:

## ARCH38 <br> DATES <br> A <br> PROGRAMA

La parte indicada EXT es la extension del nombre, la cual debe separarge del nombre por medio de un punto y podrá tener un miximo de tres caracteres. La exteneion del nombre, tambien llamada tipo de archivo, Eirve para indicar el tipo de informacion que contiene el archivo de acuerdo a la siguiente convencions
. ASM Programa en ensamblador.

- BAS Programa en BASIC.
. COB Programa en COBOL.
. FOR Programa en FORTPAN.
. PAS Programa an Paecal.
- DAT Comunmente ge usa para archivos de datoa.
- TXT Comunmente se usa para archivos de taxto.
- EAT Archivo mjecutable de comandos de MS-DOS.
.EXE. Archivo ejecutable de instruccionas objeto.
. COM Archivo ejacutable de ingtrucciones objeto.
Al gunos ejemplos de especificaciones de archivoss

| PROG1.FDR | LISTADO.TXT | BALDOS.DAT |
| :--- | :--- | :--- |
| TAREA7.PAS | NDMINA.COB | JUEGD.BAS |
| MOVE.ABM | EJEMPLD.EXE | PROCESA.BAT |

Puede haber varios archivos con el mismo nombre paro con diferentes extengiones o con diferenteg nombrea y la migma extension, pero no puede haber dos archivos con el mismo nombre y la migma extengion.

En generaly Ee acostumbra llamar "nombre de archivo" a la especificacion, $D$ sea, al nombre con la extension $y$ con otras partea de la especificacion de archivo que veremos mas adelante, como geria el nombre.de la unidad de discos en la que se encuentra el dieco que contiene el archivo.

La mayoria de los comandos del sistema operativo Ms-DOS requieren una especificacion de archivo para reconocer el archivo Eobre el cual van a operar.

En algunos de esom comandos ge puede colocar un asteriaco tanto en el nombre del archivo como en la extension, con lo cual se osta indicando al comando que deben coneiderarge todos 1 ós archivos cuyos nombres sean iguales. a la parte dada de la especificacion de archivo, y que puedan ser diferenter en la parte donde se calocd el asterisco.

Tomando como ejemplo el comando DIR, el cuali meatra informacion sobre los archivos que existen en un disco, tendriamos 10 Eiguientes

D: PR PREBA.CDB
Hestra informacion del archivo PRUEBA.COB.
DIF PROG*. BAS
Hestre informarion de todos los archivos cuyos nombres EJmi $=\therefore$ con PROG y tengan una extension. BAS; por iejamplos FROG 1 AS PROG345.BAS PRDG.BAS PROGXY.BAS PRDEETC.BAS

DIR *.FDR
Muestra informacion de todos los programas FORTRAN que haya ミn ei disco.

DIP. TAREA.*
Muestra informacion de todos los archivoe cuyos nombres gean TAREA y que tengan cualquier extension.

Al uso del agterisco de la manera antes indicada, para cubrir una gama de caracteres, se le llama WILD CARD (comodin).

## 2. 3 ARCHIVOS EN OTROS DISCOS

La computadora puede tener dos o mas unidadea de discosj cada unidad de digcos se identifica por una letra del alfabeto, la primera es la unidad $A_{3}$ la segunda la $B_{s}$ ete.

Siempre setiene acceso inmadiato a las archivos de una cierta unidad de discog llamada unidad de default; la cual se miestra en los caracterea que indican que el sietema operativo esta listo, por ejemplo:
A>

Al aparecer log caracteres anteriores; el gigtema operativo nos informa que esta listo para recibir un comando, y qum la unidad de discos que considera la de default es le A.

Fara cambiar la unidad de default, y tener acceso inmediato a loe archivoe de otro disco, teclee la letra de la und dad deseada eeguida por dos puntóg (i), por ejwmplos

$$
\begin{array}{ll}
\text { A>Es } & \text { (Teclae Bi, la computadora montraras) } \\
\text { B) } & \text { (Ahora; la unidad dw defaulte oe la B) }
\end{array}
$$

Si desea regresar a la unidad A como unidad de default, teclee A: .

Para referirge a archivog que esten en otra unidad de discom, pero sin cambiar la unidad de default, coloque el nombra de la unidad $y$ los dos puntos antes del nombre del archivos por ejemplos

| B:FINGPONG. BAS | (Archivo en el disco de-la-unidad B) |
| :--- | :--- |
| C:RESUMENGDAT | (Archivo en la unidad C) |
| REVISA.FOR | (Archivo en la unidad de default) |
| Bi*.PAS | (Todos los programas Pascal que haya en |
|  | el diseo de la unidad B) |

No debe haber ningún sapacio en blanco entre el nombre de la unidad de discos $y$ el nombre del archivo.
2.4 COMANDOS BASICOS

Muestra $10 \leq$ archivos existenteg: DIR FiLENAME.EXT
Copia un archivo: COPY EXISTE.EXT NUEVO.EXT
Mugatra el contenido de un archivoi TYPE FILEMAME.EXT
Borra un archiyo: DEL FILENAME.EXT
Ejemplog:
DIR
Muestra informacion de todos 10 archivosi este es el dnico comando que supone que se desean todos los archivos cuando no


DIR B:ARCH.DAT
Muestra informacion del archivo ARCH.DAT del disco de la unidad B.

DIR C:
Muestra informacion de todos los archivos del.. digco de la unidad $C$. En egte caso nuevamente se supone que se degean todos 10 archivos. Es equivalenter as DIR Ci $\ddagger$.

DIR B: *. COB
Muestra informacion de todos 10 programas COBOL del disco de la unidad $B$.

CDPY DATD.DAT PROTDATD.DAT
Duplica el archivo DATO.DAT en otro 1 lamado PROTDATO.DAT. Ambos archivoe estarán en el diaco de la unidad de default.

## COPY ARCHIVA.COB Es

Copia el archivo ARCHIVA.COB del digeo de la unidad de default al digeo de la unidad $B$ con el mismo nombre.

COPY YIEJO. $\%$ NUEVO. $\%$

Euplica todos los archivos cuyos nombres sean VIEJO a otros cuyos nombree seran NUEVO y la extensión sera la miema que tanian los VIEJO. Todos los archivos estaran en la unidad de zefault.

COFY *.PAE C:
Copia todos los programas Pascal al diseo de la unidad C.
TYFE PROGRAMA.FOR
Muestra el contenido del archivo PROGRAMA.FOR. El comando TVFE no permite el uso del WILD CARD.

DEL NOSIRVE. DAT
Borra el archivo ND8IRVE.DAT PRECAUCIONs no hay forma de recuperar un archivo una vez borrado.

DEL EyUIEJO.*
Gorra todos 10 archivos cuyos nombreg gean VIEJO del diseo de la unidad B. Hay que tener cuidado al utilizar egte comando con un WILD CARD, plear ge pueden borrar archivos que по se deseaba.

DEL *.*
Eorra todos los archivos del disco de la unidad de default. Dados los alcances de este comando, el sistema operativo MS-DOS pedira confirmación antes de proceder a borrarlos.

Cuando se deseen proteger los archivos de un disco flexible, podra pegaree una etiqueta adecuada para ello sobre la ranura que tiene el disco en la parte superior de gu orilla deracha; con 10 cual no podra borrarse ningun archivo de ese disco; aunque tampoco podra copiarse ningun nuevo archivo a di, es decir, el disco solamente podra umarse para congulta, o gea, para ver los archivos que contiene, ver al contenido de algun archivo o ejecutar un programa.

### 2.5 EDICION DE PROBRAMAS

La forma de erear un programa es por medio de un editor de archivos que nos permita teclear lineas del programas corregir erroreg, etc. El editor que utilizaremos ge llama TURBC Editor el cual es un editor de pantalla que nos permite ver de inmediato el contenido del archivo que eatamos creando. De esta maneras para colocar una cierta palabra dentro de nuestro programa bastara con colocar el curgor en el punto de la pantalla que deseamos y teclear la palabra.

Al terminar de crear nuestro programa guardaremos el archivo que hemos editado por medio de una instruccion del editor; terminaremos la ejecucion del migmo y procederemos a compilar
$y$ ejecutar-el-programa, si es que-no-hubo-errorea en la compilaciona
En caso de háber errores tomaremos nota de ellos y volveremos a utilizar al qditor para corregirlos.

El siguiente capitulo deseribe la forma de utilizar al TURBO Editor y los comandos con qua cuenta para la edicion de nuestros programas.

### 2.6 COMPILACION Y EJECUCION DE PROGRAMAS

Una vez que hemos creado el archivo que contiene a nuestro programa procedemos a compilarlo, o sea, a traducir ol archivo de instrucciones en lenguaje ensamblador, FORTRAN: COBDL 0 Pascal que hemos creado con el editor, a un archivo de instrucciones de máquina equivalentes pero que la computadora puede ejecutar de inmediato.

Para compilar nuegtro programa, bastara con teciear el nombra del lenguaje que egtamos utilizando eeguido por el nombre del archivo que contieng nuegtro programasin la extenaion da extension debe seguir las reglas antes dadas para nombres de archivos), por ejemplos


Traduce el archivo CDPYTREE.ABM. Traduce el archivo NOMINA.COB. Traduce el archivo sUMAMAT.FDR.

El procedimiento para compilar podra solicitar que se cambio el disec de alguna unidad mediante instrucciones que apareceráa en la pantalla en el momento oportuno.

Si nuestro programa tiene algun error, aparecera un mensaje informativo del mismo en la pantallay en este caso tendremos que identificar el error para posteriormente editar de nuevo al programa a fin de corregir los errores y volverlo a compilars y repetir estos pasos hasta que el programa egté correcto.

Si el programa tieno muchos erroreg y estos aparecen unio tras otro de tal forma que no tenemos oportunidad de obervarlos, podremos detener por un momento el texto que aparece en la pantalla oprimiendo la tecla Ctrl $y$, manteniendola oprimida, oprimiendo la tecla $s$ (Btop). Para continuar con la compilacion; dabe oprimirso cualquier tecla.

Cuando la compilación no marque errores me obtendra el archivo de instruceiones de máquina correspondiente; 1lamado archivo ejecutiable; el cual tendra el mismo nombre que el archivo del programa pero con extengion EXE.

Para ejecutar el programa bastara con twelear el nombre del archivo ejecutable sin la extenmion, por ejemplo:
$\therefore$ instruccion anterior ejecutaria el archivo frograma.EXE zitenido por alguna compilacion previa.
E. el caso particular del lenguaje Pascal, log procedimientos $\because$..ra compilar y ejecutar un programa gon difermnteg a los玉.うtes descritos: para compilar un programa; desde el menu ?-incipal del editor oprima la tecla cipara-ejecutar un programa, desde el menu principal del editor opirima la tecela R (ver: Mend principal mas adelante).

S: fuera necesario cancelar la ejecucion de un programa que no termine en forma normal debido a algun errory se puede hacer oprimiendo $1 a$ tecla Ctrl $y$; manteniendola oprimida, oprimir la tecla $c$; si esto no detuviera al programa, entonces manteniendo oprimida la tecla Ctrl debe oprimirge la tecla Break.

Si las teclas anterioree no cancelaran al programa, gera necesario volver a activar al sistema operativo MS-DOS. Esto so logra manteniendo oprimidas las teclas Ctrl y Alt simultaneamente $y$ oprimiendo la tecla Dels o bion, presionando el botón de RESET.

### 2.7 FORMATEO Y REVISION DE DIECOS

Antes de utilizar un disco nuevo para almacenar archivos, eg necesario formatearlo. La instrucción para formatear un disco es:

FORMAT E:
La instrucción anterior formateara el dieco insertado en da unidad B. Para formatear discos en otras unidadesp. ponga el nombre de la unidad dereada adelante de la palabra FORMAT.

PRECAUCION: EI formateo borra toda la informacion que pudiera tener un disco; por lo que hay que. tener culdado de no formatear discos con informacion util.

Hiay orasiones en que pueden presentarse algunos errores en la informaci on que esta contenida en un diece, sobra todo cuando se ha apagado o mncendido la computadora con un disco insertado con la manija cerrada; o cuando se ha interrumpido el suminigtro de energia el ectrica.

Por lo anterior es conveniente revisar el dimeo do vez en cuandos $y$ siempre despues de una interrupeion de electricidad, por medio del comandal

CHKDSK By (CHeck DiEK, ravisa digco):
Como siempre, Bi debe cambiarse por la unidad cuyo disco desea reyisarse. Si el digco egta correcto, el comando
mostrara un mensaje similar al siguientes
362496 bytes total digk epace
92160 bytes in 8 user fileas
270336 bytes available on disk

655360 bytes total memory 62996B byteg free

Si existe alguin error, aparecera un mensaje informativo antes de los mensajes mostrados anteriormente. La mayoria de los errores se pueden corregir ejecutando check disk de esta forma:

## CHKDEK Bi /F

Para mayor informacion de este y otros comandos disponibless congilte el manual del sietema oparativo ME-DOS.
3.1 ARPANQUE DEL EDITOR

Para utilizar el TURBC Editor bastara con teclears

## EDITOR.

Una vez activos el editor mostrara el menu principal, el cual contiene una serie de opeiones e indicara que esta listo mostrando el caracters

$$
>
$$

Para editar un programa, oprima la tecla E (Edit) $y$ deapues teclee el nombre del archivo por editar. Si el archivo no exiete, en ege momento es creado; si el archivo ya existws se toma para editarlo y se muestra el principio del mismo en la pantalla.

A partir de ege momento se puede editar el archivo utilizando los comandos descritos a continuacion, ya que el editor ser encuentra en el modo de edicion.

Para terminar el modo de edicion y regreaar al manu principal: oprima la tecla Fio.

Una vez en el menc principal, oprimia la tecla 5 (Bave) para guardar el archivo ya editado on el disco.

Para terminar de utilizar al editor: oprima la tacia $Q$ (Quit).

### 3.2 COMANDOS BASICOS

Para crear un programa, simplemente teclee las líneas que componen ol mismo terminando cada una con la tecla <- .

Fara corregir un caracter tecleado incorrectamente, oprima la tecla <- colocada arriba de la tecla <- En algunos tecladog la tecla <-_esta marcada como Back Bpace, por 10 que si es el caso, toda mencion en estas notas. a la tecla <- debera referirié a la tecla Back Space.

Fara borrar algun caracter erroneo del archivo, caloque el cursor sobre el caracter por borrar utilizando lis teclas con flechas colocadas a la derecha del teclado (flechag hacia la izquierda, hacia la derechas hacia arriba y hacia abajo) y borre los caracteres erroneos oprimiendo la tecla Del.

Fara ineertar algun caracter faltante en el archivo, coloque el cursor en la posicion degrada por medio de las teclas con flechas y teclee los caracteres faltanteg.

Para terminar la edicion, oprima la tecla Fio.

Utilizafdo unicamente estos comandos se puede editar cualquier archivo，sin embargo，la edicion de un archivo grande puede resultar muy laboriosa y tardada．

El TURBD Editor cuenta con otrog comandog que facilitan la edicion $y$ que sera convenignte aprender una vez que se tenga mayor familiaridad con los comandos basicos antes descritos．

Puesto que estas notas son solo una breve descripcion de las capacidades del editor，no se incluyen ejemplos de egtos comandos，por lo que se recomienda que se lea la dexeripeion de los comandos al mismo tiempo que ee practica cada uno de allos，a fin de asegurar su correcto entendimiento．

Los siguientes seig puntos son una breve descripeion de todas las capacidades del TURBO Editor．

### 3.3 MENU PPIINCIPAL

Estando en el menu principal，se tiene accemo a los siguientes comandos：

L．（Logged drive）Cambia la unidad de default．
A（Active directory）Cambia $⿴ 囗 十$ directorio activo．
W（Work file）Carga un archivo para editarlo．
E（Edit）Entra al modo de edición．
8 （Save）Guarda el archivo que está editandoge en disco．
D（Dir）Muestra los archivos exiftentes on el disco．
Q．（Quit）Termina la ejecucion del editor，regregando al sistema operativo．

En el cago particular del lenguaje Pagcal，tambion se cuenta con los siguientes tres comandos：

C．（Compile）Compila el programa fuente Pagcal．
R（Run）Ejecuta el programa Pascal．
－（Optione）Modifica lag opeiones del compilador． Eligiendo a su vez la opcion C，la compilación generaráa un archivo ejecutable．CDM en diaco en vez dee ado mantener en memoria el archivo de instruceiones de máquina correapondiente．

Durante el modo de edicion se muestra una linea de estatus on la parte superior de la pantalla similar a la siguientes

Line 1 Col 1 Ingert Indent BsEJEMPLO．PAS
La linea de estatus muentra la siguiente informacion：
Line 1 Numero del renglon．del archivo que esta editándose donde esta el curgor．

Col 1 Numero de la columna donde egta el cursor．

Ineert Modo Insert activos los caracteres que se tecleen ge insertaran . Ein afectar a los caracteres que ya existan en el archivo, abriendose espacio automaticamente para alojar a los nuevos caracteres. La contraparte eg. el modo overwrite: los caracteres se sobreponen en los ya existentes reemplazándolos. Para cambiar del modo Insert a Dverwite o viceversa; oprima la tecla Ins.

Indent
Modo Indent activoi cada vez que se oprima la tecla <- para terminar un renglon: el cursor automaticamente avanzara Masta la columna donde el renglon antea insertado tenga su primera palabra. para apagar o activar nuevamente el modo, oprima la tecla i<-.

B:EJEMFLO.PAS Nombre del archivo que esta editandose.
Todos los comandos descritos a continuacion operan on el modo de edicion. La tecla Esc indica OPRIMIR Y BOLTAR primero la tecla Esc $\because$ despues oprimir la tacla qua sigue. Las teclas Ctrl o Alt indican oprimir la tecla Ctrio olt y, BIN BOLTAR ESA TECLA, oprimir la tecla que gigue.
3.4 COMANDOS DE MOVIMIENTO DEL CUREDR

| く- | Un caracter a la izquierda. |
| :---: | :---: |
| -> | Un caracter a la derecha. |
| Ctrl <- | Una palabra hacia la izquierda. |
| Ctrel $\rightarrow$ | Una palabra hacia la derecha. |
| Home | Al principio del renglon. |
| End | Al final del renglon. |
| 1 | Un rengl on hacia arriba. |
| 1 | Un renglon hacia abajo. |
| Ctrl Home | Al primer rangl on do la pantalla. |
| Ctrl End | Al ultimo rengl on de la pantalla. |
| F1 | Mueve el texto un renglon hacia arriba. |
| 59 | Mueve el texto un rengion hacia abajo. |
| FgUp | Muestra la pagina anterior. |
| FgDn | Muestra la pagina siguiente. |
| Cerl Fgup | Muestra da primera pagina del archivo. |
| Ctrl FgDn. | Muestra la ultima pagina del archivo. |
| F4 | El cursor pasa al principio del bloque. |
| FB | El cursor pasa al final del bloque. |
| F6 | El cursor pasa a su posicion inmediat |

3.5 COMANDOS DE INGERCION Y BDRRADD

| Ins | Cambia entre modos ingercion y aobreageritura. |
| :--- | :--- |
| Del | Borra el caracter apuntado por el curgor. |
| $<$ | Borra el caracter anterior ai cursor. |

Ctr1 <-- Borralapalabra-siguiente-al-curgor:-
E玉c <- Borra hasta el fin del rengl on.
Eec Ctrl <- Borra el renglon completo.
3.6 COMANDOB DE MANEJO DEL BLOQUE

| F3 | Marca el principio del bloque. |
| :--- | :--- |
| F7 | Marca el final del bloque. |
| F5 | Marca una palabra como bloque. |
| F2 | Egconde/muestra donde esta el bloque. . |
| Alt C | (Copy) Copia el bl oque a donde este el cursor. |
| Alt M | (Move) Mueve el bloque a donde este el cursor. |
| Alt D | (Delete) Desaparece (borra) el bloque. |
| Alt S | (Save) Salvael bloque en un archivo en disco. |
| Alt I | (Insert) Inserta un archivo marcandolo bloque. |

### 3.7 COMANDOS DE BUSQUEDA Y REEMPLAZO


3.8 CDMANDOS VARIOS

| > | Avanza el cursor hasta la columna donde el renglon anterior tenga el inicio de una palabra. |
| :---: | :---: |
| 1く- | Apaga/activa el modo de identacion automati |
| Ctrl <- | Elimina los cambios hechos a un renglong oper |
|  | mientras el cursor no salga de ese renglón. |
| Ctrl 1 | Permite teclear un caracter de control en los |
|  | comandos (p.e.: Ctrl $A$ en Find y Replace). |
| Ctrl U | (Undo) Cancela cualquier comando pendiente |
|  | ejecucioni en un comando Replace que involucr |
|  | muchos reemplazos sin confirmacion, |
|  | ejecuta mas rapido al no mostrar cada |
|  | remplazo en la pantalla. |
| F10 | Sale del modo de edicion y pasa al menu |

3.9 COMPATIBILIDAD CON WORDSTAR

Los comandos con que cuenta el TURBO Editor son un subconjunto de los comandes del edjtor comercial Wordetar. Todos los comandos del TURBO Editor tienen dos formas de activarse: una es por medio de las teclas descritas anteriormentes otra es por medio de las teclas equivalentes del editor WordStar.

De esta forma, si algun uguario conoce el editor WordBtar podra manejar al TURBO Editor en forma identica. Por otro lado, un usuario que ge inicie utilizando lag comandos descritos con anterioridad $y$ que desee utilizar posteriormente al editor Nordstar, podra hacerlo facilmente con solo acostumbrarse a las diferentes teclas de los mismos comandos que ya conoce, pudiendo inclugive practicar egas teclas con el TURBD Editior.

A continuacion se muestran los nombres originales de los comandos equivalentes de HordStar, las teclas del comando del TUPED Editor $y$ al final las teclas equivalentes del comando de bordStar.

NOMERE DEL COMANDD
Character left

Word left
Word rigth
To left on line
To rigth on line
Line up
Line dorm
To top of page
To bottom of page
Scrall up
Scrall down
Page up
Page down
To top of file
To end of file
To beginning of block
To end of block
To last cursor position
Insert mode on／off
Insert line
Delete character under
Delete left character
Delete rigth ward
Delete to end of line
Deleta line
Mark block begin
Mark block end
Mark Eingle word
Hide／display block
Copy block
Move block
Dalete block
Write block to disk
Read block from disk
Find
Find and replace
Repeat last find
Tab
Auto tab on／off
Restore line
Control character prefix Abort operation End edit

TURED EDITOR WORD STAR
く－Ctrl－8
－）
Ctrl－D
Ctrl＜－
Ctrl－A
Ctrl $->$
Ctrl－F
Home
Ctrl－Q Ctri－8
End
1
｜
Ctrl Home
Ctrl End
F1
F9
Pglp
PgDn
Ctrl PgUp
Ctrl PgDn
F4
FB
F6
Ins
Del
く－
Ctrl＜－
Esc＜
Emc Ctrl＜－
F3
F7
Fs
F2
Alt C
Alt M
Alt D
Alt S
Alt I
Alt $F$
Alt $R$
Alt $N$
$->1$
1く－
Ctrl＜－
Ctrl \
Ctrl U
Fio

Ctrl－Q Ctril－D
Ctrl－E
Ctrl－X
Ctrl－Q Ctrl－E
Ctrl－Q Ctrl－X
Ctrl－Z
Ctrl－W
Ctrl－R
Ctrl－C
Ctrl－Q Ctrl－R
Ctrl－Q Ctrl－C
Ctrl－Q Ctrl－B
Ctrl－Q Ctrl－K
Ctrl－a Ctrl－P
Ctri－V
Ctri－N
Ctrl－s
く—（Backspace）
Ctrl－T
Ctrl－Q Ctrl－Y
Ctrl－Y
Ctrl－K Ctrl－8
Ctri－K Ctri－K
Ctrl－K Ctrl－T
Ctrl－K Ctrl－H
Ctrl－K Ctrl－C
Ctrl－K Ctri－V
Ctrl－K Ctrl－Y
Ctrl－K Ctrl－W
Ctrl－K．Ctrl－R
Ctri－Q Ctri－F
Ctrl－Q Ctrl－A
Ctri－L
Ctrl－I（Tab）
Ctrl－Q Ctrl－I
Ctrl－Q Ctrl－L
Ctrl－p
Ctrl－U
Ctri－K Ctrl－D

## 4. 3

 EJEMPLO DE ARQUITECTURAS DE CALCLLADORAS ARQUITECTURA DE UNA CALCULADORA SIMPLEREGISTROS OFERATIVOS


MEMDRIA DE ALMACENAMIENTO

M $\qquad$

## OPERACIONES FOSIELES

SUMA - RESTA - MULTIPLICACION - DIVIBION
FORCENTAJE - RAIZ CUADRADA
ALMACENAMIENTO Y RECUPERACION DE LA MEMORIA

## ARQUITECTURA DE UNA CALCLLLADORA DE BTACK

> REGIETROS OPERATIVDS

MEMORIA DE ALMACENAMIENTO


## OPERACIDNES POSIBLES

SUMA - RESTA - MULTIPLICACION - DIVIBION - POTENCIACION RAII CUADRADA - INVERSD - PORCENTAJES - SUMATORIAS FUNCIONES LOGARITMICAS, TRIGONOMETRICAS E HIPERBOLICAS ALMACENAMIENTO Y RECUPERACION DE LAS MEMORIAB
4.2 ARQUITECTURA DEL MICRDPRDCESADOR INTEL BOB6/BOBB

FEEGISTRDS OPERATIVDS


OPERACIONES POSIBLES
SUMA, RESTA: MULTIPLICACION Y DIVISIDN DE ENTERDS COMPARACIONES - MOVIMIENTO DE BITS
ALMACENAMIENTO Y RECUPERACION DE LAA MEMORIA
ALGUNAS INSTRUCCIONES ESPECIALIIADAS

FEGISTROS DE DATOS
$A X$
BX
EX
DX

| 7 | $A H$ | 0 | 7 | $A L$ | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 7 | $B H$ | 0 | 7 | $B L$ | 0 |
| 7 | CH | 0 | 7 | $C L$ | 0 |
| 7 | DH | 0 | 7 | DL | 0 |

AECUMULATOR
bAsE
COUNT
DATA

FEGISTROS APUNTADORES E INDICES

| SP | 15 | 0 |
| :--- | :---: | :---: |
| BP | 15 | 0 |
|  | 15 | 0 |
| DI | 15 | 0 |

STACK POINTER<br>EASE POINTER<br>SQURCE INDEX<br>DESTINATIDN INDEX

REGISTROS DE ACCESO A SEGMEMTOS

| 15 | 0 |
| :--- | :---: |
| 15 | 0 |
| 15 | 0 |
| 15 | 0 |

CODE GEGMENT
DATA BEGMENT
BTACK SEGMENT
EXTRA GEGMENT

## DESCRIPCIDN DEL UED GENERAL DE CADA REEIETRO

CX - CONTADOR PARA ITERACIONES Y MOVIMIENTD DE BYTES D PALABRAE
$C L$ - CONTADOR PARA ROTACIONES Y CORRIMIENTOS DE BITB
DX - DPERACIDNES ARITMETICAS SDBRE PALABRAS, E/S INDIRECTA
SP - DPEFACIONES SDERE EL STACK
BP - ACCESD A PARAMETRDS EN EL STACK
SI - ACCESD INDIRECTO A MEMDRIA, APUNTADOR A STRING FUENTE
DI - ACCESD INDIRECTD A MEMORIA, APUNTADOR A STRING DE DESTINO
CS - APUNTADOR AL SEGMENTO DEL CODIED DBJETD
DS - APUNTADOR AL. SEGMENTD DE DATOS
SS - APUNTADOR AL SEGMENTD DEL STACK
EX - APUNTADOR A UN SEGMENTO EXTRA DE DATOS
4.4 UTILIIACION DE LOS PEGI-.....

El mi croprocesador 80ひui i.fod divide la memoria en cuatro areas, 11ヨuatas \#egmentos, regervadas para contener el codigo objeto del pruis am, el area de datos, la zona del otack y otra area adicional para datos.

Cada uno de los cuatro regietros segmento contiene la direceion inicial del segmento correspondiente, considerando colamente los primeros 16 bits (4 digitos hexadecimales), o sea, los mas significativos de la direccion, la cual se formacon un total de 20 bitg ( 5 digitos hexadecimales). Los 4 bitg faltanteg ee obtienen combinando a su vez otira direccion de 16 bitg; proporcionada por cada instruccion del programa, pero que se coloca en los 16 bits menos significativosy por 10 que toda direccion de memoria es la muma de un registro eegmento corrido 4 bits a la izquierda mas un desplazamiento dantro del segmentol lo anterior ge indica de la giguiente maneras REGa DESP

De esta manera; manteniendo fijo el contenido de un registro segmento, una instrución puede accegar el rango de mamoria que pueda ser direccionado con 16 bits, 0 gea $64 K$; 10 cual as al tamaño del segmento.


PUSIBLES COMBINACIGNES DE REGISTRQS PARA FORMAR DIRECCIONES

Tipo de accero a memoria
Lectura de instruccionas Operacionea sobre el stack
Datos (excepto los siguientes)
String fuente
String de destino
Usando el regigtro base EP

Segmento Segmento normal opcional

Desplaz amionto dado por

## Cs

88
D8
DS
ES
S8
-
$C S, E S, S S$
$C S, E S, S S$
$C S, D S, E S$

CS, ES, 53
CS, ES, 53
CS, DS, ES

IP GP
Ingtruccion 81 DI
Instrucei on

Para deseribir la relación enistente entre un programa de un Usuario, las rutinas componentes del DOS y las del BIOS, ge hará referencia a la labor primordial para la que fueron desarrolladas sadia una de ellas. Por ejemplo, es obvio que los tres ejecutan iristrucciones del CPU, gin embargo ese no es el objetivo rrincipal de las ritinas del DOS ni del BIOS.

Desde este punto de vista podemos decir que el objetivo principal del programa del usuario es ejecutar inetrucciones del CPU, misntras que las rutinas del gios tienen la mision de aceesar los perifericos externos conectados a la computadoral por ultimo; las -utinas del DOs tienen por objeto servir de enlace entre el programa del usuario y las rutinas del EIOS.


| MODO | LOCALIIACION DEL DATO O DE LA DIRECCION | EJEMPLO |
| :--- | :--- | :--- |
| IMMEDIATE | DATO EN LA INSTRUCCION | 1 |
| REGISTER | DATO EN UN REGISTRO | AX |
| DIRECT | DIRECCION EN LA INSTRUCCIDN | VARNAME |
| INDEXED | DIRECCION ES LA SLMA DE UN REGISTRO <br> INDICE MAS UN DESPLAZAMIENTO EN LA INB. | VEC[SIJ |
| EASED | DIRECCION ES LA SUMA DE UN REGISTRO <br> DASE MAS UN DESPLAZAMIENTO EN LA INS. | REC[BXJ |
| BASED AND |  |  |
| INDEXED $:$ | DIRECCION ES LA SUMA DE UN REGISTRO <br> INDICE MAS UN REGISTRO EASE MAS UN <br> DESPLAZAMIENTO EN LA INSTRUCCION | REC[BXJ[SI] |

MODO INDEXED: Para accesar los elementos de un arreglos el deaplazamiento apunta al principio del arreglo y el registró indice selecciona el elemento deseado.


VECTOR (O)
VECTOR(1)
VECTOR (2)
VECTOR (3)

MODD BASED: El registro base apunta a una estructura de elementos de diferentetipo $y$ el deeplazamiento gelecciona el elemento deseado dentro de la estructura. Para accesar una egtruetura diferente, bactara con ajustar adecuadamente al registro bage y ol desplazamiento geleccionara al mismo elemento pero de la otra estructura, ya que anloge estan en la misma posicion relativa.


MODO BASED AND INDEXED: Combinando ambos modos se pueden accesar arreglos dentro de estructuras el registro base apuntara a a astructura deseada, el desplazamiento geleccionara el principio Jei arreglo y el regietro indice apuntark al elemento dessado sentro del arreglo.


Aunque el registro BX se usa normalmente para accesar estructuras de datos, Ee puede utilizar como un regigtro indice mas; de eata manera es pogible manejar arreglos de dog dimensionea apoyindose en el modo de direccionamiento BASED+INDEXED manejando el primer छubindice en el registro base bx multiplicado por el numero de elementos que tenga la otra dimension, y el otro subindice en cual quiera de los registros indice SI o DI.


E] registro base BP es un apuntador a un dato que esta en el stack $y$ girve para accesar parametros tragferidos entre procedimientos sin neceaidad de vaciar el stack para ello; aunque al regreso del procedimiento es necesario desalojar log parametros del stack; 10 cual se hace en forma gencilla ya que en la instruccion FETURN ae puede especificar el numero de palabras que serán desechadac del stack al momento de efectuar el regreso del procedimiento. Estos dos temas no se veran en ester curao, por lo que se recomienda no utilizar el registro. BP hasta comprender en forma adecuada su funcionamiento.

| OPERANDD DE DESTINO | OPERANDO FUENTE | EJEMPLO EN EMBAMBLADOR | EJEMPLO <br> EN "C" |
| :---: | :---: | :---: | :---: |
| FEGISTER | IMMEDIATE | MOY AX, 1 | REGAX $=1$; |
|  | REGISTER | MOV AX, BX | REGAX $=$ REGBX |
|  | DIRECT | MOV AX, DATO | REGAX $=$ DATO; |
|  | INDEXED | MOV AX, VEC[SI] | REGAX $=$ VEC[SI] ${ }^{\text {a }}$ |
|  | EASED | MOV AX: NUM[BXI | REGAX=REC. NUM: |
|  | EASED+INDEX | MOV AX, VEC[BX][SI] | REGAXEREC. VEC[SI]; |
| DIRECT | IMMEDIATE | MOV DATO, 1 | DATO $=1$; |
|  | REGISTER | MOV DATO, AX | DATOmREGAX: |
| INDEX:ED | IMMEDIATE | MOV VEC[SI], 1 | YEC[SIJ=1t |
|  | REGISTER | MOV VEC[SIj, $A X$ | VEC[EI J=REGAX |
| EASED | IMMEDIATE | MOV NUM[EX],1 | REC. $\mathrm{NUM}=1$ 1; |
|  | REGISTEF | MOV NUM[BX], AX | REC. NUM=RESAX; |
| BASED + INDEXED | IMMEDIATE | MOV VEC[BX][SI], 1 | REC. VEC[SI]mis |
|  | FEGISTER | MOV VEC[BX][EI], AX | REC. VEC[SI]=REGAX |

En resumen, los modos de direccionamiento IMMEDIATE y REGIBTER son los unicos que no accesan memoria, todos los demas (DIRECT, INDEXED, GASED y BASED+INDEXED) gi la accesan. La restriceión general en ensamblador, es que no se plede mover un dato de memoria a memoria en una sola ingtruecion, giempre tendra que moveree un dato primero de memoria a un registro del CPU, $y$ de ahi de regreso a memoria con otra ingtruccion.

A pesar de 10 anterior, el microprocesador BOBb/8088 tiene cinco instructiones dedicadas al manajo de mtrings por medio de las cuales es posible mover directamente un dato de memoria a memoria; estas ingtruccioneg ae deaciribirán mas adelante.

En el modo BASED+INNEXED se puede combinar un registro base (BX o EF) con un regietro indice (SI of DI), perono ge pueden ugar juntos dos registros base ó indice en la misma instruceion.


Las operaciones de manejo de otrings comprimen en una sola instruccion del CPU los oivermos pasos que normalmente se requieren para manejar secuencias de caracteres contandoge cons

MOVSE 6 MOVSW - Mueve $B$ o 16 bits de memoria a mamoria
LODSE o LODSW - Carga 8 o 16 bits de memoria al registro AL o AX STOSB o STOSW - Guarda 8 o 16 bits del registro AL o AX a memoria SCASB ó SCASW - Compara el ragigtro AL o AX contra memoria CMPSE 0 CMPSW - COMpara 8616 bits de memoria eontra memoria

Estas instrucciones usan los siguientes regigtros del CPLs
SI - Apunta a Ia localidad fuente (segmento baEe: cualquiera)
DI - Apunta a la localidad destino (segmento bases Es)
Todas las instrucciones incramentan los registros indice invaluerados en la instruceion (8I. o DI o ambos). Para decrementar, ejecutey STD, para incrementar otra vez: CLD.

Si ga coloca antes de la instruccion el prefijo REP; entonces la ingtruccion se repetira en forma ciclica, decrmantando ol registro CX cada vez, hasta que este llegue a cero.

En las instrucciones SCAS y CMPS el prefijo puede ser, admás de REP; cualquiera de REPE o REPNE: on este caso, las repeticiones terminaran cuando CX llegue a c@ro o cuando ge cumplada condicion indicada por el prefijo (Equal o NotEqual) entrelas localidades involucradas mn la instrucción.

Ejemplo: movimiento de una string de lo.caracteres.
BASIC: $A \omega^{\circ}=B$
Pascal: FOR I:=1 TO 10 DO A[I]: =B[I];
Eneamblador:

| LEA | BI, A | idireccion de la string $A$ |
| :--- | :--- | :--- |
| LEA | $D I, B$ | idirecejon de la string $B$ |
| MDV | $C X, 10$ | indmera de caractares a mover |

con instrucciones directas:
MUEVE:

con instrucciones de manejo de stringss
REP MDVSB fimieve la secuencia!
4. 10 USO DE MEMORIA FOR EL PFOGRAMA, MS-DOS Y EIGS


Cuando un programa de un uguario hace una 11 amada al Sistema Operativo por medio de la INT $21 H$ E1 CFU consulta la direc天ion almacenada en el vector de interrupcion correspondiente $y$ transfiere el control a la direccion indicada en el vector. (1)

Si la funcion correspondiente de DOE Fequiere accegar un dispositivo externo, cosa comun por 10 demas, entonces requerira invocar a una rutina del BIOB, por ejemplo la 10 H , por medio de una instruceion INT $10 H_{\text {, }}$ con 10 que nuevamente el CPU consulta la direccion almacenada en ol vector correspondiente.y transfiare el control. (2)

Cuando la rutina correspondiente a la INT ioh regresa el control por medio de una instruccion IRET, el control regresa a la instruccion siguiente al INT que sirvió para invocarla. (3)

De igual formag cuando la rutina de la INT 2iH termina su labors ejecuta un IRET con 10 cual el contral regresa a la siguiente instruccion que 1 a invocb, dentro del programa del usuario. (4)

# INTRODUCCION AL LENGUAJE DE PROGRAMACION ENSAMBLADOR PC-MSDOS 

MATERIAL DIDACTICO

NOVIEMBRE, 1992

## 1

## Introduction

This chapter discusses which microcomputers can be programmed with IBM's Macro Assembler language (MASM). It also presents an overview of some concepts you should be familiar with before you begin to learn MASM, such as: how the MASM assembler converts the program you write to one that the microcomputer can understand, how the microcomputer is organized, and how it runs a program. These concepts are important to understanding assembler languages because the assemblerlanguage program deals directly with the microcomputer and its operation. This chapter also includes a general comparison of MASM with some other languages.

The next chapter presents general information applicable to the IBM PC. In the third chapter, you will begin to look at and write programs.

## Where Can You Use MASM?

The Macro Assembler language (MASM) by Microsoft was developed to program the IBM PC, PCIXT, and PC/AT. Throughout this book, IBM PC refers to this entire family of microcomputers. MASM is based on the assembler language for 8086 and 8088 microprocessors fthe PC and PC/XT each uses an 8088 microprocessor). As Pigure 1.1 indicates, an assembler is a program that translates assembler language into machine language, which can be understood by a microprocessor. The MASM assembler translates MASM programs into 8088 machine language.


## Figure 1.1 The Role of the Assembler

Theoretically, the resulting machine-language programs should run on any microcomputer with an 8088 microprocessor. However, some instructions may, in fact, refer to memory locations that have special functions on one type of computer or with a particular operating system. The programs, therefore, may not run correctly on other computers or with other operating systems. I/O (input and output) routines are especially liable to be incompatible with other microcomputers or with other operating systems. Unless otherwise indicated, the I/O routines you learn in this book run under version 1.1 of the IBM PC Disk Operating System (DOS) by Microsoft or subsequent versions.

Other assembler languages exist for programming 8086/8088 microprocessors. One of these, Microsoft's Small Assembler (ASM), is included when you purchase MASM. (Well discuss the differences between MASM and ASM later in this chapter). All 8086/8088 assembler languages use the same set of instructions, which, in turn, are translated into the same machine-language instructions.

An assembler has other functions than translation, however. Most assemblers, for example, reserve and initialize data space and provide a listing of the program and its translation. MASM, like other assembler languages, directs the assembler to perform these functions using instructions known as assembler directives or pseudo-ops, which are not translated into machine language. The DB pseudo-op, for example, defines data space, while the PAGE pseudo-op controls the page size of the listing the assembler produces. MASM's pseudo-ops include all of ASM's and more. Other $8086 / 8088$ assembler languages will have similar, but not identical, sets of pseudo-ops.

You can use the Macro Assembler Language taught in this book to write programs that will be converted to machine language by the MASM assembler. The machine--language programs will run on the IBM PC family
using DOS 1.1 or later versions; they may or may not also run on other 8086/8088 microprocessors or with other operating systems. The basic concepts and the MASM instructions covered in this book will be useful, but not complete, guides to other 8086/8088 assembler languages.

## Review Questions

i. MASM is intended for use on which computers? Which microprocessors? Which operating system?
2. What microprocessor does the IBM PC use?
3. From what type of language does an assembler translate?
4. Into what language does the MASM assembler translate programs?
5. True or False? A pseudo-op directs the assembler in its functions; it is not translated by the assembler.
6. True or False? All $8086 / 8088$ assembler languages include the same instructions and pseudo-ops.

## Answers

1. IBM PC and family; $8086 / 8088$; DOS 2. 8088 3. Assembler language 4. 8088 machine language 5. True 6. False; they include the same instructions, but not necessarily the same pseudo-ops.

## The Programming Process

Figure 1.2 illustrates the programming process. We will talk about each step, from writing the program to running it.

## Where Does the Source Code Come From?

When you write a program; begin by deciding exactly what you want the program to do. Often, this means planning screen layouts and print diagrams on chart paper that has numbered rows and columns. Then, plan the program logic. The more time you spend planning in the beginning, the less time you will need to spend revising later.

Once you know what your program will do in detail, write the program in MASM Assembler language. The MASM language program is called the source code. Writing a program is often called coding, since it produces source code. Most assembler programmers write their programs first on


## Fifure 1.2 The Programming Process

paper, leaving plenty of room for changes. Next, the source code is entered into the computer, using either an editor such as BDLIN or a word processing program.

Notice the difference between MASM and BASIC. BASIC itself includes an editor. When you start to run BASIC you automatically are in the BASIC editor and can begin to enter your program. MASM, as well as most other computer languages, does not include its own editor. MASM programs must be entered using an independent editor or word processing program.

## Where Does the Object Code Come From?

Once the source code is ready, it's time to call on the assembler. An assembler is a program. The source code is the input to the program. Machine language, known as machine code or object code, is the main output from the program. Usually, the assembler produces a listing and, sometimes, it also produces cross-reference files for the programmer's use in debugging the program. But, its real job is to produce the object code.

An assembler translates source-code instructions to object-code instructions on a one-to-one basis; that is, every 8086/8088 assemblerlanguage instruction is translated into a 8086/8088 machine-language
instruction. In addition, the assembler carries out the pseudo-op instructions by leaving room in the machine-language program for data areas and by putting initial values in the data areas. Other pseudo-op instructions may also affect the output from the assembler. For example, they may change the number of lines per page in the listing, or tell the assembler to copy source code from another file into your program's source code before translating it.

Figure 1.3 shows part of a listing from the assembly of a MASM program. The right-hand side of the page shows the source code, which includes comments written by the programmer. The left-hand side of the page shows the object code in hexadecimal. The object code is, in fact, in binary because it is the only form of data that a computer can understand. But, when printed or displayed on a CRT, the code is always shown in hexadecimal. (By the way, if you need to brush up on binary and hexadecimal, read Appendix A.)
(

Figure 1.3 Part of an Assembler Listing

## What's After Object Code?

The object-code program that results from assembly is a string of binary digits which includes both machine-language instructions and data storage areas. One more step, linking, is required to change the object-code program into an executable program, also in machine language. The linker program adds information that will be needed when your program runs, such as the program size and where to load the program in memory. The linker can also combine several object programs into one.

The individual object programs are often called object modules. The finished, executable program may be referred to as a load module, since it is ready to load into memory. The software that comes with some compilers includes libraries of object modules that must be combined via the linker with every object program generated by the compiler.

When you run a program, it is the executable version, the load module. this is run. That's why the disk file where the program's load module is stored is often called its run file. As you can see from Pigure 1.2, usually the programming process is not finished when it is run for the first time. The first few runs often produce incorrect results, and the programmer must change the source code and repeat the assembly, link, and run cycle until the program works as desired. This is called debugging the program.

## Review Questions

Match each program type on the left with the phrases that describe it on the right. Some descriptions may be used more than once; some may not be used at all.

|  | Source code program <br> Object code program | A. | Output from linking process. <br> Input by programmer through editor or word processor |
| :---: | :---: | :---: | :---: |
| 3. | Executable program | c. | Output from assembler |
|  |  | D. | Input to linking process |
|  |  | E. | Machine language |
|  |  | F. | Input to assembler |
|  |  | G. | Ready to run |

Answers

1. B, F $\quad$ 2. C, D, B 3. A, B, G

## The Microcomputer

Before you learn how the microcomputer runs your program, you need to be aware of some of its parts. Figure 1.4 contains a generalized diagram of a microcomputer; refer to it as you read the following discussion.

## The Microprocessor

The heart of any microcomputer is its microprocessor, which contains the Central Processing Unit (CPU). The CPU is the area where machinelanguage instructions are interpreted and carried out. The microprocessor also includes several, small memory areas called registers. The CPU can access the registers very quickly to store, manipulate, or retrieve data.

Flags Most microprocessors have a register that contains the flags. Each flag is one bit, so it may have a value of zero or one. There are two types of flags: status flags and control flags. A status flag records information about the result of an instruction. Many microprocessors, for example, maintain a zero status flag. The zero flag is set (turned on, or given a value of 1) when an arithmetic result has a value of zero. The flag is cleared (turned off, or given a value of 0 ) when the result is not 0 . Control flags are used to control the operation of the computer. For example, an interrupt flag may control whether or not a program can be interrupted by outside events, such as pressing a key on the keyboard. Such requests for service are handled if the flag is set and are ignored if the flag is cleared.


## The Instruction Set

A microprocessor contains circuitry that enables the microprocessor to carry out a certain set of instructions. An 8088 microprocessor is designed to process about 90 instructions that make up the instruction set for both 8086 and 8088 microprocessors. Object and executable programs for any microcomputer with an 8086 or 8088 microprocessor must use these instructions and no others, since these are the only instructions the computer can actually carry out.

Some microcomputers have more than one microprocessor and can carry out more than one set of instructions. An IBM PC may have an 8087 microprocessor installed in addition to its basic 8088 microprocessor. The 8087 processes high-speed, high-precision arithmetic instructions that are not available on the 8088. MASM originally did not include the assemblylanguage equivalents of these instructions. The newest version of MASM does have 8087 instructions, but they will not be covered in this book.

## Memory

Another important aspect of the microcomputer is its memory. It's probably easiest to visualize memory as a large number of storage cells, like a honeycomb. Bach cell can contain one byte of information-that is, eight bits. Any ASCII character can be expressed in one byte, so you will sometimes see the number of bytes of memory in a computer referred to as the number of characters it can hold.

Bach cell or byte of memory has a unique address, starting at $\mathbf{0 H}$ (addresses usually are written in hexadecimal). The maximum memory that can be addressed by the 8088 is $1,048,576$ ( 1 M or 1024 K ) bytes. That means that 1024 K is effectively the maximum memory size for a microcomputer using an 8088 microprocessor. Memory addresses for an 8088 -based microcomputer range from 0 H to $\cdot \mathrm{OFFFFFH}(0$ to $1,048,575$ ). The actual memory size of your computer, however, will vary depending on the number and size of memory chips installed in it. You must have at least 96 K of memory to use the MASM assembler. However, you can assemble an ASM program with a 64 K memory.

Sometimes memory is referred to as if it were a vertical stack of boxes with OH at the bottom and the highest possible address at the top.

The memory installed in your computer is not all available for your programs. Some of it is reserved for system programs or other purposes over which you have no control. In the IBM PC, for example, the bottom 1024 bytes contain interrupt vectors, which are the addresses of programs that are executed when a special function needs to be handled by the operating system. Bxamples are many I/O functions, such as displaying a
character on the screen. The top 16 bytes contain the system reset instructions that are executed when you turn on the computer. Additional memory is used when the operating system is loaded into other parts of memory, one of the first steps that occurs when the computer starts up.


1. Which part of the microcomputer determines what instructions the microcomputer can carry out?
2. In which part of the microprocessor are instructions interpreted and carried out?
3. What are the small, rapid-access memory areas in the microprocessor called?
4. What part of the microprocessor is used to record information about the results of an instruction?
5. True or False? A unique address is assigned to every bit of memory, starting with the address 0 H .
6. True or Palse? The maximum memory size for a computer with an 8088 microprocessor is 1024 K bytes.
7. How much memory is required to use the MASM assembler?
8. True or False? A flag is cleared when its value is zero.

## Answers

1. The microprocessor 2 . The CPU (central processing unit) 3. Registers 4. The status flags 5. False; a unique address is assigned to every byte of memory; a byte contains eight bits. 6. True 7.96K bytes 8 . True

## How a Program is Run

To illustrate how a program is run in a microcomputer, let's look at a hypothetical computer, the TABLET, which uses an equally hypothetical microprocessor, the BZ3. The EZ3 contains three registers for program use and one flag, the zero status flag.

## The EZ3 Instructions

Figure 1.5 shows the rather limited instruction set of the EZ3. Bach instruction begins with a two-digit (hexadecimal) code that identifies the instruction. This is the operation code or op-code for the instruction. To make this discussion easier to read, a mnemonic has also been assigned for each operation code. A mnemonic is an easy-to-remember code that stands for an operation code in a discussion or in source code. MOV is the mnemonic for 11 H , the move operation code. SUB is the mnemonic for 12 H , the subtraction operation code. JNZ is the mnemonic for $\mathbf{1 3 H}$, the jump-if-not-zero operation code, and END is the mnemonic for 14H, the operation code for the instruction that stops the program.

The EZ3 Instrurition set

| Masmonde | Instruction | Henalag |
| :---: | :---: | :---: |
| HON | 13rriling | Move value troa hhll to register re |
| sus | 12ralihn | Subtract value at hhll froa reglater re |
| N2 | 1311inh | if zero flag cleared, next instruction is at hbll |
| ENO | 14 | End progrms return to operating system |

addresses in operands are stored with loworder byte first. The address 120 H is

## 201

as an operand.

| The Instruction format |  |  |
| :--- | :--- | :--- |
| Op | Operand | Operand |
| Code | 1 | 2 |
| one | 0,1 | 0 or 2 |
| byte | 0 or 2 | bytes |
|  | bytes |  |

All the instructions except END also contain operands. If you think of the operation code as the verb of an instruction, the operands are the objects of the verb. They specify the data or locations that are to be used when the instruction is executed.

The MOV Instruction The first operand for MOV is one byte that names a register into which a byte of data will be moved. Possible registers are 1,2 , and 3 . The second operand is two bytes long; it names the memory address from which the data byte will come. The BZ3 machine language always puts addresses into "reverse notation". That is, the low-order byte is first, and the high-order last. An instruction to move a one-byte value from address 1289 H to register $\mathbf{0 3 H}$ would be written in EZ3 machine language as 11038912 H . For easier reading, object code usually is printed in groups of four hexidecimal digits with the $H$ assumed, so the instruction would actually be printed or displayed as 11038912.

Take note of two points about MOV. Although it is described as a move instruction, in fact, it performs a copy. The source of the data is not changed, but keeps its original value. Most computer languages use "move" to mean "copy." Also notice that the direction of the move is from the second operand to the first operand. This is the usual direction of moves and other processes in most assembler languages.

The SUB Instruction Look at the SUB instruction. It also names a register in the first operand and an address in the second. The one-byte value found at the address will be subtracted from the value found in the register. The result will be left in the register. The source operand is left unchanged. SUB will also set or clear the zero status flag to reflect the result of the subtraction. If the result is zero, the flag is set; otherwise, it is cleared.

The JNZ Instruction JNZ has one operand, a two-byte address that points to the next instruction to be executed if the zero flag is cleared. If the zero flag is set, the next instruction executed will be the one following JNZ.
The address in a jump instruction is sometimes called the target of the jump.

The END Instruction KND has no operands. When END is executed, it ends the program and returns control to the operating system. The OS will immediately display a prompt $(A>)$ and wait for a command to be entered.

## Loading the Program

When you tell the computer to run a program on the TABLET, the executable program is loaded into memory beginning at $\mathbf{0 1 0 0 H}$. (Addresses below 100 H are used only by the operating system.) Figure 1.6 shows the contents of 0100 H through 011 PH with a program loaded. Each row in the figure displays 16 bytes arranged in groups of four hexadecimal digits, or two bytes per group. The leftmost column shows the beginning address for each row. On the right is the ASCII interpretation for each of the 16 bytes. If a byte contains an ASCII code that doesn't represent a printable character, it is shown as a dot. This is a standard way to display memory in a printout or on a screen.

## Running the Program

The BZ3 CPU contains an area that holds a copy of the current instruction: well call that area CURRIN. It also includes a special-purpose register called the instruction pointer (IP) that usually contains the address of the instruction following the one being executed. When the computer is through with the instruction in CURRIN, it looks at IP to find the address of the next instruction. The program-loading procedure ends by setting IP to 0100 H , so the next instruction executed is the first instruction of the program. Figure 1.7 shows the contents of IP, the zero status flag, and register 3 before and after each instruction is executed.

When the program begins, IP points to 0100 H ; we don't know the contents of register 3 or the value of the zero flag at this time. The CPU copies the byte at 0100 H to CURRIN. The CPU identifies the copied value (11H) as an operation code for a four-byte instruction, so it also copies three operand bytes from $0101 \mathrm{H}, 01012 \mathrm{H}$, and 0103 H into CURRIN. IP is now changed to point to 0104 H , the beginning of the next instruction. Then, the

0102: $11031481129315811304811499 E 3$ A782


Figure 1.6 A Program in Mernory

| Befors |  |  |  | After |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| zere | Reois |  | CURRIN | 3 zro | Register. |  |
| Flas | 3 | IP | Indtruction | E180 | 3 | 1 P |
| ? | $?$ | 0108 | 11031481 | ? | 02 | 0104 |
| ? | 42 | 0184 | 12031501 | 0 | $\bullet 1$ | -10日 |
| - | 11 | 9108 | 130461 | 0 | 01 | 0104 |
| - | 11 | 0184 | 12031501 | 1 | co | 0108 |
| 1 | 08 | 0108 | 136401 | 1 | 00 | -108 |
| 1 | 08 | 0108 | 14 | 1 | 08 | 0025 |

Figure 1.7 The Program Runs
instruction in CURRIN is executed. The byte pointed to by the second operand (address 0114 H ) is copied to the register specified by the first operand ( 03 H ). Now, register 3 contains the value 2; we still don't know the value of the zero flag, since it is not affected by a MOV instruction.

MOV is finished. Now, IP provides the address of the next instruction 0104 H . When one instruction follows another sequentially in this way, we say that program control falls through to the next instruction. In this case, control falls through to another four-byte instruction, SUB. The SUB instruction is copied into CURRIN, and IP is changed to point to 0108 H . Then, the value $(01 \mathrm{H})$ found at the address in the second operand $(0115 \mathrm{H})$ is subtracted from register 3, leaving 1 in the register. Since SUB's result is not zero, the zero flag is cleared.

Again, the instruction at the address in IP $(0108 \mathrm{H})$ is brought into CURRIN. This is a three-byte instruction, JNZ, so IP becomes 010BH. Erecution of the instruction begins by checking the zero flag. The flag is clear, so the next instruction should be the one at 0104 H , the address in JNZ's operand. This is specified by changing IP to 0104H. When a jump instruction changes the value in IP so that the next instruction executed is not the next in memory, we say that control is transferred to the target of the jump.

Since $1 P$ now points to 0104 H , the SUB instruction at that address is executed again. This time, the result of the subtraction is zero, so the zero flag is set. The JNZ instruction is repeated. Again, IP is set to 010BH before the instruction is executed. Since the zero flag is set this time, IP is not changed by the JNZ instruction, and the instruction at 010 BH is executed.

This is a one-byte instruction, so IP becomes 010 CH . But, it doesn't really matter, because 14H is the BND. The BND instruction sets IP to 0025 H , a location that contains an operating-system instruction. The program has ended, and the operating system is back in control of the TAB LET.
The 8088, like the BZ3, user machine-language instructions made up of operation codes and operands. Mnemonics have been assigned for the operation codes and are used in writing MASM programs. Addresses are written in reverse notation in the object code.

The 8088 also uses a special-purpose register called the instruction pointer (IP) to keep track of the next instruction to be executed. Like the BZ3, the 8088 begins execution by bringing the byte pointed to by IP into the CPU and interpreting that byte. Then, the CPU determines how many more bytes make up the complete instruction. IP is updated to point to the byte presumed to be the beginning of the next instruction. Then, the current instruction is executed. Control transfers are made by changing the address in IP.

On the other hand, 8088 programs are not always loaded at 0100 H , and control is not returnod to 0025 H when the program ends. The process of transferring control from the operating system to your program and back again is more complex in the 8088, but you won't need to worry about it. It will be taken care of automatically when your programs are run. Also, 8088 operation codes and operands vary considerably in length. Again, you don't really need to worry about this since you do not program directly in machine language.

## Review Questions

Match each word or phrase on the left with the most appropriate description from the column on the right. Not all the descriptions are used.

1. Operand
2. Operation
code
3. Instruction pointer
4. Fall through
5. Mnemonic
A. Identifies the next instruction to be executed
B. Specifies data or location to be acted on
C. An easily remembered substitute for numeric code
D. Specifies action to be taken
B. Contains a copy of the instruction being executed
F. Pass control to the next instruction in sequence

## Answers

## 1. B 2.D 3.A 4.F 5. C ( B is not used)

## MASM and Other Languages

Object code is the same no matter what language is used for the source code. However, object code is produced differently by assembler languages. Interpreted languages the most common of which is BASIC, and compiled languages, (which include COBOL, C, many versions of PASCAL), and many others. Well look at some of these differences and then discuss the major difference between MASM and ASM - the macro facility.

## MASM vs. BASIC

The BASIC that comes with DOS is interpreted BASIC. BASIC, in fact, is the most commonly used interpreted language. An interpreted language translates one instruction at a time into object code, executing each one as soon as it is translated. Generally, each source-code instruction produces a sequence of several object-code instructions. Note that the interpreter does not produce an object-code program and, therefore, does not provide anything that can be used to create a run file.

When you issue the command BASIC or BASICA, the BASIC interpreter program is loaded into memory and run. Part of this program is an editor, used to enter or change your BASIC program. When you RUN your program, it is used as input data to the BASIC interpreter. The interpreter first reads, and then converts, an instruction to object code if it can. If the interpreter can't understand the instruction, or can't find all the information it needs for conversion, it tells you that there's an error and stops interpreting. If the instruction is converted to object code, it is carried out immediately. Control then returns to the interpreter, which begins to process the next instruction. When the interpreter reaches the end of your program, it stops interpreting, puts the BASIC prompt (OK) on the screen, and waits for an instruction. When you end the BASIC session by typing SYSTBM, control returns to the operating system.

You can see that this is very different from the way MASM programs are processed. For MASM, as well as other non-interpreted languages, the source code is checked completely for syntax errors and converted to object code before any object code is executed. By execution time, when the run file is loaded and processed, the assembler or compiler is out of the picture; it has already done its work.

Another major difference between BASIC and MASM is the way that data fields (called variables in BASIC) are handled. In BASIC, a variable name is simply used in a program. Integer, single-precision, double-precision, and string variables are identified by the names given to them. Bach of the three types of numeric variables has a predefined size; a string variable's size depends on its current value. The BASIC interpreter takes care of storing variables in memory and keeping track of their addresses.

MASM, like most other computer languages, requires data definitions. Any name used to refer to a data field in an instruction must be defined in a special section of the program. Data definitions not only include the names and sizes of data fields, but also define their placement within the data storage area. The first field defined in the section starts at byte OH of the data storage area. If the first field is 10 bytes long, the second field defined will start at byte OAH of the area. The programmer determines the layout of the storage area by the way he or she codes the data definitions. A data definition can also assign an initial value to a field; this will be the value contained in the memory locations assigned to that field when the program is loaded.

## Assembler vs. Compiler

A compiler shares some of the characteristics of an assembler and some of an interpreter. Many high-level languages are compiled. The compiler, like an assembler, translates an entire source-code program into object code, vihich can then be used with the linker to create a run file. The compiler $\therefore$ ss not execute the program. Its job is done when the translation is made.

Bach compile--language source-code instruction, like a BASIC instruction, is translated into several object-code instructions. Compiled lan guages usually require data definition. Often, the definitions limit what type of data can be used in the defined fields and how the fields can be used. A field described as the equivalent of a BASIC string variable, for example, cannot be used in arithmetic instructions in most compiler languages or in BASIC. Assembler languages are more flexible, but this flexibility places more responsibility on the programmer to validate data usage.

## MASM vs. ASM

The major differences between the Small Assembler (ASM) and the Macro Assembler (MASM) as shown by their names, are the sizes of the assemblers and the macro capability of MASM. The differences are related; ASM assembler is smaller primarily because it does not include the
code needed to handle macros. If you code a program that doesn't use any macros, you can assemble it either with ASM or MASM.

What's a Macro Anyway? A macro is a predefined series of instructions that can be copied into a source-code program by using the macro's name in place of an operation code. The macto definition usually includes dummy names that are replaced when the macro is copied. You'll learn a lot more about macros, see many examples, and code your own macro definitions later in this book.

When the MASM assembler encounters a macro name used as an operation code, it copies the source code from the definition, replacing dummy names as appropriate. Then, the assembler treats the resulting source code as if it were coded there in the first place. In effect, this allows you to code frequently used routines once and use them over and over with different data fields. You'll really appreciate this facility when you see how many instructions are required by MASM to perform some simple-sounding functions, such as clearing the screen, positioning the cursor, or moving a string of characters from one place to another.

As you write more and more MASM programs, you will code more and more macros and use them from program to program. Some of your programs may eventually consist of long strings of macro calls. In a sense, this lets you have some of the advantages of a compiler language. The macro name corresponds to a compiler language's instruction. The assembler produces several object-code instructions for each macro call, just as the compiler produces several for each source-code instruction. The difference is that with MASM you can determine which macros will be useful, what details are needed in them, when to call a macro, and when to ignore it in favor of a one-time routine. With a compiler language, you must use instructions that call routines precoded by the compiler's designers. In a well-designed compiler language these may be very efficient, but sometimes you would prefer to code your own variations.

| Review Questions |
| :--- |
| Choose the best answer for each of the following questions. |

1. How does the MASM assembler know the length of a data field?
A. From the field's current value
B. From the field's data definition
C. Prom the data type implied by the field's name
D. None of the above
2. Which of these program types is run by executing each instruction as soon as it is converted to object code?
A. Interpreted-language program
B. Assembler-language program
C. Machine-language program
D. Compiler-language program
3. In which type of program does each source-code instruction usually produce only one object-code instruction?
A. Compiler-language program
B. Assembler-language program
C. Interpreted program
D. Both A and C
4. What is a macro?
A. A subroutine executed from several places in a BASIC program
B. A predefined series of assembler-language instructions
C. A utility program that speeds up assembly

## Answers

$\begin{array}{llll}\text { 1.B } & \text { 2.A } & \text { 3.B } & \text { 4.B }\end{array}$

## Key Points From Chapter 1

Chapter 1 has covered some general concepts that should help you understand the material in the rest of the book.

Some of the main points covered in the chapter are:

- MASM is a language intended for writing programs on an IBM PC with at least 96 K of memory and operating under DOS 1.1 or later.
- The MASM assembler translates MASM programs into 8088 machine language. The translated programs are used by the linker to produce executable programs.
- MASM includes both instructions that are translated into machine language and pseudo-ops that direct the assembler in its functions, such as defining data fields and producing the assembler listing.
- One of a microcomputer's major components is the microprocessor, which contains the CPU where machine-language instructions are interpreted and carried out.
The microprocessor also contains the registers, used for high-speed manipulation of small amounts of data.
- The flag register contains a number of one-bit areas called flags. Status flags record information about the results of instructions, while control flags control the operation of the computer.
- The 8088 maintains a special-purpose register, the instruction pointer (IP), which always contains the address of the next instruction to be executed.
- An 8088 -based microcomputer may have up to 1024 K (1M) bytes of memory. Each byte has a unique address, ranging from OH at the bottom of memory to OFFPFFH at the top.
E When a program is run, its run file is loaded into memory and control is transferred to its first instruction.

E Each machine-language instruction begins with an operation code, which tells the CPU what action to perform. It also may include operands, which identify the data or locations to be acted on by the instruction.
Control falls through from one instruction to the next unless it is specifically transferred to an out-of-sequence instruction.

- Data fields, which correspond to BASIC variables, must be named and defined in a specific area of a MASM program.
- MASM includes the capability to use macros, (predefined sequences of instructions) by coding the macro name as an operation code. The assembler will copy the predefined instructions into the source-code program wherever the macro name is coded.
E The macro capability is the major difference between the Macro Assembler (MASM) and the Small Assembler (ASM).

This chapter's most important feature is the definition of many terms that will be used throughout the book. The chapter review questions that follow will help you to make sure that you understand the most important of these terms.

## Chapter Review Questions

Match each term on the left with the most applicable phrase from the list on the right. Not all of the phrases will be used.

- 1. ASM

2. Aseembler
3. Cleared flag
4. Control flag
5. CPU
6. Data
definition7. Data field
7. Pall through
8. Flag
9. IP
10. Linker
—12. Machine language
11. Macro
12. MASM
13. Object code
14. Operand
15. Operation code
A. Flag with value of 1
B. Predefined series of instructions copied into the source code by the assembler
C. Next instruction executed is the next one in memory
D. Language understood by the microprocessor
E. Program that translates assembler language to machine language
F. Machine language code
G. Establishes name, size, initial value, and location of field in data area
H. Directs assembler functions
I. Flag that controls computer
J. Identifies data or location to act on
K. One-bit area in special register
L. IBM's Small Assembler
M. IBM's Macro Assembler
N. Next instruction to be executed not in sequence
16. Pseudo-op
17. Register
18. Run file
19. Set flag
20. Status flag

- 23. Target
__ 24. Transfer
control
O. Erecutable program; ready to load and run
P. Flag with value of 0
Q. Address to which control is transferred
R. Register which contains address of next instruction
S. Program used to enter source code into computer
T. Area where instructions are interpreted and carried out
U. Flag that records information about instruction result
V. A small fast-access memory area in the microprocessor
W. Equivalent to BASIC variable
X. Tells CPU what action to take
Y. Program that converts object code to program


## Answers

$\begin{array}{llllllllllll}\text { 1.L } & \text { 2.B } & \text { 3.P } & \text { 4.I } & \text { 5.T } & \text { 6.G } & \text { 7.W } & \text { 8.C } & \text { 9.K } & \text { 10.R } & 11 . \mathrm{Y} & 12 .\end{array}$ $\begin{array}{lllllllllll}D & 13 . B & 14 . M & 15 . F & 16 . J & 17 . X & 18 . H & 19 . V & 20 . O & 21 A & 22 .\end{array}$ U 23.Q 24.N

## 2 <br> Background for MASM

In Chapter 1 you learned some basic terms and concepts that apply to most or all microcomputers. This chapter presents information that is directly applicable to computers using the 8088 microprocessor. By the time you finish this chapter, you will know how the 8088's instructions use registers, the units in which the 8088 processes data, how it divides memory into segments and expresses addresses as segment numbers and offsets, and the names and uses of its 12 registers and four flags. This chapter will also introduce you to the use of interrupts for I/O in the IBM PC. Most of the things that you learn in this chapter will be used in every MASM program you write, even the beginning programs in Chapter 3.

## The Register Set

The 8088 has 12 registers that are available for program use. Four of them are general-purpose registers, two are index registers, two are pointer registers, and four are segment registers. Youll learn about each type, and indeed each register, after you learn about their general use.

## Register Use

Registers are used in several ways in 8088 (and therefore MASM) instructions. They can be named as operands. When a register is an operand, the register contents are the data to be acted on or changed. In this instruction:

## $\operatorname{moV} A X, 5$

the first operand refers to the AX register; the instruction copies the value 5 into the register.

Some registers are also used to provide addresses indirectly in operands. A source-code operand may contain an address, one or two register names in brackets, or both. The object code will indicate both the address and the indirect registers. When the instruction is executed, the current contents of these registers are added to the effective address, or EA. The EA indicates the actual location of the data. In this instruction:

## MOV 100|BX|[SI], AX

the contents of registers BX and SI are added to 100 to produce the EA and the contents of AX are moved to the location pointed to by EA. If the instruction is part of a loop, the loop may also change the contents of BX or SI (or both) so that the BA is different each time the instruction is repeated.

Some instructions use specific registers by implication. Many instructions that cause repetitions, for example, use register CX to control the number of repetitions. CX is not specified as an operand in the instruction, but nevertheless it is used and changed when the instruction is executed.

## The Size of a Register

Each of the $8088^{\prime}$ s registers is 16 bits long. You know that a bit is a single binary digit and can contain a value of zero or one. You also know that a byte is a string of eight bits and can contain a value between 0 H and OFFH. The value in a byte can be interpreted in the following ways: an unsigned integer, a signed integer, part of a multibyte number, two BCD digits, or an ASCII character. (If you don't understand this, see Appendix A.)

The 8088 processes data in units of one or two bytes. A two-byte unit is a word. The size of a word is not standard as is the size of a byte. Different processors use different word sizes, but the 8088 uses a two-byte, or 16-bit, word that can contain values from OH to OPFFFH.

## Review Questions

1. How many registers does the 8088 provide for program use?
2. Name the four types of registers provided by the 8088.
3. Which of the following statements are true?
A. A register may not be named as an operand.
B. A register may be used to modify an operand address.
C. The use of a specific register may be implied by an instruction.
D. The effective address of an operand is computed when the instruction is assembled.
4. What is the size of a register (in bits)?
5. True or False? The 8088, and therefore MASM programs, handle data only in byte-size units.
6. How long is an 8088 word (in bits)?

## Answers

1.12 2. General-purpose, pointer, index, and segment registers 3. B and C are true. Here's what's wrong with the others: A. A register may be named as an operand. D. The effective address is computed when the instruction is executed. 4. 16 bits. 5. Palse; the 8088, and therefore MASM programs, can handle data in byte- or word-size units. 6.16 bits

## The General-Purpose Registers

The general-purpose registers, AX, BX, CX, and DX, can each be used as a one-word register or as two one-byte registers. The high-order, or most significant, bytes of these registers are called AH, BH, CH, and DH, and the low-order, or least significant, bytes are called AL, BL, CL, and DL. In effect, then, the 8088 has eight one-byte or four one-word general-purpase registers. Figure 2.1 illustrates the general-purpose registers.

Many MASM instructions can refer either to a byte or a word. When a general-purpose register is an operand in one of these instructions, the register name determines the data unit. The instruction:

MOV 100|BX] , AX
moves one word of data from register $A X$ to the $E A$ (contents of $B X+100$ ), while this instruction:

MOV 100|BXI , AH
moves one byte of data from register AH to the EA.
MASM assumes that words in memory are stored in reverse order, that is, with the low-order byte first. When a word is moved from memory to a register, the byte from the lower address, the EA, goes into the low-order byte register. The next byte, from EA +1 , goes into the high-order byte register. When a word is moved in the other direction, the process is reversed. When the register is displayed, the high-order byte is first. If 1 AH is moved from EA to AL and 37 H is moved from EA +1 to $\mathrm{AH}, \mathrm{AX}$ contains 371AH.

As shown in Figure 2.1, the AX register is referred to as the accumulator; $B X$, the base register; $C X$, the count register; and $D X$, the data register. To some extent these designations reflect specialized uses of the registers. These designations are not totally accurate, however; they are chosen partly to match the register names and partly to reflect the historical use of similar registers in the 8088's ancestors. In many microprocessors, for example, all arithmetic results are put into the A register,


Figure 2.1 The General Purpose Registers
which is, therefore, logically called the accumulitor. In the 8088, any register except a segment register can be used for addition and subtraction, but AX is involved in all multiplication and division. BX is the only generalpurpose register that can be used for indirect addressing; an address in BX is sometimes called a base address. With looping or repetitive instructions, CX holds the count of the remaining repetitions. As you learn various MASM instructions, you will learn about the specific ways in which they use the general-purpose registers.

## Review Questions

1. How many one-word, general-purpose registers does the 8088 have?
2. How much data does BL hold? CX? DH?
3. Which register holds the count for repetitions?
4. True or false? All arithmetic is done in the accumulator?
5. Name the word-size register referred to as:
A. Count
B. Base
C. Accumulator
D. Data

## Answers

1.4 2. 1 byte or 8 bits; 1 word or 16 bits or 2 bytes; 1 byte or 8 bits 3. CX 4. False; addition and subtraction can be done in any of the generalpurpose registers. $\quad$ 5. A. CX $\quad$ B. BX $\quad$ C. AX $\quad$ D. DX

## Segments and Offsets

In Chapter 1, you learned that the 8088 can address locations up to OFPFFFH, a 20-bit address. The microprocessor itself, however, can only handle 16 bits, or one word, at a time. How, then, does it manage a 20-bit address?

The 8088 separates an address into two parts: a segment number and an offset. A segment number represents an address divisible by $\mathbf{1 6}(10 \mathrm{H})$ sometimes called a segment boundary. (IBM documentation, including the MASM manual, refers to a segment boundary as a paragraph and to a segment number as a paragraph number or frame number.) An offset
represents a number of bytes past a segment number. Figure 2.2 shows a similar situation in another context: a jogging track with a marker every 10 feet.

The runner in the figure is 35 feet from the beginning of the track. His position could also be described as being five feet past the third marker, 15 feet past the second marker, or $\mathbf{2 5}$ feet past the first marker. For convenience, let's use the notation "marker:distance" to describe the runner's position. But, let's make a rule that we never use this form with a distance of more than 20 feet. We'll call the position relative to the track's beginning the actual position.

The position of the runner in Figure 2.2, then, can be described as 3:5 or 2:15. We don't use negative distances, so we can't describe his position as a distance from marker 4. We don't use distances larger than 20 feet, so we also can't describe his position as a distance from marker 1. The runner's actual position is 35 feet. We can compute the actual position from the marker:distance form by multiplying the marker number by 10 and adding distance to the result. Each marker can be used to describe positions in a stretch of up to 20 feet. The marker stretches overlap; that is, marker 1 describes a stretch with actual positions from 10 to 30 feet; marker 2 , a stretch from 20 to 40 feet; and so on. You can see that the area for one marker overlaps the next by 10 feet. Locations in this 10 -foot overlap can be described by referring to either marker.

## Segment and Offset Addresses

A segment boundary occurs at every $16(10 \mathrm{H})$ bytes in memory. The segment number is the boundary address divided by $16(10 \mathrm{H})$. The offset is the distance past the segment number. When we write an address in this form, we use a colon (:) to separate the two parts and we assume that both address parts are hexadecimal. The actual address is the sum of the segment number shifted one place to the left (that is, multiplied by 16) and the offset. Both the segment number and the offset are expressed as four hexadecimal digits, or 16 bits, and, thus, each can range from 0000 H to


Figure 2.2 Merker:Distance

OFFFFH: 1234:0014, then, represents $12340 \mathrm{H}+\mathbf{0 0 1 4 H}$, or address 12354 H . The same address can be expressed using different segment numbers. $1235: 0004 \mathrm{H}$ is another way to represent 12354 H .

Since an offset can range from OH to OFFFFH, the same segment number can be used to refer to as many as $65,536(64 \mathrm{~K})$ memory locations. Therefore, a segment boundary occurs every 16 bytes in memory and can be used to describe addresses stretching over 64 K . This is another way of saying that segments can overlap, as shown in Figure 2.3.

Now you can see how the 8088 can handle a 20-bit address: it breaks it up into two 16 -bit numbers, the first of which identifies a segment boundary and the second of which identifies a specific byte relative to that boundary.

## The Segment Registers

How does this affect your MASM program? MASM operands usually specify only the one-word offset portion of an address; the segment number is taken from a segment register initialized when the program begins running. The four segment registers, CS, SS, DS, and BS, contain the segment numbers that mark the boundaries at which are loaded the code, stack, data, and extra segments respectively (see Figure 2.4). We refer to an address by its offset within one of these segments. SS:0008, for example, refers to byte 8 within the stack segment.

The Code Segment The code segment contains all the instructions for your program. The first instruction starts at the boundary indicated by the number in the CS register. The next instruction follows that, and so on. When you code a control transfer instruction you usually specify the offset of the target instruction: the segment number comes from the CS register.
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Figure 2.4 The Segment Registers
The Stack Segment As you will see when you begin to write programs, you will often need to save the current contents of a register, use the register with new data, and then restore the original contents. A program can reserve a memory segment for saving register contents as well as other data: the reserved area is called the stack. The SS or stack segment register contains the segment number that marks the beginning of the stack.

The Data Segment The data segment contains the program's data fields. When an operand refers to a data field it specifies the offset of the field. The segment number comes from the DS or data segment register. You will learn that it is sometimes possible to override this assignment by specifying a different segment register to be used with a particular operand.

The Extra Segment The ES, or extra segment register can be used as an alternate data segment. As you will learn, some instructions take a segment number from the ES register for one of their operands and one
from DS for the other. The two registers can, however, contain the same number and therefore refer to the same area of memory. Most of your programs, in fact, will put the same segment number in both ES and DS.

## Segmentation and Flexibility

When the operating system loeds your program for execution, it makes sure that each of the four segments begins at a segment boundary, an address divisible by 16 . One of the first housekeeping requirements for the program is to put the correct segment numbers into the segment registers before executing any instructions that use offsets from these registers.

Notice that the segment numbers could be different every time your program runs; the loading operation usually has the flexibility to choose the most appropriate location. Special programs that are supposed to stay in memory while other programs run usually specify their own segment addresses at locations which are not litely to be overlaid when new programs are loaded. Most of your programs, however, will allow segment numbers to be chosen by the operating system. Programs like this are said to be relocatable, because the loading process does not have to put them in a specific location.

Offsets are not affected by the location of the segment boundary. A data area offset of 100 bytes refers to a location that is 100 bytes past the data segment boundary, regardless of where that boundary is. An operand's actual address is computed from the EA and the segment number when the instruction is executed.

## Review Questions

1. What address is represented by 2314:0035? What is the segment number? What is the offset?
2. Name each of the following program segments:
A. used to save register contents
B. an alternate data area
C. the program's main data area
D. the instructions for your program
3. Name the segment register associated with each of the program segments from the previous question.
4. True or false? You must specify the address where each segment of your program is to be loaded.

## Answers

1. $23175 \mathrm{H}(23140 \mathrm{H}+0035 \mathrm{H}) ; 2314 ; 0035$ 2. A. stack segment B. extra segment C. data segment D. code segment 3. A. SS B. ESC. DS D.CS 4. False; you will usually allow the operating system to assign the addresses for program segments.

## Pointer and Index Registers

The pointer and index registers are shown in Figure 2.5. These registers can be used in many of the same ways as the general-purpose registers, but the pointer and index registers are often used to contain offsets for fields in the stack or data area. An instruction that accesses the stack segment gets the segment number from SS and the offset from SP, (the stack pointer), or from BP, (the base pointer). Similarly, an instruction can access the data area using the segment number from DS combined with a data area offset from SI or DI, the source or destination indexes. You can override these assignments, specifying, for example, a combination such as ES:BP.


Figure 2.5 Pointer and Index Fegisters

## The Stack and the Stack Pointer

The stack is often compared to a pile of dishes. The dish most recently placed on the pile is on the top and will be the next one removed from the pile. The pile grows and shrinks as dishes are added and removed. The height, or location, of the top varies with the number of dishes currently in the pile. The first dish was placed at the bottom of the pile and will be the last one removed.

The bottom of the stack is at the high-address end of the stack segment. When the program begins, SP contains this maximum offset. An instruction that places data on the stack reduces SP by two and copies one word to the new address indicated by SS:SP. We say the word is pushed on the stack. The reverse operation is called popping data. A word is copied from the address currently indicated by SS:SP, and SP is then increased by two. The formerly used offset will now be available for the next word placed on the stack.

Notice that stack operations always involve a word. The one-byte registers, AH, AL, BH, BL, and so on, cannot be saved on the stack as such; the entire one-word register must be pushed. Figure 2.6 illustrates this process with a 16 -byte stack.

You can see that when a program uses a stack, and most of them do, it is important to maintain SP by the push and pop instructions. Though SP can be used as an operand in some instructions, you should never change its contents directly.

## The Base Pointer

The Base Pointer, or BP, is one of the registers that can be used in indirect addressing. Like SP, it is intended to point to locations within the stack. It is not used by the special stack-accessing instructions, so it's not automatically increased or decreased as is SP. BP is especially useful for accessing items that are in the stack, but not at the top.

## The Index Registers

Operations that involve strings require the use of the index registers SI and DI. SI specifies the offset of the source of the data, and DI specifies the offset of the destination. SI and DI are also used as operands in other instructions and in indirect addressing.

c) Push data

d) Pop data

e) Push data


Figure 2.6 Using tho Stack

1. If registers AX, BX, and CX are copied to the stack in that order, which register's contents are at the bottom of the stack? At the top? Pointed to by SP? Which register's contents will be the first removed from the stack? Then, to which register's contents will SP point?
2. True or false? BP usually points to the top of the stack.
3. True or false? Both SI and DI are usually used to access the data segment.

## Answers

1. AX; CX; CX; CX; BX 2. False; SP usually points to the top of the stack. BP may contain an offset pointing to any area in the stack, or BP can be used to point to another segment by specifying a segment register. 3. True

## Status and Control Flags

The 8088 provides six status and three control flags. The nine flags are arranged in a 16 -bit flag register as shown in Pigure 2.7. Remember: status flags reflect the results of operations, while control flags control the operations.

Flags are not used as operands in MASM instructions. They are, however, affected and tested by instructions. Special instructions are used to set and clear some flags. These instructions don't need to use the flag name as an operand since it is implied by the instruction. The CLC instruction, for example, clears the Carry flag, while the CLI instruction clears the Interrupt Rnable flag.

The Trap and Parity flags (TP and PF) have specialized uses that will not be covered in this book. The other status flags generally are set or cleared by arithmetic and arithmetic-like instructions (comparison, shift and rotate, and logicall. Well discuss each of these status flags and, then, the other two control flags. As you follow this discussion, remember that a flag is set when its value is 1 and cleared when its value is 0 .


| Ofi Overtion | (Status) |
| :---: | :---: |
| DF: Directlon | (Contral) |
| IFi Interrupt Enable | (Control) |
| TF; Trap | (Control) |
| SFisiom | (status) |
| 2F: Zoro | (Status) |
| AF: Aualliary Carry | (Stetus) |
| PFi Parity | (status) |
| cFi carry | (8tstus) |

WHAKED BITS IN THE FLAO REOISTER ARE NIT USED they alumy contain zero

Flgure 2.7 The Flag Register

## The Carry Flag

The Carry flag (CF) is a status flag that reflects the size of an operation result. CP is set when the result field cannot hold the result, as when an add operation produces a carry or a subtraction ends with a borrow. Otherwise, CF is cleared. There are also specific instructions that set and clear CF.

CF not only reflects operation results, it is also used in some operations. If you are adding a two-byte number, for example, any possible carry from the first byte sum must be included when adding the second set of bytes. Special arithmetic instructions include CFs value in their operation.

CF can be tested by conditional jump instructions provided for that purpose. One instruction causes a transfer of control if the carry flag is set; another causes such a transfer only if CP is cleared.

## The Auxiliary Carry Flag

AF, the Auxiliary Carry flag, is similar to CF, except it reflects the status from the low-order half-byte of an operation. AF is used by instructions that handle binary-coded decimal arithmetic since BCDs have one digit per half-byte. There are no special instructions that set, clear, or test AF.

## The Zero Flag

The Zero flag, ZF, is a status flag that is set when the result of an operation is zero and, cleared when the result is not zero. Notice that this means ZF is 1 when the result is 0 , but ZF is 0 when the result is nonzero. There are no special instructions to set and clear ZP, but there are conditional jump instructions that test its value.

## The Sign Flag

The Sign flag, SF, is a status flag that is set when operations produce a negative result and is cleared when the result is positive. (Remember that 0 is a positive number). In other words, SF always reflects the high-order bit of the result of an operation; the flag is meaningful only if the operation involves signed numbers. There are conditional jump instructions that test SF, but no special instructions to set or clear it.

## The Overflow Flag

The Overflow flag, OF, is a status flag that identifies a result that does not fit in a signed field. In general, if OF is set, it means that an operation result overflowed into the sign bit. Like SF, the value of OF is not significant after operations that do not involve signed numbers. There are jump instructions that test OF, but no special instructions to set or clear it.

## The Interrupt Enable Flag

IF, the Interrupt Enable flag, is a control flag. It is set or cleared by special instructions. When IF is set, the 8088 recognizes signals from external devices such as the keyboard and the printer and handles requests for service from these devices. Such requests are called external interrupts; the operation of the currently running program must be interrupted to service the request. When IF is cleared, the 8088 ignores such requests. This book does not deal with external interrupts in any detail. The beginning programmer will do better to leave such matters to the operating system's preprogrammed routines.

## The Direction Flag

The Direction flag, DF, is a control flag that determines the direction of string operations. When DF is cleared, a string operation starts with the lowest address and progresses to higher ones; in other words, the leftmost
characters are processed first. If the entire string is not used, the characters on the far right are the ones that are left out. When DF is set, operations move in the opposite direction. The characters on the left are skipped if the full string is not handled. You will see an example of string operations in the program in the next chapter.

## Saving the Flags

The flag register is usually not accessed as a whole. There are, however, two instructions that do handle the entire register. These instructions push and pop the flag register. There is no way to save or restore individual flags using the stack.

## Review Questions

Match each flag name with applicable phrases from the list on the right Some flags will match more than one phrase. Not all phrases are used Some may be used more than once.

A. used only in BCD arithmetic
B. set when result is zero
C. controls direction of string operation
D. cleared when subtraction doesn't result in borrow
E. set when signed result is too large
F. ends program if result is too large
G. set to allow interrupts
H. set when carry results from addition

1. set when result is negative

## Answers

1. D. H 2.A,D.H 3.B 4.I 5.B 6.G 7.C (F is not used)

## Using System I/O Routines

Input and output can be the most complicated part of assembly language programming. Bach output device, such as a printer or CRT, is accessed through a particular location known as its port. A character to be output is
written to the port and picked up from there by the output device. An input device, such as a keyboard, has a similar port where it places a byte of data to be read by the computer.

Printing a character may require several steps, such as checking a status address to see if the printer is ready to receive output, moving the character to be output into a register, and sending the contents of the register to the correct port. Toprint a string of characters, this process must be repeated for each one. Input from a keyboard requires similar procedures. Input and output to disk files can be extremely complicated.

Fortunately, the IBM PC operating systems have I/O routines already programmed that can be used by the assembler programmer. To use an I/O device, code an interrupt (INT) instruction that transfers control to one of these preprogrammed routines. Your program looks at one of the system's special purpose memory areas and there finds the address of the preprogrammed routine to which it transfers control. These I/O addresses in the reserved area are called interrupt vectors. They are also used to transfer control to the proper instructions when an external interrupt occurs.

## BIOS and DOS

The IBM PC uses two operating system programs at once. One of these is BIOS, the Basic Input/Output System. BIOS is built into the computer and cannot change. The interrupt vectors are part of BIOS. Many of them transfer control to BIOS routines, which handle such basic operations as putting one character on the screen, checking to see if the printer is ready to receive data, and so on

The second operating system is a program that is loaded, usually from disk, when the computer is turned on. We will assume that you are using some version of DOS for this purpose, but other operating systems are available. DOS does not replace BIOS, but supplements it. Some of the interrupt vectors point to locations that contain DOS I/O routines. These may be more complex than the BIOS routines, performing functions that would require several BIOS interrupts. One interrupt in DOS 2.0 (interrupt $\mathbf{2 1 H}$ ) has 87 different functions. They include disk file handling and printer, CRT, and keyboard functions. Some of these are duplicates of functions available with non-DOS BIOS interrupts.

IBM recommends using the DOS functions rather than BIOS for your program's VO. We will follow this recommendation when possible. However, there are some things that cannot be handled through DOS, but must use BIOS routines.

## Review Questions

Which of the following are true?

1. Preprogrammed I/O routines are part of the 8088's instruction set.
2. An interrupt vector points to a preprogrammed routine.
3. DOS routines are available for disk I/O only.
4. IBM recommends using DOS rather than BIOS routines when possible

## Answers

2. and 4. are true. Here's what's wrong with the others: 1. The preprogrammed I/O routines are part of the operating system. 3. DOS routines are available for disk, printer, CRT, and keyboard I/O.

## Key Points From Chapter 2

Chapter 2 has presented information that will be used in every program you write. Some of the main points covered in the chapter are:

- The 8088 has 12 16-bit registers.

E Instructions use registers as operands, for indirect addressing, and by implication.

- The effective address (EA) for an operand is computed when the instruction is executed by adding the current contents of the indirect registers to the original operand address.
- The 8088 processes data in units of one byte ( 8 bits) or one word (16 bits).
- The general-purpose registers are AX (accumulator), BX (base register), CX (count register), and DX (data register).
- Bach general-purpose register can also be treated as two 8 -bit registers. The high-order byte registers are $\mathrm{AH}, \mathrm{BH}, \mathrm{CH}$, and DH ; the loworder byte registers are AL, BL, CL, and DL. Instructions can access each of the one-byte registers separately.
- A 20-bit address can be represented as a segment number and an offset, using the form "segment:offset." To compute an address from this form, multiply the segment number by 10 H and add the offset to it.
- A program may contain four segments. The code segment contains the object-code instructions. The stack segment contains the stack, an area in which register contents can be saved. The data segment contains the data fields for the program. The extra segment is an alternate data area, but it usually coincides with the data segment.
- The segment registers, $\mathbf{C S}, \mathrm{SS}, \mathrm{DS}$, and ES , contain the segment numbers of the code, stack, data, and extra segments, respectively.
- The pointer registers, SP (stack pointer) and BP (base pointer), point to bocations within the stack segment unless otherwise specified.
- The stacks highest address is the bottom of the stack. The top of the stack is the location to which the SP (stack-pointer register) currently points.
- When a word is pushed on the stack, SP is decreased by two and the word is copied to the resulting stack offset. When a word is popped from the stack, the word pointed to by SP is copied to the destination, and SP is then increased by two.
- The inder registers, SI (source index) and DI (destination index), point to locations within the data segment, unless otherwise specified.
- BX, BP, SI, and DI are the registers that can be used for indirect addressing.
- The 8088 provides six status and three control flags placed in a 16 -bit flag register.
- The Garry, Auxiliary Carry, Sign, Zero, and Overflow flags reflect the results of an arithmetic or arithmetic-like operation. These include comparisons, shift and rotate instructions, and logical instructions.
- The Carry flag (CP) reflects the size of an operation's result. CF is set when the result doesn't fit the field provided, as when a carry or borrow occurs and is cleared when the result does fit.
- The Auxiliary Carry flag (AP) is similar to CF, but reflects the status at the half-byte position of an arithmetic operation. It is meaningful only in BCD arithmetic.
- The Zero flag (ZF) is set when the result of an operation is 0 and is cleared when the result is not 0 .
- The Sign flag (SF) reflects the high-order bit of an operation's result. This is meaningful in signed arithmetic, where a set SP indicates a negative result, and a cleared SF, a positive result.
- The Overflow flag (OF) is meaningful in signed arithmetic, where OF is set if the result will not fit in the result field and is cleared if the result does fit.
- The Interrupt Enable flag (IF) is set to allow the processor to handle requests for service from external devices and is cleared when such interrupts should be ignored.
- The Direction flag (DF) is set to indicate that string operations are to proceed from right to left and is cleared to indicate the reverse.
- A program can use the interrupt vectors to transfer control to preprogrammed BIOS and DOS I/O routines.

The chapter review questions that follow will help you to make sure that you understand these points.

## Chapter Review Questions

1. How many registers does the $\mathbf{8 0 8 8}$ provide for program use? What size is each register (in bits)?
2. Name three ways an instruction may use a register.
3. True or false? The effective address for an operand is computed by the assembler.
4. How long (in bits) is an 8088 word?
5. Name the 16 -bit general-purpose registers.
6. Name the high-order byte of the accumulator: The low-order byte of the count register: The one-word base register: The high-order byte of the data register:
7. What address is represented by 3017:000A? by 3015:002A? by 3010:017A?
8. What does the code segment contain? What register points to the code segment?
9. Name two segment registers that often point to the same area.
10. A stack segment begins at 1250:0000. Its last byte is at offset $\mathbf{0 1 0 0 H}$. SP contains 0052 H .
A. Where is the top of the stack?
B. Where is the bottom of the stack?
C. What segment number is in SS ?
11. The value 3445 H is placed on the stack described in the preceding question.
A. Where will the first byte [34] go? |Give the offset within the stack segment.)
B. Where will the second byte $(45)$ go?
C. What value will SP contain after this operation?
12. To which segment is BP assumed to point? SI? DI?
13. Which of the following are true?
A. $\mathbf{Z F}$ is cleared when an operation results in zero.
B. CF is set when a subtraction requires a borrow.
C. AP is set when an addition produces a carry from the halfbyte position.
D. SP is set to indicate a zero result from signed arithmetic.
E. OP is cleared to indicate a positive result from signed arithmetic.
P. DF is cleared when string operations are to move from left to right.
G. IF is cleared to handle interruptions from external devices.
14. How does your program find the addresses of the operation systems I/O routines?

## Answers

1. 12; 16 bits 2. as an operand; for indirect addressing; by implication 3. False; the EA is computed when the program is executed. 4.16 bits 5. AX, BX, CX, DX 6. AH; CL; BX; DH 7. 3017AH; 3017AH; 3027AH 8. the program's object-code instructions; CS 9. DS, ES 10.A.1250:0052 B. $1250: 0100$ C. 1250 11. A. 0050 H B. 0051 H C. 0050 H 12. SS ; DS; DS 13.
B, C, and $F$ are true. Here's what's wrong with the others: A. ZF is set when an operation results in zero. D. SF is set to indicate a negative result in signed arithmetic. E. OF is cleared to indicate that a signed arithmetic result is not too large. F. IF is cleared to cause external-device interrupts to be ignored. 14. Through an interrupt vector.

## 3

## Beginning to Program

This chapter presents a sample program in MASM. Youll examine the program in detail. First, though, youll learn the format of MASM sourcecode lines. Then, you'll learn instructions to define segments and subroutines, to end a program, and to define data areas.

As you look at the sample program, youll learn to move data in single bytes and strings, call and return from subroutines, save and restore register contents using the stack, and use interrupt routines for screen displays and keyboard input. Youll also learn to program loops with a definite number of repetitions. By the time you finish this chapter, you will know many commonly used MASM instructions, as well as the structure of MASM's programs and source-code lines, and you will be ready to write your first program:

Before you begin, you should know that this book is not going to teach you everything about each MASM instruction. It will explain instructions as they are used in the programs, sometimes indicating possible variations. Generally, it will prepare you to use the MASM manual to find out more about MASM and its instructions. Chapter 8 d is specifically with interpretation of the MASM manual.

## A BASIC Program and a MASM Program

Figure 3.1 contains a BASIC program that prompts for a name and then prints a message that includes the name five times. Not a very complicated program, is it? Figure 3.12, at the end of this chapter, shows a MASM program that does the same thing. Uust glance at it now; don't try to figure it out.) You can see that the MASM program is a lot longer and seems more complex than the BASIC program.

```
10 INPUT "WHAT'S YOUR NMME":FAMME
20 FORN - I TO 5
30 PRINT -HELLO ",AANMME*
30 PRINT
se END
```

Figure 3.1 NAMEX in BASIC

## Computer Exercise

You can test the BASIC program: load BASIC and enter and run the program from Pigure 3.1. If you wish, you can also use an editor or word processing program to type in the program in Figure 3.12 (NAMEX.ASM). You will be able to test the program after you learn to assemble, link, and run MASM programs.

## Source-Code Line Format

Before we discuss the format of the whole program, let's look at the individual lines. Figure 3.2 shows part of the NAMEX program. Line numbers are provided for this discussion; they are not part of the program. Three dots represent missing code. Lines 1,5 , and 8 , for example, each indicate one or more omitted lines.

The general format for a source-code line is:
name operation_code operands ; comment


## Figure 3.2 Source Code Line Forta

The entries must be in the order shown and must be separated by at least one blank or tab. The line does not have to begin in column 1, but it cannot go past column 132. The assembler will ignore anything in columns past 132. In this instruction:

MOVER MOVCL. INCOUNT ; SET OUTPUT CONTROL
the name is MOVBR, the operation code is MOV, CL and INCOUNT are the operands, and ;SBT OUTPUT CONTROL is a comment. Let's look at each field in more detail.

## The Name Field

Name is usually optional. It may contain up to 31 characters selected from uppercase letters, numeric digits, and the five special characters? . © and \&. If you enter your program with lowercase letters, the assembler will convert them to uppercase. This means that ENTRY, entry, and EnTry are all the same name in a MASM program.

A name must start with a letter or special character, not a digit. A period that is included in a name must be the first character. Notice that a name cannot include a space, a hyphen, or an internal period. An underscore is frequently used to make compound names more readable (for example: PROG_CODB in line 7). Lines 2, 3, 4, 7, and 13 include the names INBUF, INCOUNT, INNAMB, PROG__CODE, and PRINTIOOP, respectively.

Later in the chapter, we'll discuss how names are used by the assembler.

## The Operation Code

ノ
The operation code, or opcode, is a mnemonic representing an 8088 operation code or an assembler-directing pseudo-op. Lines 2, 3, and 7 contain pseudo-op opcodes (DB and SEGMENT). 8088 mnemonic opcodes include PUSH in lines 9 and 11, MOV in line 10 , and RET in line 15.

## The Operands

The requirements for the operand field depend on the opcode. Some opcodes, such as RET in line 15, require no operands. Some, such as PUSH in lines 9 and 11 , require one operand. Others, such as MOV in line 10 , require two operands separated by a comma.

In the instruction set for our hypothetical machine TABLET, you saw registers and addresses used as operands. In MASM, there is a third type of operand called immediate data. Immediate data is a value coded directly in the instruction. These two instructions both use immediate data as the second operand:

| MOV | $\mathrm{AL}, 0$ |
| :--- | :--- |
| MOV | $\mathrm{BH},{ }^{\prime} \mathrm{C}$ |

The first instruction moves the value 0 to $A L$; the second moves 67 , the ASCII code value for C , into BH . The maximum immediate data value is OPFPFH, the maximum for one word of data.

Pseudo-ops, such as DB or SEGMENT, use the operand field to furnish additional or optional information used by the assembler in carrying out the instruction. The operands specified with DB in line 4, for example, tell the assembler to reserve 255 bytes initialized with blanks.

## The Comment Field

The comment field is always optional. If included, it must begin with a semicolon (i). Comments, like remarks in a BASIC program, are used to document the programmer's intentions. Many comments have been included in NAMBX. In Figure 3.2, comments appear in lines 9, 10, and 11. Comments can be very helpful when you return to a program written some time ago or when someone else reads your program. If you have been programming in BASIC or any other language, you probably have already learned the value of good remarks or comments.

## Source Code and Machine Code

As you know, the assembler translates source code to machine-code instructions that include operation codes and operands. Names are not directly translated into machine code. The assembler assigns a value to each name. In most cases, that value is the offset of the instruction that includes the name in its name field. (Youll learn an exception when you learn the EQU pseudo-op in Chapter 6.J When a name occurs as an operand, the assembler substitutes the assigned value for the name.

Comments are not translated into machine code at all. Neither are pseudo-ops, although they may affect the machine code. The DB instructions in lines 2 and 3 of Figure 3.2, for example, each reserve one byte in the machine code's data segment. The first of these bytes is initialized with the value $\mathbf{2 5 5}$ ( OFFH ), the highest value that will fit into one byte.

## Review Questions

1. Name the four parts of a source-code line in the order in which they must appear.
2. True or False? The operand field for an $\mathbf{8 0 8 8}$ instruction always contains two operands.
3. Which of these names are valid?
A. NBW ITEM
B. CUSTOMER_NAM
C. 2ND LINB
D. LINB2
4. In this instruction

MOVDI. 3

What are the operands? What type of operand is the first one? What type is the second?
5. What character identifies the beginning of a comment or a comment line?

## Answers

1. Name field, operation code, operand field, comment 2. False; the operand field may contain zero, one, or two operands. The number of operands required depends upon the instruction's opcode. 3. B, D. A is invalid because it includes a space; $C$, because it starts with a numeric digit. 4. Dl and 3; register; immediate data 5. A semicolon (;)

## The Framework of a Program

The beginning and end of each program segment are defined by pseudoops. The code segment is made up of one or more procedures, and the beginning and end of each procedure are also defined by pseudo-ops. Another pseudo-op identifies the end of the program. In Figure 3.3, these pseudo-ops are numbered for the discussion that follows.

```
PROG STACK SEGMENT STACK 'STACK'
    OB 64 DUP ('STACK
    2 PROG_STACK ENDS
    3 'PROG_OATA SEGMENT 'DATA'
    4 PROG_OATA ENDS
    PROG CODE
    5 PROQ_CODE SROR PROC FAR
        ASSUME CSIPROG_CODE, OS:PROG_DATA,SS:PROG_STACK,ES:PROG_DATA
        MOU DS ISANE DATA ON STACK
        PUSH AX, TO BE USED FOR RETURN TO
        HON AX,PROG_DATA :INITIALIZE OS
        MOW DS,AX
        DS,AX
ES,AX
        CALL PROMPTER
        RET
    7 MAIN_PROG ENOP
- PROMPTER PROC
- pronpter énop
1 1 PROG_COOE ENDS
Figure 3.3 Program Frarnework
```


## Identifying Segments

Every program includes a code segment; most programs also include a stack segment and at least one data segment. The beginning and end of each segment must be identified by specific instructions.

The Beginning of a Segment The SEGMENT pseudo-op (lines 1, 3, and 5 ) identifies the beginning of a segment. Its format is:
segname SEGMENT [combine-type] [align-type] l'class'l

Brackets indicate an optional entry. Note that the segment name is required. In NAMBX, the stack, data, and code segments are named PROG_STACK, PROG_DATA, and PROG__CODE, respectively.

The three optional entries pass instructions to the linker to help determine where and how the segment is loaded when the program is run. Combine-type indicates how the segment is combined with segments from other programs already in the system at run time. A stack segment requires STACK for its combine-type (line 1). This segment will be combined with other stack segments, such as the one used by the operating system when the run file is loaded. The data and code segments in NAMBX have no combine-type; they will not be combined with segments from other programs.

Align-type indicates the type of boundary on which the segment should begin. If no aligntype is given, the segment will be aligned on a paragraph boundary (an address divisible by 10 H ). In the programs in this book, all segments are aligned on paragraph boundaries, so align-type is never specified.

Class, enclosed in single quotes, identifies a segment type. When a run file is made up of several object modules, segments of the same class are grouped together by the linker. NAMEX includes segments of class STACK, DATA, and CODE. We will not use multiple-module programs in this book, so we use the class entry primarily for documentation. You may omit the class entry in your segment definitions if you prefer.

The End of a Segment Bach segment must end with a BNDS pseudoop. The format is:

The segment name is required; it must match the name in the SEGMENT instruction that begins the segment. There are no operands for this instruction. Lines 2, 4, and 10 in Figure 3.3 contain ENDS instructions for NAMEX's stack, data, and code segments.

## Identifying Procedures

A program's code segment is divided into blocks called procedures. Every program includes at least one procedure. Usually, we code programs with one main procedure and several secondary ones. Our main procedure is a driver, a routine that may do very little except to start the program, call subroutines, and end the program. This driver, then, can provide an outline of the program. Each of the other procedures is called as a subroutine and carries out a specific function. If the procedure's function is lengthy or complicated, such as "print a report," it may in turn call other procedures to carry out such subfunctions as "print a heading," "move data to a print line," or "convert a number to a printable format." The "print the report" procedure, then, may be considered a driver for the report-printing function. Dividing a program into short procedures that perform easily definable functions makes the program easier to code, debug, and modify. It also makes it easier to build a new program using procedures copied from existing programs.
Beginning a Procedure Each procedure must begin with a PROC pseudo-op instruction, similar to those shown in lines 6 and 8 of Figure 3.3. The format of the instruction is:

## procname PROC [type]

A name is required for every PROC. The procedure type may be NEAR or FAR; NEAR is the default if no type is specified (see line 8). NEAR defines a procedure that can be called only from within its own code segment. FAR defines a procedure that can be called from other code segments. The procedure containing the first instructions executed in a program must be FAR, as in line 6, since it will be called from another program's code segment. Usually, the other program is DOS. In most programs all procedures except the first one are NEAR.

Ending a Procedure Bach procedure ends with an ENDP instruction, as in lines 7 and 9 of Figure 3.3. The format of the instruction is:

The name must be the same as the one in the PROC pseudo-op that began the procedure.

## Ending the Program

Each program ends with an END pseudo-op (line 11 of Figure 3.3). The format is:

END [expressionl
where the optional expression gives the program's starting address, the location of the first instruction to be executed. This address is passed to the linker and becomes a permanent part of the run file. Usually, the name of the main procedure is the starting address in the BND instruction.

## What About Variations?

Most programs in this book include three segments defined as they are in NAMBX. Generally, the code segment is made up of several procedures; however, it is possible to define a procedure to include several code segments. When you are an experienced MASM programmer, you may want to refer to the MASM manual to code programs with complex seg. ment definitions.

Procedures need not be subroutines called from other procedures. You can transfer control from one procedure to another with no intention of returning to the original (as with a BASIC GOTO instead of GOSUB). You can also use procedures to divide your source code into sequential blocks, letting control fall through from one procedure to the next. In our programs, however, we always use procedures as subroutines. In fact, we sometimes use the words interchangeably.

## Review Questions

1. Match each opcode with its description. Not all the descriptions are used.
$\qquad$ A. SEGMBNT
B. ENDS
C. PROC
D. KNDP
B. END
a. Ends a procedure
b. Ends a program
c. Begins a program
d. Begins a segment
e. Bnds a segment
f. Begins a procedure
2. What is wrong with each of these instructions or combinations of instructions? How can each be corrected?
A. STACK_SEG SEGMENT 'STACK'
B. DATA_SEG SEG
C. SEGMENT 'CODE'
D. MY__DATA SEGMENT 'DATA'

ENDS
E. MAIN_PROC PROC FAR

END MAIN_PROC
MAIN_PROC ENDP
Answers

1. A.d B.eC.f D.aE.b, cis not used 2. A. A stack segment must indicate combine-type; insert STACK between SEGMENT and 'STACK' B. The pseudo-op should be SEGMENT, not SEG. C. A segment name is required; add a name such as MY__CODE before SEGMENT D. The segment name must be repeated on the ENDS instruction; add MY _DATA before ENDS E. END must be the last instruction in the program. Move it to the last line of the program.

## Defining Data

Figure 3.4 shows another part of NAMBX with line numbers added. Lines 1, 2, 3, 4, and 5 illustrate the DB (Define Byte) instruction used to reserve and initialize a data field. Line 6 shows a data field name used as an operand.

## Defining a Data Field

A data field is like a BASIC variable. In fact, it is often referred to as a variable in MASM as well. It is an area of memory reserved for data storage; the area's contents can be changed during program execution. Each data field must be defined before it is used. The definition tells the assembler how much memory to reserve and any initial data to put into the area. It may also assign á name to the beginning address of the data field.

```
PROG_STACK.SEGMENT STACK 'STACK'
OB 64 DUP \'STACK,
PROB_STACK ENDS
PROQ_DATA SEGTENT 'OATA'
NHEPROMPT DE OAM.ODH,'WHAT IS YOUR NOME?',24H
INBuF
INCOLNT OB 25S
INNOME
PROR_DATA
0日 }255\mathrm{ DUP(. ')
ENos
MON CL.INCOUNT
```


## Figure 3.4 Data Delinitions

Several instructions can be used to define data fields. They are all pseudoops; they provide directions to the assembler, but they are not translated into 8088 instructions. DB is most commonly used. Its format is:

## [variable-name] DBexpression

The Data Field Name A name is optional for a data field or variable definition. When one is provided, the assembler assigns it a value based on the address (segment number and offset) of the variable's first byte. Look at line 2 in Figure 3.4. The assembler will assign NAMRPROMPT a value of DS:0000 (offset 0 in the data segment).

Look at line 4. For the rest of the program, INCOUNT stands for the offset in the data segment of the field defined in line 4. In the actual assembly of NAMBX, that offset was 011 FH , or 287 . When the assembler translates line 6 into object code, it uses OU1FH, INCOUNTs offset, as the second operand in the object instruction. When the instruction is executed at run time, the data to be moved comes from the address represented by DS:OUF. Notice that the assembler uses the value of INCOUNT, which is its address. At run time, we are more often concerned with the value in INCOUNT, the data currently found at that address.

Initial Value Compare lines 3 and 4 in Figure 3.4. Each reserves one byte. In line 4, the question mark means that no initial value is desired; INCOUNTS initial value at run time is whatever happens to be there when the program is loaded. In line 3, the byte at INBUF is initialized with the value 255, the largest unsigned value that can be contained in one byte. The initial value could have been written in hexadecimal, as OFFH, or in binary, as 11111 B . All three forms represent the same value and produce the same effect as far as the computer is concerned. I's up to you to decide which form you prefer to use in the source code.

Look at line 2. The DB instruction in this line reserves and initializes 22 bytes. The initial value begins with two single-byte numbers (OAH and ODHI, which are followed by a string of 19 ASCII characters and, then, by another single-byte number ( 24 H ). We intend to use the string that starts at NAMEPROMPT as a message displayed on the screen. OAH and ODH are cursor control characters: line feed (LF) and carriage return (CR), respectively. 24H is the ASCII representation for " $s$ ". The screen display routine we use in this program expects this character to mark the displayed string's end. For convenience, we may speak of NAMEPROMPT as a 22 -byte field. As an operand, however, NAMEPROMPT refers only to the byte at offset 0000, a byte that initially contains 0AH.

Figure 3.5 shows a portion of the data segment with its initial values. Values are shown in hexadecimal; the actual values would be binary. Where appropriate, the ASCII interpretation of the values are also shown. No value is shown for INCOUNT. The definition does not include an initial value, so there is no way to tell what value would be there when the program begins.


Figure 3.5 intialized Data and Stack Segments

Note that line 2 in Pigure 3.4 combines two methods of initializing multiple bytes. When ASCII characters are used in an initial value, they may be written as a string enclosed in either single or double quotes. Both ASCII characters and numeric values can also be written as a series of individual values separated by commas. The number of bytes reserved and initialized by one DB definition is limited only by the fact that the entire instruction must fit in a $\mathbf{1 3 2}$-character line. Line 2 could be written like this:

NAMEPROMPT DB OAH,ODH,'WHAT ','IS','YOUR','NAME?',24H
or like this:
NAMEPROMPT DB 10,13. 'WHAT IS ', 'YOURMAME?','s'
or in many other ways. Initializing with numbers is not quite as flexible as with ASCII characters. To initialize a field with numbers from I to 10, you must separate the values:

ONE_TO_TEN DB $1,2,3,4,5,6,7,8,9,10$
Duplication In line 5, unlike line 2, 255 does not represent an initial value. Instead, it represents a number of duplications as indicated by DUP. The expression in parentheses following DUP is the initial value to be duplicated. A question mark in the parentheses means that no specific initial value is required. Line 5, then, reserves 255 bytes of memory, each byte initialized with a blank. When used as an address operand, INNAME refers to the first of these bytes.

Look at line 1. This instruction repeats an eight-byte initial value 64 times, reserving a total of 512 bytes. Notice that this area is a reserved area in the stack segment, not the data segment. It's not necessary to put an initial value in the stack, but later you will see that it can be useful for debugging. Figure 3.5 shows part of the initialized stack area also. It's difficult to predict exactly how much stack space a program needs, but 512 bytes is adequate for the programs in this book.

Duplications can be nested if necessary. This definition:
DATATABLE DB 100 DUP ( 20 DUP (' ' ) , 10 DUP ( 0 ) )
reserves 3,000 bytes. The first 20 bytes are initialized with blanks and the next 10 with zeros. This 30 -byte pattern is repeated a total of 100 times to reserve and intialize the entire 3,000 bytes.

## Other Data Field Definitions

Other data-definition pseudo-ops reserve and initialize data in words(DW), doublewords(DD), quadruple words(DQ), or groups of ten bytes(DT). You will learn about the DW pseudo-op in Chapter 8 of this book.

## Review Questions

1. Which statements are true?
A. The DB pseudo-op can reserve more than one byte of storage.
B. When a data field name is used as an operand, the assembler replaces the name with the initial value of the field.
C. The instruction DB 100 DUP('X'] reserves 100 bytes, initializing the first one with ' X '. No initial value is defined for the other 99 bytes.
D. The instruction DB ? reserves one byte, but does not define an initial value for $i t$.
2. Write an instruction to reserve seven bytes of uninitialized storage. Call the first byte SEVENTH.
3. Write an instruction to reserve a six-byte field initialized with the first six letters of the alphabet. Call the field BEGIN.
4. Write an instruction to reserve 150 bytes of storage initialized with spaces. Assign the name SPACES to the first byte.
5. Define a data field called BMESS containing the message "BRROR TRY AGAIN " to be displayed on a CRT. Be sure that the message will be displayed at the beginning of a new line. (Don't forget the " $s$ " to mark the end of the message.)

## Answers

1. A and D. Here's what's wrong with the others: B. The assembler replaces the name with the data field's offset within the data segment. C. All 100 bytes are initialized with "X." 2. SEVENTH DB 7 DUP(?) 3. BEGIN DB 'ABCDEF' or BEGIN DB "ABCDEF" or BEGIN DB 'A', ${ }^{\prime}, C, C^{\prime}, \mathbf{T}, T$. You could have used several different combinations to code the initial string. 4. SPACBS DB 150 DUP $\boldsymbol{'}^{\prime}$ '] 5. BMESS OAH, $0 \mathrm{DH}, \mathrm{BRROR}$ - TRY AGAIN $: \mathbf{2 4 H}$. You could have coded the num-
bers as decimals, or the end-of-text mark as ' $\$$ '. You could have used double quotes instead of single. You could have broken the message string up in various ways.

## Other Pseudo-Ops

You have learned pseudo-ops that define the beginning and ending of program segments and procedures and the end of the program, as well as ones that define data fields and constants. The NAMEX program also includes two other pseudo-ops, PAGB and ASSUMB. Figure 3.6 illustrates how these instructions are used in NAMRX.

## The PAGE Pseudo-Op

The PAGB pseudo-op sets the assembler listing's page length and width. Its format is:

## PAGE[I inesII, width]

Lines must be a number from 10 to 255 ; it indicates the number of lines per page for the printer on which the listing will be printed. The default value is 66 . When the assembler produces the listing, it allows appropriate top and bottom margins within the lines-per-page indicated. In Line 1, we have allowed the lines-per-page for the NAMBX listing to default to 66.

Width indicates the number of characters per line. This may be a value between 60 and 132. The default value is 80 . In Line 1, we have set the page width at 132 characters. The assembler listing includes both the generated object code and the source code for each instruction, so each line may be considerably longer than the corresponding source-code line. Setting the maximum page prints the listing without broken lines--if your printer can print a 132 -character line. Note that the width is preceded by a comma even though the lines are not shown. If the comma was omitted, the assembler would give us a page with 132 lines and 80 columns.

[^1]PAGE tells the assembler how to format pages; it does not send any command to the printer to set its width or change its type-face. Before printing the listing for NAMEX, we may need to set the printer to use compressed print. We may also need to use the DOS command MODE to set the printer width to 132 characters.

If you don't plan to print an assembler listing, you need not include PAGB in your source code, since PAGE affects only the assembler listing. PAGB has no effect on a listing of your source code file by a DOS command such as TYPE or PRINT, or by a word-processing or editor instruction.

## The ASSUME Pseudo-Op

The ASSUME pseudo-op is required in every program. It must appear before the first instruction that will generate object code. In Figure 3.6, you can see that ASSUME (line 2) appears as the first instruction in the code segment; this is its usual position in our programs. In fact, it could be moved to precede the first PROC instruction.

ASSUME tells the assembler which segment's address will be in each segment register at run time. The assembler needs this information to generate addresses correctly. You might think that the assembler would assume that CS should contain the address of the program's only code segment along with DS, the data segment, and SS, the stack segment. But it cannot. I have not seen any fully satisfactory explanation of this requirement, but it is a requirement. You must include an ASSUME statement in the code segment of every program you write.

The format of the pseudo-op is:

## ASSUME seg-reg:seg-namel, seg-reg:seg-name... .

where seg-reg may be CS, DS, ES, or SS. In line 2 of Figure 3.6, we tell the assembler that CS will contain the segment address of PROG__CODE; both DS and BS, the segment address of PROG_DATA; and SS, the segment address of PROG__STACK. Note that ASSUME does not place these addresses into the registers; that will be done at run time. It simply tells the assembler to generate object code based on the assumption that these addresses will be in the registers.

## Review Questions

1. Match words with phrases. More than one description may apply. Some descriptions may be used more than once; some may not be used.A. PAGB a. Required instructionB. ASSUMB
b. CS, DS, ES, or SS

- C. Seg-reg
c. Optional instruction
D. Lines
d. Othrough 100
E. Width
e. 10 through 255
f. 60 through 132
g. default value $\mathbf{8 0}$
h. default value 66

2. Write an instruction to format a listing with 55 lines per page and 96 characters per line.
3. Write an instruction to format a listing using the default value for lines per page and 64 characters per line.
4. The stack, data, and code segments in a program are named MY__STACK, MY__DATA, and MY_CODE respectively. The extra segment will be the same as the data segment. Write the ASSUMB instruction for the program.

## Answers

1. A.c B. a C.bD.e, h B. f, g; dis not used 2. PAGB 55,96 3. PAGB ,64 (Did you include the comma?)
2. ASSUMB SSMMY _STACK,CSMYY
_OODE,DS:MY
DATA,ES:MY_DATA
You could have named the registers in another order, such as ASSUME CS:MY _CODB,SS:MY_STACK,ES:MY__DATA,DS:MY__DATA

## The Main Procedure

Now let's look at the real action in NAMBX-those instructions that will be translated into 8088 object code and carried out when the program is executed. We'll go through each of the five procedures. IIl explain each new instruction as we come to it and show you how instructions go together to make up the routines that carry out the program's functions.

Figure 3.7 shows part of NAMEX with the instructions in the main procedure, or the program driver, numbered for this discussion. The first part, lines 1 through 3, saves information needed to get back to the calling program \{usually DOS). The next part, lines 4 through 6, puts appropriate addresses in the data and segment registers. These six lines must be included at the beginning of every program. The next part of the driver, lines 7 through 13, calls subroutines to carry out program functions. The final instruction, in line 14 , returns control to the calling program.

## Saving the Return Parameters

Now let's go back and look at each part of this procedure. Two words must be pushed onto the stack at the start of the program. These words contain information, or parameters, passed by the calling program. Together they point to the address where instructions can be found to return to that program. The first word must be the current contents of the DS register; the second must be a value of zero. When the program ends, the two top words on the stack are expected to contain these values. How do you put them on the stack? By using two PUSH instructions (lines 1 and 3) and one MOV (line 2).

The PUSH Instruction PUSH points the stack pointer (SP) to a new top-of-stack location and then copies a one-word value to that location. PUSH requires one operand. The format of the instruction is:

## PUSH source

PUSH, like any other 8088 instruction, may be preceded by a name or followed by a comment. We won't show these optional fields in formats.

```
SANE OATA ON STACK
    TO BE USED FOR RETURN TO
    SYSTEM WHEN PROGRAM ENDS
INITIALIZE OS
PPROMPT FORD ES
PROMPT FOR NMME
:MONE NNME TO OUTPUT LINE
LOAD COUNTER FOR PRINTLOOP
PRINT NamE MESSAQE
THEN RND REPEAT CX TIMES
THEN RETURN TO OPERATING SYSTEM
```

Any 16-bit register (AX, BX, CX, DX, SI, DI, BP, SP, CS, DS, ES, or SS) can be the source of the data to be placed on the stack. An address operand can also be a source; but, in NAMEX, only register contents are PUSHed. (Immediate data cannot be a source for.PUSH; that's why it takes two steps to put the zero on the stack.) Saving register values is the most common use of PUSH. Later in the program we will run across the POP instruction, which is the converse of PUSH.

The MOV Instruction MOV is a two-operand instruction. Its format is:
MOV destination, source

Data is copied from the location named in the second operand to the location named in the first operand. The source may be any of the three types of operand that can be used in 8088 instructions: register, address, or immediate data. The destination may be a register or an address. A few restrictions apply: data cannot be moved directly from one memory address to another; immediate data cannot be moved to any segment register; and CS cannot be the destination of a move, though it may be the source. The MOV in line 2 copies immediate data to a register: we'll discuss other types of MOVs as we encounter them.

MOV handles either a single byte or a single word. When immediate data is moved to a register, the size of the move depends on the destination. In line 2, the destination is a one-word register, so even though the immediate data value ( 0 ) can fit in one byte ( 8 bits) it is extended to 16 bits by the assembler. A similar instruction could be used to move a one-byte value to a one-byte register, as in:

## MOV AH. 125

However, this instruction:

## MOV AH, 300

would cause an error; 300 is too large for one byte. The immediate data value can be expressed in decimal, hexadecimal, or binary, or as an ASCII character.

Each of these instructions generates the same object code:

MOV AH, 36<br>MOV AH, 24 H<br>MOV AH, $00100100 B$<br>MOV AH.'\$'

It's up to you to code the immediate value in the way that will best remind you of the instruction's purpose.

The Return Parameters Now let's look at what lines 1 through 3 accomplish. Your program begins running as a FAR procedure. When a FAR procedure ends, two words are taken from the stack to find the next instruction address. The first is used as an offset, the second as a segment number. When your program is called from another program and loaded into the computer, a special area called the Program Segment Prefix is built by the system and kept in memory as well. This prefix contains a series of instructions that restores the conditions needed for the calling program to resume operation properly. The segment number of the prefix's address is put into DS. Putting DS and zero onto the stack allows your program to end by transferring control to the beginning of the Program Segment Prefix.

Why not just put DS on the stack and assume the zero? Because the instruction that ends a program is the same as that which ends any PAR procedure. When ending a procedure that's not a program, the offset will not always be zero. So, both a segment number and an offset are always taken from the stack when a FAR procedure ends.

## Setting the Segment Registers

The next three lines $(4,5$, and 6$)$ load the data and extra segment registers with the segment portion of the data segment's address for the current execution of the program. It's not necessary to load the code or stack segment registers; these are set properly when the program is loaded. You must, however, load DS at the beginning of every program. You must also load ES if your program uses the extra segment. Usually, you will want BS and DS to contain the same segment number.

MOVing to Segment Registers In line 4, a segment name is used as a source for MOV. When you do this, the segment number is the value that's moved. Thus, line 4 loads AX with the data segment's segment number. In line 5 , the contents of AX are moved to DS, and in line 6 , to ES. Why not save a line of code and just move PROG_DATA directly to DS? Because a
segment name is considered immediate data. Remember that immediate data cannot be moved to a segment register. Don't worry about this step too much. Just include it in each program.

## Outlining the Program

Lines 7 through 14 control the execution of NAMBX's functions. Each CALL instruction, like a BASIC GOSUB, transfers control to another procedure, which ends by returning control to the instruction following the CALL. Line 7 CALLs PROMPTER. When PROMPTBR ends, it transfers control to line 8. Line 8 CALLs GETNAMB. When GETNAME ends, it transfers control to line 9, and so on. Lines 10 through 13 initialize and carry out a loop that is repeated five times, so that PRINTNAMB is CALLed five times. Then line 14 ends the program.

CALL and RET As we have said, CALL is equivalent to BASICs GOSUB. Its format is:

## CALL target

where target identifies the address to which control is to be transferred. In its simplest form, as used throughout NAMEX, the target is the name of a NEAR procedure. The address of the next instruction is copied from IP to the stack. Then, IP is loaded with the target procedure's offset so that the next instruction executed is the first instruction of the target procedure. This is a direct CALL to a NBAR procedure. Indirect CALLs and CALLs to FAR procedures are advanced techniques that you will probably not use until you have much more MASM experience.

Look again at Figure 3.12 at the end of the chapter. Now, look at the four procedures called from the driver. Notice that each one ends with RET. This is equivalent to BASIC's subroutine RETURN. When RBT is executed from a NRAR procedure, the top word from the stack is copied to IP. This should be the offset placed on the top of the stack by the CAlL that started the procedure. Any other data placed on the stack during the procedure must be removed so that the return offset will be at the top when RET is executed. The segment number for the return address is found in CS; a NBAR procedure is atways called from and returns to the current code segment.

RET from a FAR Procedure. The RET that ends the program in line 14 is a little different from the RBTs just discussed, although it looks the same.

This is a RETurn from a FAR procedure. As you know, it takes two words for the top of the stack, the words PUSHed in lines 1 and 3. Any other data PUSHed onto the stack during the course of the program must be removed before this FAR RETurn is executed. You can learn more about FAR RETurns as well as other RET options in the MASM manual. For practical purposes, however, just remember to use:

## RET

to end the execution of every procedure, NBAR or FAR.

## A Simple Loop

Lines 10 through 13 constitute a simple loop. The number of repetitions is controlled by the value in CX. MOV in line 10 and CALL in line 12 are similar to instructions already discussed. Lines 11 and 13 present new concepts that we will discuss in more detail below.

Names Used as Labels You have already learned that toth data definitions and other instructions may be assigned names. A name assigned to an instruction in the code segment is called a label. MAIN_PROG, PRINTLOOP, GETNAME, MOVENAME, PRINTNAME, and PROMPTER are labels in NAMEX. INBUF, INCOUNT, OUTMESS, and other data names are not labels, but variable names.

Bvery label has a type, either NEAR or FAR. You have learned how to specify the type of a label used as a procedure name. Other labels, such as PRINTLOOP in line 11, are identified as NBAR by a colon (:) following the label definition. If a label is not a procedure name and is not followed by a colon, it is a PAR label and can be accessed from external code segments. When a FAR label is used as an operand, the assembler must include in the object code information about the code segment to which it belongs. When a NBAR label is used as an operand, no such information is necessary; the segment boundary for the operand is assumed to be the one in CS at the time the instruction is executed. Note in line 13 that the colon is not included when the label is used as an operand. Most of the labels you use will be NBAR labels.

Notice that PRINTLOOP is defined on a line by itself. It could have been defined as a name of the instruction on line 12, like this:

PRINTLOOP: CALL PRINTNAME

We prefer to define labels on separate lines for two reasons: it is easier. to change, add, or remove the instruction following the label, and it is easier to line up operation codes on the page for legibility. Data names, segment names, and procedure names cannot be handled in this way; they must be included in the pseudo-op definition of the variable, segment, or procedure.

Some programmers stress the use of informative names for labels. This can be overdone. Use good descriptive names for data fields, segments, and procedures, and possibly for labels in the program driver. If you need to code a label within a procedure, you may find it simpler to use some logical coding scheme such as GBT1, GET2, GET3, ...GETN for labels in a procedure called GETNAME. Use comments rather than names to document the purpose of the instructions. Logically coded rather than descriptive labels are easier to locate when you are changing or debugging a program.

## The LOOP Instruction LOOP has the format:

LOOP target
where target specifies a label to which control may be transferred. When LOOP is executed, the value in CX is decremented (decreased by 1). Then, control transfers to the target if CX does not equal zero. If CX does equal zero, control falls through to the nert instruction.

Note that CX is always used to control the number of repetitions of the loop. Also, the instructions within the loop are always executed at least once, and CX is decremented, before any test of CX is made. This means that CX must contain a value of 1 or more before the loop begins. If CX contains 0 or less when the loop begins, it will never reach 0 and an endless loop will result.

The instructions within the loop should not change the value of CX. If you need to code a loop that may end before the defined number of repetitions, you can use one of the variations of LOOP that you will learn in later chapters. An example would be a loop that allows you to enter 20 names, but ends if you enter 'BND' as one of the names.

The target for the LOOP instruction must be NBAR. Purthermore, it must be within a range of -128 to +127 bytes of the LOOP instruction in the object code. Many control-transfer instructions require a label within this range, a short-label, for their target. How can you tell if the desired target is within the required range? There's no simple way since MASM
instructions vary considerably in length. If the target is within 20-25 instructions of LOOP, it will probably be a short-label. If it isn't a shortlabel, the assembler will let you know. You can avoid the problem by employing the following technique used in lines 11 through 13: put the detailed instructions in a separate procedure so that only the CALL instruction separates LOOP from its target.

## Review Questions

1. The driver for a program called SAMPLE contains four general functions. Number the functions in the order in which they should occur in the driver.
A. Return control to the calling program.
B. Save DS and a value of 0 on the stack.
C. Call the procedures that carry out the program functions.
D. Initialize DS and ES with the segment number for the program's data section.
2. Here are the first six instructions in SAMPLE's driver. What changes, if any, must be made to these instructions? (Assume that segment and data names are correct).

| MOV | AX, 0 |
| :--- | :--- |
| PUSH | AX |
| PUSH | DS |
| MOV | AX, SAMPLE_DATA |
| MOV | $A X, E S$ |
| MOV | AX,DS |

3. Which MOV instructions are valid for moving immediate data to a register?
A. MOV BH,' ${ }^{\prime \prime}$
B. $\mathrm{MOV} \mathrm{CL}, 50$
C. MOV DH,0100B
D. MOV AH, 110 H
B. MOV AX,OFFFFH
4. Which instructions will affect the stack pointer?
A. CALL NEW_PRO
B. RET
C. PUSH DX
D. MOV AX, 25 H
B. MOV SP, 0200 H
5. What does this routine do?

D01:

| MOV | CX, 10 |
| :--- | :--- |
| CALL | DISPLAYER |
| LOOP | DOI |

6. Match each instruction with the appropriate description. Some of the descriptions may not be used.
A. MOV X,Y
a. Return control to the calling procedure.
. B. MOV Y,X
b. Copy the contents of DX to the top of the stack.
— D. LOOPA1
c. Copy data from $X$ to $Y$.
d. Copy the word at the top of the stack to DX.
e. Copy data from $Y$ to $X$.
f. Save the instruction address on the stack and transfer control to A1.
7. Subtract 1 from CX; if CX is not zero, transfer control to A1.
8. Identify the type of each label (NEAR or FAR).
A. HI TIMB MOV AX,5
B. LO_TIMB: MOV BX, 10
C. EVBRY _TIME:

D: PRINTIT PROC
8. True or Palse? A short-label is a NBAR label that occurs within - 128 to $+\mathbf{1 2 7}$ bytes of the instruction for which it is a target.

## Answers

1. A. 4 B. 1 C. 3 D. 2. PUSH DS must be moved so that it is the first instruction, not the third one. The operands are in the wrong order in the fifth and sixth instructions; they should be changed to ES, AX and DS, AX, respectively. 3. A, B, C, and E. D is invalid becuase $110 H$ is too large a value for AH, a one-byte register. 4. A, B, C, and E. 5. It causes the procedure DISPLAYER to be called 10 times. 6. A.eB.cC.fD.gE.bF.a; dis not used 7.A.FAR B. NEARC. NEAR D. NEAR 8. True

## Displaying a PROMPT

Figure 3.8 shows the instructions related to the PROMPTER procedure. This is the first procedure called by the driver. The purpose of PROMPTER is to display on the screen the message found in NAMEPROMPT. It uses DOS interrupt 21 H to perform the screen display. We'll discuss the use of this interrupt, as well as other features of PROMPTER, in more detail.

## PUSH and POP

PROMPTER uses DX and AX (in lines 5 and 6). When a called procedure affects a register's value, it is usually a good idea to save the original contents of the register first and restore them before leaving the procedure. That's because you have relatively few registers with which to work. The calling and called procedures must use the same registers; the calling procedure may have put data into these registers and be expecting to use that data after the called procedure finishes. Looking back at the NAMEX driver in Figure 3.7, you see that CX is being used to control a loop when PRINTNAME is called. What if PRINTNAME changed the value in CX? The loop would not work right if this happened. You may argue that registers AX and DX are not being used by the driver when PROMPTER is

```
NMMEPROMPT DA SAH.0DH,'WHAT IS YOUR NAME? '.24H
PROMPTER PROC
    PUSH AX
    MUSH DX , #NMEPROMPT ADORESS OF PROMPT STRING
    AH,9H
    INT
    POP AX
ROMPTER RETDP
called, so why save them? On general principles. As your programs get more elaborate, you will call the same procedures from different places in your prograrn. You will also want to copy procedures from one program to another. It's good practice to always preserve the registers.

One exception: sometimes you use a register to return a value from a procedure. Suppose, for example, that you call a procedure to read a record from a disk and use DX to indicate if the read was sucessful (set DX to 0 if ok, otherwise put an error code in DX). In this case you want to change DX so you don't save and restore its original value. Most of the time, though, you must preserve register values. Many runtime errors are eventually found to be caused by failure to preserve the registers.

In lines 3 and 4, PUSH is used to save the contents of AX and DX. Lines 8 and 9 use POP to restore the original values to DX and AX. POP is a oneoperand instruction. Like PUSH, its operand may be a memory address, but more commonly it is a 16 -bit register. The operand names the destination of the data to be taken from the top of the stack. After the data is moved, SP is changed so that it points to the nert item in the stack. Note that our routine POPs the data in the reverse order of the way it is PUSHed. After lines 3 and 4, the top of the stack contains the original contents of DX. The POP in line 8 restores these contents and then points to the next item on the stack, which contains the original contents of AX. Think of PUSH and POP as left and right parentheses within a expression. You must pair PUSHes and POPs in a procedure, just as you do the parentheses. The innermost PUSH and POP are a pair, then, the next innermost, and so on, until the outermost pair is matched.

\section*{Displaying a String}

In line 7 , we call on interrupt 21 H , a DOS interrupt with many functions. The actual transfer of control to the interrupt address is done with an INT instruction that simply specifies which interrupt to use. The format is:

\section*{INT inum}
where inum is the interrupt number. Since the manuals that describe the interrupts use hexadecimal numbering, we usually write inum in hexadecimal; we could use decimal. The assembler would translate INT 33 the same as INT 21H. The interrupt routine uses certain information from the registers; that information must be loaded before the interrupt is called. To use an interrupt, you must know what information it expects, what information it will return, and which registers it uses. Registers that do not
contain returned information are not changed by the interrupt routine You can find detailed information about all the DOS 21 H interrupt functions in the DOS manual. In this book we will describe several of these functions, as well as several useful BIOS interrupts.

Interrupt 21 H requires a number in AH to tell it which function is desired; function 9 displays a string on the scree.. Line 6 loads AH with the correct function number. Function 9 expects the string's starting address to be in DX. The end of the string must be indicated by " \(\$(24 \mathrm{H})\). Note (in line 1) that the string being displayed by PROMPTER begins with a line feed and carriage return followed by the actual message seen on the screen.

The beginning address of the string is moved into DX in line 5 , using LRA (Load Effective Address). The format of this instruction is:

\section*{LEA 16-reg. address}

The first operand, the destination, may be any 16 -bit non-segment register (AX, BX, CX, DX, SI, DI, SP, or BP). The source, the second operand, is any address operand. In line 9, the address operand is a simple offset represented by NAMEPROMPT. LEA's source can also be expressed in a more complex way using a base (BX or BP) or an index (SI or DI) register, or both, as well as expressions that the assembler can evaluate as offsets or displacements. In later programs, you will see these more complex addresses and learn how to code them. The effective address is computed when the instruction is executed and the offset is then loaded into the specified register. So, line 5 moves the address of NAMBPROMPT into DX.

Function number and string address are the only parameters required for the string display function of interrupt 21 H . No data is returned; the interrupt routine leaves all registers with their original values. The display begins at the current cursor position on the screen. The cursor is advanced so that it follows the last character displayed.

\section*{Review Questions}
1. A procedure begins with these PUSH instructions:

PUSH AX
PUSH BX
PUSH CX
Write the series of instructions needed to restore the registers before the end of the procedure.

\section*{2. A data segment includes this definition:}

QUEST IONDB 'WHAT IS THE DATE? \(\$\)
A. Write a routine to display QUBSTION on the CRT.
B. How many characters (including spaces) will be displayed on the screen?

\section*{Answers}
1. POPCX

POP BX
POPAX
2. A. LRA DX,QUESSTION

MOV AH,9H
INT 21 H
(The order of the first two instructions could be reversed.)
B. 17

\section*{Handling the Response}

The other three procedures in NAMBX read the user's response to the prompt (GETNAMB), move the answer to a location where it can be used as part of an output message (MOVBNAMB), and then print the output message on the CRT (PRINTNAME). We will discuss these routines briefly since you already know many of the instructions involved.

\section*{Getting Input from the Keyboard}

Figure 3.9 shows GETNAME and some relevant data definitions. GETNAMB begins and ends with the usual PUSH and POP instructions to preserve the registers. Interrupt 21H is called again (line 9). This time, function \(10(0 \mathrm{AH})\), the buffered keyboard input routine, is used.

Function 0AH of interrupt 21H waits for the user to type a string of characters from the keyboard. The characters are echoed on the screen as they are typed. (Pressing a key does not automatically produce a character on the screen unless the input function has been programmed to include an echo. Interrupt 21 H has several input functions that do not produce an echo.) With function \(\mathbf{0 A H}\), the cursor moves on the screen as the characters are echoed.
\begin{tabular}{|c|c|c|c|}
\hline INBUF & D日 & 255 & \\
\hline INCOLNT & OB & ? & \\
\hline INNAME & D8 & 255 DUP(' ') & \\
\hline \multirow[t]{9}{*}{getname} & PROC & & \\
\hline & PUSH & AX & \\
\hline & PUSH & OX & \\
\hline & MON & AH.0AH & :GET STRING FROM KEYBOARD/ECKO \\
\hline & LEA & DX, INEUF & ;ADDRESS OF INPUT BUFFER \\
\hline & INT & 21H & ¢DOS \\
\hline & POP & DX & \\
\hline & POP & AX & \\
\hline & RET & & \\
\hline getname & ENDP & & \\
\hline & ... & & \\
\hline
\end{tabular}

Figure 3.9 Getting Input from the Keyboard

The typed characters are saved in a buffer area within the calling program. Input ends when <Enter > is pressed. The usual editing keys, such as <Backspace> and <Del>, can be used. You can see that function OAH resembles BASIC's INPUT.

Function OAH requires an input buffer address in DX. In line 8, DX is loaded with INBUF's address. The first byte of the buffer must specify the maximum number of input characters, including <Enter > . The buffered input routine will place the count of characters actually. received in the second byte of the buffer (INCOUNT). This count does not include <Enter > ; at most, it can be one less than the maximum value in INBUF. The actual input character area begins in the third byte; we have named that area INNAME and given it a length of 255 bytes intialized to spaces. If the user types DONNA < Enter > . INCOUNT will be 5, but six characters will be saved in the input buffer. The last one will be 0 DH , representing <Enter>

We have allowed 255 characters to be input-or, more precisely, 254 and <Enter>. This is the maximum number of characters you can specify for any use of function 0 AH , simply because 255 is the largest value that can be contained in the one-byte maximum-character field. Once 254 characters are in the input buffer, any key except <Enter> will produce a beep and be rejected. We have used this size for compatibility with the BASIC version of NAMBX; BASIC always allows up to 255 characters with string INPUT. Normaily, 30 characters is a generous allowance for a name.

We could have defined our input buffer all at once, using only one data name, like this:

I NBUF DB 255, 0, 255 DUP(' ')

Then we could have referred to the input count as INBUF +1 and the actual input data as INBUP +2 through INBUF +256 . Note that we allow 255 input characters for a 254 character name; we must include <Enter>, which is stored in the input buffer as 0DH.

\section*{Moving Input to Output}

After the input string is read, it is moved to another area where it will be part of an output string. This move is accomplished by MOVENAMB. Figure 3.10 shows MOVENAMB and the data definitions relevant to its instructions.

The procedure begins and ends by saving and restoring four registers, in lines 7 through 10 and 18 through 21 . Lines \(11,12,14,15\), and 16 make up the routine that actually moves the data from the input buffer (INNAMB) to the output area (OUTNAMB). Why don't we just output the name from the input buffer? We could, but we want to make it part of a longer message for output. Lines 13 and 17 are used to move " \(\$\) " to mark the end of the output string. Why don't we just put "\$" permanently at the end of OUTNAME? Because then we would always output the maximum characters for the name. The technique used in MOVBNAME lets us end the output name at the same length as the input name. Well look at each of lines 11 through 17 in detail so you can see how these routines work.


Lines 11 and 12 are used to move the input buffer's character count (INCOUNT) to CX, which will control the number of characters moved. Since INCOUNT is defined by DB, the assembler considers it to be a bytesized field. A move between memory and a register, or between two registers, must use the same type of data (byte or word) in both operands. For this reason, we can move data from INCOUNT to CL, as in line 12, but not directly to CX. Later in the routine, however, we will need to have CX set to the value in INCOUNT. Line 11 clears the high-order byte of CX by moving zero into it. The total effect of lines 11 and 12 is the same as if we moved one word containing INCOUNT's value to CX. In line 13, we move data from one register to another; you will see later that we need to have INCOUNT's value in BX as well as in CX.

Lines 14 and 15 load the offsets for INNAME and OUTNAME into SI and DI respectively, where they are needed for line 16 . Line 16 contains two instructions, REP and MOVSB. We'll consider MOVSB first. MOVSB (MOVe String Bytes) is the string move instruction that is most often used. Two things happen when MOVSB is executed. First, one byte of data is moved from the address pointed to by DI to the address pointed to by SI . In string operations such as MOVSB, DI always points to an address in the extra segment. That is why it is usually convenient to have the extra segment boundary be the same as the data segment boundary, so the same fields can be addressed in either segment. The address pointed to by SI, like most other data addresses, is assumed to be within the data segment. You will learn ways to override this assumption. However, DI in a string operation must always point to an offset in the extra segment; no override is allowed.

The second thing that happens when MOVSB is executed is that both SI and DI are changed. If the direction flag is cleared, both are incremented (increased by 1). If DF is set, both are decremented. We assume in NAMEX that DF is cleared, since that is its usual status when the system is turned on. [Later you will leam to set or clear DF so that you can be sure of its status every time your program is run.)

Well, then, one byte of data is moved from the address pointed to by SI to the address pointed to by DI, and SI and DI are then incremented. That's all that MOVSB does. Then the other part of line 16, RBP, comes into operation. REP (RBPeat) is a prefix that can be used only with string operations such as MOVSB. Like LOOP, REP decrements CX. Then, if CX is 0 , control falls through to the next instruction. If CX is not 0 , both MOVSB and RBP are repeated. In effect, this means that when CX is initialized to \(n, n\) bytes will be moved from MOVSB's source to its destina tion, where SI and DI point to the initial addresses of the source and destination. If a 30 -byte name was in put by GETNAMB, INNAME through INNAMB + 29 will be moved to OUTNAMB through OUTNAMB + 29 .

Notice that when this routine ends, CX contains 0 . BX, however, still contains the original value from INCOUNT because we put it there in line 13. In line 17, a one-byte immediate value is moved to the EA which is computed at run time as the sum of OUTNAME's offset and the value in BX. If INCOUNT is 30 , line 17 will move " 8 " to OUTNAME +30 , the byte following the last byte of the name. This is a one-byte move because OUTNAMB is defined by DB; the size of an immediate-to-memory move is decided by the type (byte or word) of the destination.

\section*{Displaying Another Message}

After the name has been input and moved to an output area, NAMBX calls the PRINTNAME procedure five times. Figure 3.11 shows PRINTNAME and its relevant data fields. The string display function of interrupt 21H is used again to display the message. You should be able to follow this entire procedure without any problems. Take special note of the following point: the output display begins with OUTMESS (see line 7), but does not end there. The display continues displaying each byte in the data segment until it reaches the " 5 " following the name in OUTNAME.

\section*{The Whole Program}

We have gone over every part of NAMEX. Now, you should have no trouble following the whole program as shown in Figure 3.12. You might be curious about one thing: why aren't the procedures arranged in the order in which they are called? They could be; in fact, many programmers would arrange them that way. (This can be difficult to follow if a procedure is called from several places in the same program.) Other programmers place the most important procedures first, followed by subordinate procedures called from within the major ones. I have found when reading long pro-
\begin{tabular}{|c|c|c|c|}
\hline OUTMESS OUTNWTE & \[
\begin{aligned}
& \text { Og } \\
& \text { De }
\end{aligned}
\] &  & \\
\hline \multirow[t]{9}{*}{PRINTINTE} & Proc & & \\
\hline & PUSH & Ax & \\
\hline & PUSH & Dx & \\
\hline & MON & AH.9H & IDISPLAY STRING FLNCTION \\
\hline & LEA & DX, OUTESS & aldidess of Strina \\
\hline & INT & 21H & ; Dos \\
\hline & POP & DX & \\
\hline & Pop & AX & . \\
\hline & RET & & \\
\hline
\end{tabular}

Figure 3.11 Displaying the Name Message


grams that it is easier to locate the procedures if they are simply arranged alphabetically. So, I make a practice of arranging all my programs that way. You may arrange your code segment any way you want as long as you begin with the driver.

\section*{Review Questions}
1. Which of the following apply to the operation of function \(\mathbf{0 A H}\) of interrupt 21H?
A. A string of characters typed at the keyboard are saved in a buffer area defined within the program.
B. Characters are echoed on the screen as typed.
C. The end of the input text is marked by typing "s".
D. The screen cursor moves as characters are typed.
B. The number of characters that can be input is determined by the size of the defined buffer area.
F. The input routine puts the actual number of characters typed (not including the end-of-text character) into the second byte of the input buffer.
G. The end-of-text character is not saved in the input buffer.
2. Look at this program routine:
```

MOV CX, 10
LEASI,FIRST
LEADI, SECOND
REP MOVSB

```
A. What does this routine do?
B. Which is executed first, RBP or MOVSB?
C. What happens the first time that MOVSB is executed?
D. What happens the first time that REP is executed?

\section*{Answers}
1. A, B, D and F; Here's what's wrong with the others: \(C\). The last character typed must be <Enter>. E. The maximum input size is specified in the first byte of the buffer area. G. The end-of-text character is included in the input buffer. 2. A. Moves PIRST through FIRST +9 to SECOND through SECOND + 9. B. MOVSB C. One byte is moved from FIRST to SECOND: then, SI and DI are both increased by 1. D. CX is decreased to 9 ; then, MOVSB and REP are repeated.

\section*{Key Points From Chapter 3}

In this chapter you have examined a sample program in detail. You have learned about the structure of a MASM program, how to code source code lines, how to define segments and procedures and end the program, and one way to define data fields. You have learned some of the most commonly used instructions and I/O routines. Some of the main points presented in this chapter were:
- The general format for a source code line allows up to four entries. The possible entries are name, operation code, operand field, and comments in that order. Entries must be separated by at least one blank or tab character. A line does not have to begin in column 1, but it cannot go past column 132.
- A name is from 1 to 31 characters long. It can contain uppercase letters, digits, and any of these five special characters: ? . - \(\mathbf{~}\). It cannot start with a digit. If a period is included, it must be the first
character. Names are required for some pseudo-ops, such as SEGMENT, ENDS, PROC, and ENDP. Otherwise, a name is optional for any instruction.
- The assembler assigns a name a value based on the offset of the instruction that defines the name. Operand references to the name are replaced by that offset.
- A variable-name is a data field name. A label is a name defined by an instruction in the code segment. A label may be coded as the only entry in a source-code line.
- Labels are of type NEAR or FAR. FAR labels may be referenced from external code segments. NBAR labels may be referenced only from the same code segment. A label used as a procedure name has a type defined by the PROC instruction. NRAR is the default. Other labels are identified as NBAR if they are followed by a colon when defined; otherwise they are PAR.
- Comments are identified by an initial semi-colon. They are always optional. A comment may be the only entry in a source-code line.
- Operation codes, or opcodes, are 8088 mnemonics or MASM pseudoops.
m The operand field requirements depend on the opcode. When more than one operand is required they are separated by commas.
- The SBGMENT pseudo-op defines the beginning of a segment. In its simplest form it consists of a segment name followed by SEGMENT. A stack segment definition must also include the combine-type STACK. If desired, a class name may be included in single quotes for each SEGMENT pseudo-op.
- The ENDS pseudo-op must end a segment. It consists of the segment name followed by ENDS.
- A procedure is a block of code. Usually, a code segment contains a main procedure, or driver, and several other procedures that function as subroutines called from the driver or from each other.
- The beginning of a procedure is defined by a PROC pseudo-op. A name is required, followed by PROC. If the procedure will be called from an external code segment, PROC must be followed by FAR. The first procedure executed in any program must be defined as FAR. All others are usually NBAR.
- The ENDP pseudo-op must end a procedure. It consists of the procedure name followed by ENDP.
- The END pseudo-op must be the last source-code instructits: in the program. It consists of END, optionally followed by the address of the first instruction to be executed in the program. This is usually the name of the main procedure.
- Data fields can be defined using DB. A variable-name can be assigned to a DB instruction. The initial value may be defined, or left undefined by coding a question mark in the operand field. Multiple bytes can be defined by initial values separated by commas or by a character string. Multiple bytes can also be defined by including a duplication factor in the operand, like this:
n DUP'ex'
where \(n\) specifies the number of duplications of the initial values in ex. Duplication factors can be nested.
- The PAGE pseudo-op sets the assembler listing's page length and width.
- The ASSUME pseudo-op tells the assembler which segments' addresses will be in the segment registers at run time.
- To communicate properly with the calling program, each program must begin by putting two words of data on the stack. The first word contains the contents of DS, the second a value of 0 . The program must end with a RET instruction, which will use the two words at the top of the stack to find the address to which control should be transferred. Any other data put on the stack during the program must be removed before the program ends.
- The second step in each program must be to put the data segment's address into DS. Usually this address is also put into ES.
- PUSH r1 copies the contents of a 16-bit register (rl) to the top of the stack. POP rl copies the word at the top of the stack to a 16-bit register ( r 1 ). Both PUSH and POP use SP to find the current top of the stack and adjust SP to point to the new top.
- CALL p1 transfers control to the beginning of procedure p1. RET ends the execution of a procedure by transferring control to an address found at the top of the stack. The return address is placed on
the top of the stack by CALL. Any data placed on the stack during execution of a procedure must be removed before RET so that the correct return address will be found by RBT.
E MOV \(x, y\) copies data from \(y\) (source) to \(x\) (destination). The source may be a register, address, or immediate data operand. The destination may be a register or address operand. Data cannot be moved directly from one address to another, an immediate data value cannot be moved to any segment register, and CS cannot be the destination for any move.
- MOV can be used to move one byte or one word of data. When the source is immediate data, the destination determines the size of the move. In other cases, the source and destination must be the same size (byte or word).
- LOOP short-label is used to repeat a routine a preset number of times. The number of desired repetitions must be loaded into CX. When LOOP is executed, CX is decremented. If CX has become zero, control falls through to the next instruction. Otherwise, control is transferred to the location identified by short-label. Short-label must be a NBAR label within \(\mathbf{- 1 2 8}\) to +127 bytes of the LOOP instruction.
- LEA r1,x loads the effective address computed from \(x\) into the 16 -bit register \(r 1\). R1 cannot represent a segment register.
- INT inum calls the specified interrupt routine.
- Interrupt 21 H calls a DOS routine for \(1 / O\). A function number must be loaded into AH before interrupt 21 H is called.
- Function 9 of int 21 H is used to display a character string on the screen. The beginning address of the string must be loaded into DX before the interrupt is called. The end of the string must be marked by " \(\$\) " \((24 \mathrm{H})\). The string will be displayed starting at the current cursor ' position. The cursor will be moved by the display and will end in the position following the last character displayed. The end-of-text mark, \(\$\), is not part of the display.
- Function 0AH (10) of int 21 H is used to get buffered keyboard input ended by <Rnter >. The input is echoed on the screen and the cursor position is updated as the characters are echoed. DX must be loaded with the address of a buffer area before the interrupt is called. The first byte of the buffer must be initialized with the maximum inputstring size. The number must include the end-of-text character
<Enter>. The second byte of the buffer will be set by the input routine to the actual number of characters input. This count will not include <Enter>. The characters entered will be stored in the buffer beginning at the third byte. <Enter > will be stored as 0DH
- MOVSB copies one byte from the address pointed to by SI to the address pointed to by DI. DI always points to an offset in the extra segment. After the move, both SI and DI are changed to point to the next byte to be moved. The direction of the change depends on the Direction Flag.
- REP is a prefix used with MOVSB that is executed after MOVSB. REP causes CX to be decremented. If CX is still not zero MOVSB is repeated; when CX becomes zero control falls through to the next instruction.

\section*{Chapter Review Questions}
1. Name the parts of this source code line:

STARTLOOP: MOV AX, 0
; INITIALIZE AX FOR TOTAL
A. STARTLOOP:
B. MOV
C. AX. 0
D. ;INITIALIZE AX FOR TOTAL
2. Which of these names are valid?
A. MOV6TO7
B. BEGIN__LOOP
C. 3MORB
D. CUSTOMER.NAME
3. Match the name being defined with the phrase from the right that best describes it. Phrases may be used more than once.
\(\qquad\) A. NOT_IF LEA
a. FAR label DI,OUTNAMB
B. OUTNAME DB 25 DUP(' ')
C. MAYBE: LRA SI, INNAMB
\(\qquad\) D. PRINT_ PROG PROC FAR
\(\qquad\) E. DISPLAY PROC.
4. Which of these are true?
A. A source-code line can contain a label as its only entry.
B. A source-code line can contain a comment as its only entry.
C. A source-code line can contain an operation code as its only entry.
D. Any source-code line that contains an operation code must contain two operands in the operand field.
5. Write the simplest possible instructions to begin and end a data segment called THE_DATA.
6. Write the simplest possible instructions to begin and end a stack segment called MORE_STACK.
7. A code segment called CODE_SEG contains a main procedure called BEGINNING and one other procedure called PRINTIT. Write instructions in the proper order to define the beginning and ending of the segment, procedures, and program.
8. Define data fields as described.
A. An uninitialized one-byte field named OUTCOUNT.
B. Twenty-five uninitialized bytes named MAJOR.
C. Three hundred bytes called SAVIT initialized with spaces.
D. Ten bytes named DIGITS initialized with the hexadecimal digits from OAH to OPH.
E. An output message named OUTMESS. The message should begin with line feed and carriage return and end with the correct end-of-text character. The message text is "WELCOME TO THE TERMINAL".
9. Write an instruction to set the assembler listing's page length and width to 50 lines and 92 characters, respectively.
10. A program's segments are NEW__CODE, NEW__STACK, and NEW_DATA (for the code, stack, and data segments, respectively).
A. Write the ASSUME instruction for the program, using NEW _ DATA for the extra segment also.
B. Write the first six instructions (not pseudo-ops) for NEW_CODE.
11. Match each of these instructions with the best description of its purpose. Some descriptions are not used.
A. MOV AX,O
a. Copies AX to the top of stack
B. MOV AX,
b. Copies zero to AX DFIELD
c. Copies offset of DFIELD to AX
C. LEA
d. Copies top of stack to AX AX,DFIBLD
e. Copies AX to DFIELD
D. PUSH AX
f. Copies DFIELD to AX
E. POP AX
\(\qquad\)
12. Match each type of control transfer with the most suitable instruction. Not all the instructions are used.
A. Transfer to a pro-
a. LOOP cedure
B. Go to address found at top of stack
b. MOVSB
c. CALL
d. REP
e. RET
f. INT
C. Transfer to system V/O routine
D. Repeat a series of instructions
\(\qquad\) B. Repeat a string operation
13. A program displays the message "WHAT IS THE DATE?". Code the data description and instructions necessary to display this message on a new line on the screen.
14. A program reads a date typed from the keyboard. The date has a maximum of eight characters. Code the necessary input fields and IO routine (using buffered input).
15. Code a routine to move an eight-byte field from INDATE to PRINTDATB.
16. Code a routine to call a procedure called BLANKBR 24 times.

\section*{Answers}
1. A. name B. operation code or opcode C. operands D.comment 2. A and \(B ; C\) is invalid because it starts with a digit; \(D\) is invalid because it includes an internal period. 3. A.a B.c C.bD.aB.b 4.A, B, and C.D is false; an instruction may have zero, one, or two operands depending on the opcode.
5. THB_DATA SBGMENT

THB_DATA ENDS
6. MORE_STACK SEGMENT STACK

MORB_STACK BNDS
7. CODE_SBG SEGMENT

BEGINNING PROC PAR
BEGINNING BNDP
PRINTIT PROC
PRINTIT ENDP
CODE_SBG ENDS
END BEGINNING
PRINTIT PROC
PRINTIT ENDP
CODE_SEG BNDS

\section*{END BEGINNING}

Note that BBGINNING is optional in the BND instruction.
8. A. OUTCOUNT DB ?
B. MAJOR DB 25 DUP(?)
C. SAVIT DB 300 DUP(' ')
D. DIGITS DB CAH,OBH,OCH,ODH,0RH,OPH or DIGITS DB 10,11,12,13,14,15
B. OUTMESS DB OAH,ODH, 'WELCOME TO THE TERMI NAL' , 24H
9. PAGE 50,92
10. A. ASSUMB CS:NEW_CODE,SS:NEW__STACK,DS: NBW_DATA,ES:NBW_DATA
B. PUSH DS

MOV AX, 0
PUSH AX
MOV AX,NEW__DATA
MOV DS,AX
MOV ES,AX
11. A.b B.fC. cD. a E. d; \(e\) is not used
12. A.c B.eC. fD. aE. d; \(b\) is not used
13. MBSSAGE DB OAH,ODH,"WHAT IS THE DATETS"

MOV AH, 9
MESSAGELEA
MESSAGEDX,MESSAGE
MBSSAGBINT 21 H
You could have coded the " \(\$\) " as a separate entry; you probably used a different name for the data field. The MOV and LEA instructions could be in reverse order. You could have coded the function number as 9 H .
14. INBUP

DB 8
INCOUNT DB?
INDATB DB8 DUP(?)
MOV AH,OAH
LBA DX,INBUF
INT 21H

Many variations are possible. You could, for example, have coded the buffer in one instruction, like this:

\section*{INBUF DB 10 DUP` ?}
and initialized the first byte as part of the routine, like this:
```

MOV INBUF, 8

```

You could have coded the function number as 10.
15. MOV CX,8

LEA - SI,INDATE
LBA DI,PRINTDATE
RBP MOVSB
Not too many possible variations for this routine. You must use CX, SI, and DI as shown. The MOV and two LEA instructions could be in a different order; they must all precede RBP MOVSB.
16. MOV CX,24

LOOPER:
CALL BLANKBR
LOOP LOOPBR
You probably used a different label where we used LOOPER. Did you remember the colon? You could have coded the label on the same line as the CALL instruction; but you must have loaded CX before the beginning of the loop.

\section*{Computer Exercise}

Now it's your turn to try some programming. Write a program that will ask first for a name, then for an eight-character telephone number. Display the two fields (name and number) on one line. (HINT: Put the number in the first eight positions followed by several spaces; then the name followed by " \(\$\) ".) Repeat the entire process three times. Call the program PHONER. You'll assemble and run this program in the next chapter, and then modify it in later chapters, so save your source code. If you need some help, our version of PHONBR is on the next page.



\section*{4 \\ Assemble, Link, and Run}

Now that you have written a program, it's time to assemble, link, and run it. This chapter will teach you the simplest methods of performing these three steps. When you have finished the chapter, you will be able to assemble any MASM program, to link a simple single module program, and to run a program with or without the DEBUG utility.

\section*{Getting a Disk Ready}

Before you begin to work on line with MASM, you should create a disk holding the programs you need. The disk that came with MASM has a great many files that you will not need to use the programs in this book. On the other hand, if you include some DOS programs on the disk, you won't need to swap disks all the time. On a single-sided drive, using DOS 2.0, I found the following procedure useful:
- format the disk as a system disk, which will include COMMAND.COM and the hidden system files
- from the DOS disks, copy DBBUG.COM, EDLIN.COM, LINK.EXB, and MODB.COM
- from the MASM disk, copy MASM.EXE

The disk will be almost full at this point. I used EDLIN because it is small and convenient for making minor corrections to a source file after an assembly; my word processing program wouldn't fit on this disk. You may have some other small editor or word processor that you prefer to use. I include MODB because assembler listings are best printed at 132 characters per line, and you can't print them that way without using MODE. You may also need to send a character to the printer to change its setting. I have a very small program written in MASM that does just that, so it is also on my disk. I used the disk space that was left for PRINT.COM because I prefer PRINT to TYPE. When I converted to double-sided disk drives, I was able to combine all of this with my word-processing program. My MASM programs, source code, object code, run files, and listings, are all kept on a second disk. You can set up your disks any way that suits you; this is just a way that I have found convenient. If you are working with a fixed disk, of course, you will not need to worry about creating a working disk for MASM.

\section*{Assembling a Program}

The Macro Assembler uses up to four files when assembling a program:
- the source code file
- the object code file
- the assembler listing file
- a cross-reference information file

The first file, the source code file, is required for any assembly. This file provides the input to the assembler. The other three files are output files created by the assembler; they are always optional. You may not want to produce an object-code file, for example, when you are using the assembler to find errors. Error messages from MASM are displayed on the screen as well as printed in the listing; you may not want to produce a listing until these errors have been corrected. The cross-reference information file is used as input to another program, CREP, to produce a crossreference listing. This cross-reference listing lists every variable in the program and the line numbers where the variable occurs. The line numbers are those from the assembler listing, not the source code. We will not use CRBF in this book, so we will never create a cross-reference file.

You must tell the assembler the filenames to be used. You don't need to specify the extensions. The source file is assumed to have an extension of
.ASM, the object file (.OBJ), the listing file (.LST), and the cross-reference file (.CRF). When you tell the assembler to assemble NAMEX, it will look for NAMBX.ASM to use for the source-code file.
- The assembler assumes that the object- and source-code filenames will match (except for the extension). If you are assembling NAMEX.ASM, an object-code file named NAMEX.OBJ is produced unless you specify otherwise. If you don't want an object-code file, tell the assembler that the object code's filename is NUL or NUL.OBJ. Any file named NUL is nonexistent.

\section*{Running the Assembler}

To start the assembler and tell it which files to use you must first be sure that the disk with MASM is in drive A, unless you have a fixed disk. Your program will probably be on another disk that can go in drive B. We make B the default drive so that MASM will look for its input and place its output on B. We also set a search path, PATH A: \(\backslash ; B: \backslash\); so that the system will look on \(A\) and \(B\) to find commands and run files. That way we can use MASM on drive A and our programs on B without specifying drivenames.

The simplest way to start the assembler is to enter the command MASM for ASM if you want to use the small assembler). The assembler will then ask for the filenames it needs; it shows you the default extensions or filenames for each file as it asks. To use the default name for an output file, just press < Enter>. The default names for the listing and cross-reference files are NUL.LST and NUL.CRF, respectively. A NUL file does not exist, so neither of these files will be produced unless you specify another name for one or both of them. To specify another name for an output file, type the name. You will be wise, however, not to specify any extension; let the system supply the default extensions. To send the listing directly to the printer, give it a filename of LPT1: or PRN:

In Figure 4.1, we type the command MASM and the assembler responds with a two-line message. Then it asks for the source filename. We respond NAMEX, letting MASM add the default extension, .ASM. Next we are
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Figure 4.1 A Sample Assembly Session

```
asked for an object filename. The default, NAMEX.OBJ, is shown in brackets. Since we want the default, we just press <Bnter>. We also choose the defaults shown for the listing and cross-reference files. MASM assembles the program, creating the object file, and displays a final message showing the count of warnings and severe errors found.

\section*{A Quicker Way}

A quicker way to provide the necessary information is to type the filenames as part of the MASM command. Separate the names by commas. Don't use extensions. If you don't type a name, but still provide the separating comma that follows it, you will get an output file with the source-code name and default extension. Notice that for the listing and cross-reference file this is not the same as with the long form. There, if you omit a name, you get a NUL file. This command, for example, will assem ble NAMEX.ASM with object file NAMEX.OBJ, listing file NAMEX.LST and cross-reference file NAMBX.CRF:

\section*{MASM NAMEX , , .}

If you want to enter only one, two, or three filenames and let the rest be the long form defaults (NUL for listing and cross reference) put a semicolon after the last one you enter; then you don't need any more commas. If you forget the semicolon, the assembler will prompt you for any missing filenames. To assemble NAMEX.ASM producing (by default) object file NAMEX.OBJ and no listing or cross-reference, you can simply type:

\section*{MASMB:NAMEX;}

To assemble NAMEX.ASM with no object file or cross-reference file, but with a listing file called SAVB.LST, you can type:

\section*{MASM B : NAMEX, NUL, SAVE;}

To assemble NAMBX.ASM with object file NAMBX.OBJ and listing file NAMRX.LST but no cross-reference file, you can type:

MASM B: NAMEX. . ;

Note the difference between:

\section*{MASM B : NAMEX , .}
which creates object, listing, and cross-reference files called NAMEX.OBJ NAMEX.LST, and NAMEX.CRF, and:
```

MASM B:NAMEX;

```
which creates only the object file. Remember that a file named NUL.ext is not created and that a file named LPT1: or PRN: will be sent directly to the printer.

\section*{Assembler Errors}

As the assembler processes your program, it displays on the screen any syntax errors that it identifies. It displays the line where the error was found and a numeric error code. If you are using the Macro Assembler, an error message will also be displayed. If you are producing a listing, the error code and message will be included on the line following the error. If you are using the Small Assembler, only the numeric code will be displayed and listed, not the error message.

Appendix A of the MASM manual contains a complete list of error messages, error codes, and possible reasons for the errors. The reasons given are not always the real reasons for your errors, however. According to the manual the reason for a code 9 error, for example, is that "a symbol is used that has no definition." You may think you have provided a definition, but closer examination shows that you spelled a name differently in a data definition than when you used it in an operand. Or, an error in the data definition instruction itself may have caused the assembler to be unable to recognize the name when it is used later. Or, a typing error made the first character a semicolon, which caused the entire data definition to be interpreted as a comment. The error messages and reasons simply provide guidelines to the probable error causes. You must examine the actual program closely to track down all the problems.

Figure 4.2 shows a sample of errors displayed when an early version of NAMBX was assembled. Both errors shown had the same type of cause: INBUF and INCOUNT were not recognized because as operands, they were not spelled the same, as they were when the fields were defined. The
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\section*{Figure 4.2 An Assembly with Errors}
sample was printed by turning on the simultaneous print option |Ctrl-P and Ctrl-PrtSc both turn on simultaneous print). For the first few assemblies of a program, when many error messages may appear, you will find it helpful to print the error messages in this way.

Use your text editor or word processing program to find and correct errors; then run the assembler again. Repeat the process until all the Syntax errors are out of the program. Then, you will be ready to go to the next step, linking the program. If you didn't get an assembler listing, however, you should assemble the program once more to get a listing to use in debugging.

\section*{Review Questions}
1. What source code file will be assembled by this command:

\section*{MASM MYPROG;}

How many output files will be produced? What will the name(s) of the output file (s) be?
2. Write the single command needed to assemble a source file called NBWPROG.ASM, producing an object code file called NEWPROG.OBJ, a listing file called NBWPROG.LST, and no cross-reference file.
3. Write the single command needed to assemble a source file called XYZ.ASM, producing a listing on the printer but no other output.

\section*{Answers}
1. MYPROG.ASM; 1 output file; MYPROG.OBJ (object) 2. MASM NEWPROG,..: 3. MASM XYZ,NUL,PRN: or MASM XYZ,NUL,LPTI:

\section*{Computer Exercise}

Assemble NAMEX.ASM. When you assemble the program, produce an object file named NAMEX.OBJ and a printed listing. Save the listing; you will need it later in the chapter. Correct any errors; keep trying until you get no errors.

\section*{Linking a Program}

As you know, the linker creates an executable file, called a run file, from one or more object modules. The object modules may have been produced by an assembler, a compiler, or both. The linker can be used to combine assembled subroutines with compiled object modules. When you buy a compiler, you often also receive an object-module library with routines produced either by the compiler or by an assembler. After you compile a program, use the linker to combine these library routines with your compiled object module. Even a one-module program, however, like NAMEX, must be linked, since the linker puts information needed to load and run the program into the run file.

\section*{The Simplest Link}

To link your program, you must have available both LINK.COM and the object module produced by MASM. The simplest way to start the linker is by typing LINK. LINK will prompt you for four file names. The files are:
- the input object-code file, with the default extension .OBJ. Several object files may be named and combined into one run file, but programs in this book contain only one object module.
- the output run file, with extension EXE. If you specify another extension, the linker ignores it and uses .EXB as the extension. The default run-filename is the object-code file's name. The run file is your program, ready to run.
- the output list (or map) file, with default extension MAP. The list file can be sent directly to a printer by using the name LPT1: or PRN:. If you don't specify a list file, none is created. The linker list file shows offsets of the segments within the run file. This can be useful for debugging programs that contain several object modules.
- one or more input library files, with extension .LIB. If no library file is specified, none will be used. Library files are used with programs written in compiler languages. They are supplied with the compiler and contain routines used by the compiled programs. No libraries are needed with MASM programs.

Figure 4.3 shows a sample link session, linking NAMEX by this method and producing a run file but no listing.

\section*{A Faster Link}

The necessary filenames can be included on the LINK command line. Commas and semicolons serve the same function as in the MASM command line. If a comma but no name is included for the list file, a list file will be produced with the same name as the object module and extension MAP. The command:

\section*{LI NK NAMEX:}
has the same effect as the longer version shown in Figure 4.3. It uses NAMBX.OBJ for input and produces NAMEX.EXB as output. No library files are used and no listing is produced. The command:

\section*{LINK NAMEX, MUL, LPT1: ;}

\section*{also uses NAMBX.OBJ for input and no libraries. It does not produce a run} file, but it does print a map.

You will seldom see any errors in a simple link except from mistyped file names. Linker error messages and their meanings can be found in the MESSAGRS section of the DOS manual.
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\section*{Review Questions}
1. What output files will be generated by this command?

LINK NEWPROG;
2. Write a single command to link an object file called SUMMER.OBJ, creating a run file called SUMMER.EXE and a listing on the printer. No libraries are necessary.

\section*{Answers}
1. A run file named NEWPROG.EXE 2. LINK SUMMER, LPT1:;

\section*{Running the Program}

Once the program is linked, you can run it by simply typing the filename as though it were a DOS command. Don't include the extension. To run NAMEX.EXB, just type:

NAMEX

\section*{Computer Exercise}

Link the NAMEX.OBJ module you created in the preceding exercise and create a printed listing. Compare the map in the listing with the final page of the assembler listing. Observe that with a simple one-module program the linker listing does not really provide any new information.

Run the resulting program. If the program doesn't run correctly, go back over the source code and make sure there are no typing errors.

\section*{Running Under DEBUG}

Often the first execution of a program doesn't provide any clues to what went wrong. It's quite common for the cursor to disappear and nothing else to happen. The only way out is to reboot the system. In such circum. stances, as well as many other times, you will find it very helpful to run your program using the DBBUG utility provided with DOS.

You can find a description of DEBUG in the DOS manual. It is well worth your time to learn this or a similar utility and to explore a few assembler programs. Teaching you DBBUG is outside the scope of this book, but we will run through a sample session illustrating some commonly used commands and pointing out some items of interest: Keep your assembly listing of NAMBX at hand for reference.

To run NAMBX under DEBUG, enter the command:

\section*{DBBUG NAMBX.BXB.}

Notice that you do need the file extension. DEBUG will load and will load NAMEX.EXB also. Then it will prompt you for a command. The DEBUG prompt is a dash ( -1 ).
Unassembly The U command "unassembles" object code, translating it back into assembly language instructions. Rach \(\mathbf{U}\) unassembles about 15 instructions, displaying the address, object code, and assembler-language code for each instruction on the screen. When a program is first loaded, U will unassemble the first 15 instructions in the code segment. A second \(U\) will unassemble the next 15 , and so on. If you don't want to start at the beginning and go on consecutively, you can name an instruction where unassembly should begin; just specify the offset. You must know the offset, however. You can't just give a number in the likely range. Disassembly must start at the beginning of an instruction, not somewhere in the middle of one. Our assembly listing tells us that the GETNAMB procedure starts at 001B. U OO1E would disassemble the first 15 instructions from GETNAMB; another \(U\) (without an offset) would take up at the 16th instruction of GETNAME.

Figure 4.4 shows the CRT display for two U commands starting at the beginning of NAMBX's code segment. The far left of each line shows the segment number and offset for each instruction. If you DBBUG NAMEX, your segment numbers will probably be different, but the offsets should be the same.

Let's compare these first 30 instructions with the assembly listing. Notice that none of the pseudo-ops are included in the unassembly. Remember that these are not part of the object code. All the numbers in the DEBUG display are hexadecimal, shown with two digits for a one-byte field and four for a one-word field. All the variable names have been replaced by offsets, of course, since DEBUG would not find names in the object code. When DRBUG displays an address operand it ai ways encloses it in brackets to distinguish it from an immediate data operand. You see several of these in Figure 4.4 and you will see more examples in other displays in this sample session. Look at offset 001D in Figure 4.4. There is
\(-4\)

an instruction (RBTF) that was not in NAMEX: NAMEX has RET. The instruction was assembled as a far return, so DEBUG unassembles it as RETP. You will see other examples where the output from DEBUG is slightly different from the input to MASM. If you have your assembly listing, this won't matter. The main reason for using \(U\) is to find the offsets of instructions so you can use them with other commands. When you can identify these offsets from the assembly listing, you don't need to unassemble the code.

Go Let's execute the part of the program that sets up the return address and segment registers so that we can see where our segments will begin. The G command, used with a specified offset, executes the program up to (but not including) the instruction at that offset. Specifying an offset where execution should stop is called setting a breakpoint. Again, you must specify an offset that is the beginning of an instruction. Both the assembly listing and Figure 4.4 tell us that the location we are interested in is offset 000 C , so we enter G 000 C . Figure 4.5 shows the result.

When you enter a \(G\) command, the program runs from its current instruction to the specified breakpoint. In this example, it starts at the
beginning and goes to \(000 C\). Then, DEBUG displays the current contents of the registers, including IP, and the current status of the flags. It then shows the address, ohject conde, and unassembled code for the wete ien rum
 right

Look at the display in Figure 4.5. We can see the segment numbers in
 The value of \(A X\) is OAB
instruction at 0005. SP tells us that the wi:e.
 the other registers yet, so their values are meaningless to us. The two-letter codes following IP indicate the status of OF, DF, IF, SF, ZF, AF, PF, and CF in that order. You can find the meanings of the codes in the DOS manual's DRBUG chapter under the Register command; we're not going to use the lags in this sample session.

Display Before we continue executing NAMBX, let's look at the stack and data segments. You know that we start using the stack at the bottom, or end, and the assembly listing tells us that the end is offset 0200 of the segment. Let's look at the last 32 bytes, starting at 0180 . The command D with an address, displays eight rows of 16 bytes each, with the beginning address for each row on the left and the ASCII translation on the right Figure 4.6 shows the result of entering the command D SS:01E0 Remember that SP currently points to O1PC-that's the fourth byte from the right in the second row. We find two bytes, or one word, of zeros at that spot. Remember the zero pushed on the stack for the return address offset? Pollowing that, at the bottom of the stack, we find 9B and 0A; this should be the return address segment number pushed from DS at the beginning of the program. Remember that words are written with the low-order byte first, so the actual return address being saved is 0A9B:0000

Let's also look at the beginning of the data segment. Figure 4.7 shows the result of D DS:0000 and then another D without an address. The unaddressed D takes up where the last display left off: in this case, at DS:0080. The data segment does not contain much of interest at this point; well look back at it a little later in the program
```
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Fipure 4.6 Displaying the Stack
\(\therefore\) T \(\quad\) : egister Command, R, serves several whose When R 1 alone, it imply repeats the display of current iegisters, flags, and a instruction. The beginning of Figure 4.8 shows the result using R in siis way. Later, you will see \(R\) used to change a register's contents.

After recreating the current display, use \(G\) to continue to 0064 , the instruction that returns from PROMPTER. Notice the name prompt dis played as PROMPTER is executed. Next, execute just one instruction, RET. To do this, use the Trace command.

Trace The Trace command, \(T\), executes the current instruction and then presents the current information and next instruction display. You can use \(\mathbf{T}\) to execute a series of instructions; just include the number, as in T 3 or T 5. The end of Figure 4.8 shows the result of executing the single instruction RET with T. Executing RET returns the program to the main driver, where it is now waitin. . arry out the next CALL.

WARNING: DO NOT t . : IO EXECUTE AN INT. A trace com mand will take you into the interrupt routine itself. Not only will you have no guide to what is happening, but the routine itself will often fail and go into an endless loop. VO routines involve exact timing. The delays caused
-D DS 10808
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline 6assidect &  & 0 D 5 & 4811 & 542 & 26 49-53 & 20 & 59 & 4F & 35 & 32 & 20.45 & is yous N \\
\hline cassiatil & 4240 & 4045 & 35.8 & 24 & 90 90-48 & 43 & 4 C & 4 C & 452 & 2 C & 2828 & APET \%..HELLO, \\
\hline cesesiesze & 24 & 2920 & 2038 & 292 & 20 20-24 & 20 & 20 & 24 & 282 & 20 & 2824 & \\
\hline cresicas & 202 & 2820 & 2424 & 28 & 20 20-20 & 20 & 24 & 20 & 202 & 20 & 2020 & \\
\hline cuesicem & 2820 & 2020 & 2420 & 202 & 20 20-20 & 20 & 20 & 20 & 24 & 20 & 2080 & \\
\hline consiatse & 20 & 24 & 2420 & 232 & 20 20-20 & 21 & 20 & 20 & 21 & 28 & 2020 & \\
\hline cmesitect & 202 & 2920 & 2420 & 202 & 20 24-20 & 20 & 20 & 20 & 20 & & 2020 & \\
\hline Mesisim & 212 & 2024 & 2120 & 262 & 24 26-20 & 20 & 20 & 20 & 20 & 21 & 2824 & \\
\hline - & & & & & & & & & & & - & \\
\hline 0693i0900 & 2020 & 2020 & 2880 & 212 & 20 20-24 & 20 & 21 & 24 & 20 & 20 & 2020 & \\
\hline 015icas & 202 & 24 & 2020 & 202 & \(20^{24-20}\) & 28 & 20 & 20 & 20 & 20 & 208 & \\
\hline Masiomin & 2020 & 2020 & 2024 & 24 & 24 20-2t & & & 28 & & & 2020 & \\
\hline messideme & 20 & 2020 & 2420 & 20 & \(20^{\text {20-2i }}\) & 24 & 20 & 20 & 20 & 28 & 2020 & \\
\hline mesiater & 208 & 2020 & 2020 & 212 & 20 20-20 & 20 & 2 & 20 & 24 & 20 & 2020 & \\
\hline camsiotel & 2020 & & 2020 & 20 & 20 20-20 & 20 & 20 & 20 & 20 & & 28 & \\
\hline CuFisime & 202 & 2420 & 2429 & 202 & 7t \(20-2 t\) & 20 & 2 & 20 & 24 & 21 & 2820 & \\
\hline  & & 2020 & 2020 & 202 & 2t 2t-2t & 20 & 20 & 24 & 29 & 20 & 288 & \\
\hline
\end{tabular}
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by stepping through with T can cause such routines to fail. When the next instruction is INT, always choose a breakpoint address and use a G command to go there.

Continuing with the Program At this point, use \(\mathbf{G} 0015\) to allow the program to execute the GBTNAMB and MOVENAME procedures without stopping. Notice the input (DONNA N. TABLER) in the beginning of Pigure 4.9 as the program reaches the place where the keyboard input routine is executed. Next, as in the figure, display the beginning of the data segment again; this time, you can see the output message moved into place. Then, another \(\mathbf{R}\) and \(T\) take us to the point where the printloop begins. Here, try making a change: use the register command to make a change in the count register so that the loop will repeat seven times instead of five. The sequence of events is shown in Figure 4.10.
\(-0819\)
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hello. donan n. tagler
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hello, DOHA N. TABLER
hello, DONA N. TAELER
Progma lermiasted normally
\(-0\)

\section*{Figure 4.10 Changing a Register}

First, we enter R CX. DEBUG displays the current contents of CX and gives us a special prompt, a colon (:). After the prompt, enter the new value. You can't change just AH or AL with this command; the new value must be a whole 16-bit value. Next, as shown in Figure 4.10, use \(R\) again to check that the change has been made. Finally, use G with no breakpoint address; this let the program continue until it ends. You can see that the message is displayed seven times, not five. After the program ends, we get out of DEBUG by using \(Q\) for Quit.

\section*{Computer Exercise}

Run NAMBX under DBBUG. First duplicate the session just discussed. Notice that while offsets are the same in your session, the numbers in the segment registers may be different because your program is probably
loaded at different addresses. Explore some more with DEBUG. Try changing the contents of some data fields. For example, change INBUF to 20 and see what happens when you enter more than 19 characters.

\section*{Key Points From Chapter 4}

In this chapter you have learned to assemble, link, and run a MASM program. Key points covered in this chapter include:
- The simplest way to assemble a MASM program is to type:

\section*{MASM}
and let the assembler prompt you for the names of the source-code, object-code, listing, and cross-reference files. The extensions for these names should default to ASM, OBJ, LST, and CRF, respectively.
- The quickest way to assemble a MASM program is to type the desired filenames on the MASM command line. To assemble a program from source code file PROG.ASM type:

\section*{MASM PROG}
- which will produce an object file PROG.OBJ, but no listing or cross reference. Or else, type:

MASM PROG. , LPT1: ;
to produce both the object file and a printed listing.
The easiest way to link a MASM program is to type:

\section*{LINK}
and let the linker prompt you for the desired filenames.
- The quickest way to link an object program called PROG.OBJ is to type:

L INK' PROG ;
which will produce a run file name PROG.EXE and no listing.
- To run a program, type the run file name without the extension. To run PROG.EXE, type:

PROG
- Use DEBUG to trace your program's execution and find out what is happening during a run.

\section*{Chapter Review Questions}
1. What command would you use to assemble NEWPROG with an object file but no listing or cross-reference file?
2. What command would you use to link NEWPROG without producing a list file?
3. What command would you use to assemble SAMPLER with a printed listing, but no object file?
4. You have assembled and linked NEWPROG, producing a run file named NEWPROG.EXE. What command would you use to run NEWPROG?

\section*{Answers}
1. MASM NEWPROG; 2. LINK NEWPROG; 3. MASM SAMPLER,,LPT1:; 4.NBWPROG

\section*{Computer Exercise}

Assemble, link, and run PHONBR, the program you wrote at the end of Chapter 3. Run PHONER under DEBUG, looking at the changes in the stack and data areas as the program runs. Try some changes, such as repeating the main part of the program five times instead of three. Explore. Bnjoy. You can't hurt the computer; at worst, you may have to turn it off and restart it.

\section*{5 Defining and Using Macros}

Now that you know something about writing, assembling, and running a MASM program, you are ready to learn to use macros in your programs. You will find several advantages to using macros: you can write programs faster, you can be sure that similar situations are handled uniformly, and you can reduce both assembler and run time errors. In this chapter you will leam to define macros and their parameters, to call macros, to pass values to them, and to build a macro library to use in your programs. Some of the most useful macros handle /O interrupts. So far you have learned only two interrupt functions; in this chapter you will learn several that will serve as examples of macros.

\section*{Defining Macros}

Most MASM programs include many repeated sequences of instructions. Bvery time a message is displayed on the screen, for example, the address of the message must be moved to DX, AH must be set to function 9, and
then interrupt 21 H must be called. A program that interacts with a user repeats these instructions many times. We can code this function in a general way like this:

\section*{LEADX, MESSAGE}

\section*{MOV AH, 9}

INT 21H
To make this general series of instructions into a macro, we must begin and end the definition with special pseudo-ops.

\section*{Beginning and Ending the Macro Definition}

Every macro definition begins with a MACRO pseudo-op. The format is:
name MACRO [dummy | ist]
Name is required. The macro name is used to call the macro in the rest of the program. Well name our sample macro DISPLAY.

Dummylist is a list of the macro's parameters (separated by commas). The list is optional; not all macros have parameters. You will see examples of macros with and without parameters in this chapter. The parameters from the dummylist are used within the macro definition; they are called dummy parameters. When the macro is called, the dummy parameters are replaced by names or values specified by the calling instruction.

DISPLAY needs one dummy parameter, MESSAGE, to identify the beginning offset of the message being displayed. The MACRO pseudo-op for DISPLAY, then, will be:

\section*{DI SPLAY MACRO MESSAGE}

The macro body contains the series of instructions that will be copied into the program (with appropriate replacement values) when the macro is called. We have already defined three instructions (LBA, MOV, and INT 21 H ) that will be the body of the macro DISPLAY.

Each macro definition must end with an ENDM pseudo-op. This pseudo-op cannot have a name or operand. It's just the operation code, BNDM. The definition of DISPLAY, then, could look like this:
\begin{tabular}{ll} 
MACRO & MESSAGE \\
LEA & DX, MESSAGE \\
MOV & AH, 9 \\
INT & \(21 H\) \\
ENDM &
\end{tabular}

Later in this chapter, we'll discuss how macros are called and used Now, though, let's review what you have learned by coding another simple macro definition, this one without parameters.

\section*{Clearing the Screen}

A program that uses screen displays often needs to clear the screen. In BASIC, you do this with the CLS command; in MASM, you must use a function of interrupt 10 H . This is a BIOS interrupt that has 15 different functions, all of them concerned with video VO. We will discuss several of these functions in this book. You will find the information needed to use all of them in Chapter 12 along with a discussion of some other useful BIOS interrupts.

We will use function 6, upward scroll, to clear the screen. (We could just as well use function 7, downward scroll.| The scrolling action takes place within a window. The window's upper left and lower right positions must be defined before the function is called. The number of lines to be scrolled must also be defined. If \(n\) lines are scrolled, the top \(n\) lines of the window disappear. The remaining lines in the window move up \(n\) lines, and n blank lines appear at the bottom of the window. Usually, the scrolling action takes place too rapidly for your eyes to follow; the new
- screen just appears. To scroll the entire window, scroll 0 lines. To clear the entire screen, define a window that starts at row 0 , column 0 and ends at row 24 , column 79 and scroll the entire window.

You must also specify an attribute value for the blank lines scrolled in. Bach character on the screen has an attribute. The attribute assigned for the line will be attached to any character later written on that line.

Attribute values for black and white display are:
7 - white on black, normal intensity (normal display)
112 - black on white, normal intensity (reverse video)
0 - black on black, normal intensity (no display)
119 - white on white, normal intensity (no display)
Add 8 to any value to produce high intensity. Add 128 to produce blinking characters. An attribute of 248, then, will produce high-intensity reverse video with blinking characters. When clearing the screen, you usually assign blank lines an attribute value of 7. (See the IBM Technical Reference Manual for color-display attribute values.)

The registers used for this function, and their appropriate settings when clearing the screen, are:

AH - function number - 6
AL - number of lines - 0
CH - upper left row - 0
CL - upper left column - 0
DH - lower right row - 24
DL - lower right column - 79
BH - attribute value - 7
Let's name the macro CLS, since we are duplicating the CLS command from BASIC. The macro definition will be:

CLS
\begin{tabular}{ll} 
MACRO & \\
MOV & AH, 6 \\
MOV & AL,0 \\
MOV & \(C H, 0\) \\
MOV & \(C L, 0\) \\
MOV & \(D H, 24\) \\
MOV & \(\mathrm{DL}, 79\) \\
MOV & BH,7 \\
INT & \(10 H\) \\
ENOM &
\end{tabular}

This macro uses no dummy parameters; all the parameters are fixed.

\section*{The MOVE Hacro}
```

MOVE MACRO TO,FROY,CHAR
LEA SI,FRO
LEA DI.TO
REP MOUSS
ENOH

```

Figure 5.1 The MOVE Macro

\section*{One More Sample}

Figure 5.1 shows a definition for a macro named MOVB that handles string moves. It has three dummy parameters: the locations between which data is to be moved and the number of characters to be moved. To be consistent with the general pattern of MASM instructions, we have coded the parameters using the destination as the first parameter and the source as the second. The number of characters is the third parameter.

\section*{Review Questions}
1. For each of these statements, specify whether it is true of the MACRO pseudo-op, the ENDM pseudo-op, both, or neither.
A. Required in every macro definition
B. Requires a name
C. Name is optional
D. Name is not permitted
E. Requires parameter list in operand field
F. Parameter list is optional
G. No parameter list is permitted
2. Function 2 of Interrupt 10 H sets the cursor position. DH must contain the row, and DL the column, for the position. BH must contain the number of the page for which the cursor position is set. We will always use the first page, page 0 , in this book. Look at this definition of a macro intended to duplicate BASICs LOCATB function:
\begin{tabular}{lll} 
LOCATE & MACRO & ROW,COL \\
\(\cdot\) & MOV & AH, 2 \\
& MOV & DH,ROW \\
& MOV & DL,COL \\
& MOV & BH,0 \\
& INT & \(10 H\)
\end{tabular}
A. What is the name of this macro?
B. How many lines are in the body of the macro?
C. How many dummy parameters are used in this macro?
D. What are the dummy parameters?
E. What is missing from this macro definition?
3. Function 1 of interrupt \(\mathbf{1 0 H}\) can be used to turn the cursor on by setting both CH and CL to 7 , or to turn it off by setting CH to 39 and CL to 7. (These values assume that you have a Color Graphics Adaptor. For the Monochrome Adaptor, use 31 as the value in CH and CL to turn the cursor on; use 63 and 31 , respectively, to turn it off.)
A. Code a definition for macro CURSORON to turn the cursor on.
B. Code a definition for macro CURSOROFF to turn the cursor off.

\section*{Answers}
1. A. Both B. MACRO C. Neither D. ENDM E. Neither F. MACRO G. ENDM 2. A. LOCATE B. 5C. 2 D. ROW and COL E. There should be an ENDM pseudo-op at the end of the macro definition.
3. A. CURSORON MACRO

MOV AH, 1
MOV CH,7
MOV CL, 7
INT 10 H
ENDM
B. CURSOROFP MACRO

MOV AH. 1
MOV CH,39
MOV CL, 7
INT 10H
ENDM

\section*{Using Macros}

Defining a macro is like providing a new operation code for MASM. To call (use) the macro, code its name as the opcode of an instruction. In the operand field, code a list of actual parameters corresponding to MACRO's list of dummy parameters.

To use DISPLAY to display NAMBPROMPT, MESSAGE must be replaced by NAMEPROMPT. To display BRROR_MESSAGB, MBSSAGE must be replaced by ERROR_MRSSAGB. To display ENDMBSS, MESSAGE must be replaced by ENDMBSS. To display these three messages, one after another, you could code this series of instructions:

DI SPLAY NAMEPROMPT
D ISPLAY ERROR_MESSAGE
DISPLAY ENDME \(\overline{S S}\)

The CLS macro has no parameters; calling it is simply a matter of coding CLS as an operation code. The MOVE macro, on the other hand, requires three actual parameters in every call. You could call it with:

\section*{MOVE OUTMESSAGE, I INMESSAGE, 20}
or:
MOVE PRINTMESS, ERRMESS, COUNT

\section*{Expanding the Macro}

Remember that the MASM assembler makes two passes through the program. One of its jobs on the first pass is to expand each macro call. Expanding a macro means copying each line of the macro body into the source program and replacing dummy parameters by actual parameters. Replacement values are assigned on the basis of position. That means that the dummy parameter list in the MACRO instruction is compared to the
actual parameter list in the operand field of the macro call. The first actual parameter replaces the first dummy parameter and so on. On the second pass, the macro expansion is translated into machine code.

When a program that uses DISPLAY is assembled, each DISPLAY instruction is replaced by the macro body with appropriate substitutions for parameters. DISPLAY NAMEPROMPT, for example, is replaced by:
LEA \begin{tabular}{l} 
DX, NAMEPROMPT \\
MOV \\
INT, 9 \\
INT \\
\(21 H\)
\end{tabular},\(l\)

These three instructions are translated into object code by the assembler; DISPLAY NAMEPROMPT is not translated. If you unassemble your program under DEBUG, you never see a DISPLAY instruction. Instead, you see a series of three instructions:
```

LEA DX,I....]
MOV AH,09
INT 21

```
wherever you coded DISPLAY in your program.

\section*{Looking at Macro Expansions}

Figure 5.2 shows part of an assembler listing that includes several calls to the MOVE macro. Notice the segment offsets that are printed on the left for each assembled instruction. Look at the procedure named MESSAGES, starting at offset 0010 H in the code segment. The MOVE macro is first called to move 20 characters from INPUT_MESSAGE to OUTPUT__MESSAGE. (Notice that no offset or object code is generated for the MOVB instruction; the instruction is not part of the object code.) The next four lines contain the actual source code translated by the assembler. The " + " between the object code and the source code indicates that the line is generated by a macro call.

Compare those lines (offsets 0010 H through 001 BH ) with those generated by the second call to MOVB (offsets 001DH through 0028H). Notice that all the source and count parameters have been replaced by different names or immediate values.
\begin{tabular}{|c|c|c|c|c|c|}
\hline  & \multicolumn{4}{|r|}{MESSAGES PROC} & \\
\hline & & & & HWE & OUTPUT_MESSAGE, INPUT_MESSABE, 30 \\
\hline 0018 & 89 36IE & & - & HOS & C, 30 \\
\hline 013 & 80836 & \(R\) & * & LEA & 51, infut_ressage \\
\hline 1417 & \(5035 \sim 40\) & \% & - & LEA & D1,OUTPUT_MESSACE \\
\hline 4018 & F3) \(\mathbf{A}\) & & - & REP Mow & \\
\hline & & & & HOUE & OUTPUT-MESSAGE, ERROR_TE SSABE, IJ \\
\hline 0410 & 89 enef & & - & mow & CX, 15 \\
\hline 012 & \(00^{36} 36400\) & R & - & LEA & S1, Eneoterssege \\
\hline 9134 & 80 3E 4te & R & + & LEA &  \\
\hline 0624 & F3/ A4 & & - & mesp mo & \\
\hline & & & & may & OUTPUT MESHACE, JMPUT_MESSAGE, COUNT \\
\hline & 80 OE cace & , & - & & OX,CONT \\
\hline 018 & \$0 364040 & R & - & LEA & 81. INMT-ME Ssaek \\
\hline 4032 & ©0 3E 4060 & ? & - & LEA & DI, OUTHUT_MESSAGE \\
\hline 0836 & F3/ A4 & & - & RES MO & \\
\hline \multicolumn{6}{|l|}{Figure 5.2 Macro Expansions} \\
\hline \multirow[b]{2}{*}{4038} & \multicolumn{2}{|l|}{} & - & MOVE & OUTPUT.MEBYAEE, ETHOR MESEABE \\
\hline & 09 atis & & - & Mow & \\
\hline 1038 & 00364080 & - & - & LEA & 81,EnRCR MESSAEE \\
\hline  & 80350006 & * & - 1 & LEA & 01, OUT Put_Messaek \\
\hline \multirow[t]{2}{*}{0143} & \multirow[t]{2}{*}{F3/ A4} & & \multirow[t]{2}{*}{-} & \multicolumn{2}{|l|}{REP HOUSE} \\
\hline & & & & HOVE & OUTPUT_MESEAGE, ,COUNT \\
\hline 4845 & 69 JE ate & * & - & NOV & CX,COWNT \\
\hline 0349 & 20.66 & & - LE & LEA & 81. \\
\hline Er \({ }^{\text {r }}\) &  & Stand & imediate & code & \\
\hline 0840 & 00 3E 000 & * & - & LEA & D1, OUTMUTAESSACE \\
\hline 0151 & F3/ 44 & & - & REP MO & \\
\hline
\end{tabular}

\section*{Figure 5.3 Missing Parameters}

Look at the third call to MOVE (following offset 0028H). This time the "number of characters" parameter names a data field instead of an immediate value. When the parameter is used (offset 002AH), it still produces a legitimate instruction since MOV can move data from an address to a register as well as from an immediate value.

\section*{Omitting Parameters}

What happens if you leave out an actual parameter in the call? Figure 5.3 shows two expansions of the MOVE macro. In the first one, the third parameter has been omitted. In the second, following offset 0043 H , the source-field parameter has been skipped. In both cases, the appropriate dummy parameter has been replaced by a nul \((00)\) immediate value. The instruction generated at offset 0038 H is a valid instruction, since MOV can use an immediate value in the second operand. But, it will cause invalid results and possibly an endless loop at execution time. The instruction generated at offset 0049 H causes an assembler error, since you can't use an immediate value with LRA.

\section*{Review Questions}
1. Which statements are true?
A. To call a macro, code the macro name as an operation code.
B. Actual parameters are those in the body of the macro definition.
C. All macro calls require a parameter list.
D. If an actual parameter is omitted in a macro call, a null value will be supplied in the macro expansion.
2. Using macros defined in this chapter and the preceding set of questions, code instructions to:
A. Turn the cursor on.
B. Turn the cursor off.
C. Move the cursor to position 0,0
D. Move the cursor to the lower left corner of the screen (row 24, column 79).

\section*{Answers}
1. A and D are true. Here's what's wrong with the others: B. Actual parameters are those found in the macro call. D. A parameter list is required in a macro call only if the macro definition includes parameters. 2. A. CURSORON B. CURSOROFF C. LOCATE 0,0 D. LOCATE 24,79

\section*{Improving Macros}

Let's write a more flexible macro to display messages, one that can display a message a number of times. We'll call this new macro MULTDISP. Part of its definition could go like this:
\begin{tabular}{lll} 
MULTDISP & MACRO & MESSAGE,COUNT \\
& MOV & CX,COUNT \\
REPEAT: & & \\
& LEA & DX, MESSAGE \\
& MOV & AH,9 \\
& INT & \(21 H\) \\
& LOOP & REPEAT \\
& ENDM &
\end{tabular}

If MULTDISP is called first using OUTMESS and 5 as replacement values, the first expansion of the macro includes:
\begin{tabular}{lll} 
& MOV & CX, 5 \\
REPEAT : & & \\
& LEA & DX, OUTMESS \\
& MOV & AH,9 \\
& INT & \(21 H\) \\
& LOOP & REPEAT
\end{tabular}

A second expansion, using BRRMESS and 3 as replacement values, produce these lines:

REPEAT :
\begin{tabular}{ll} 
MOV & CX, 3 \\
& \\
LEA & OX, ERRMESS \\
MOV & AH,9 \\
INT & \(21 H\) \\
LOOP & REPEAT
\end{tabular}

The label REPEAT now occurs twice in the program. This causes an assembler error. Bach label in the code segment must be unique. How can you manage that and still be able to use labels within macros? By using the LOCAL pseudo-op.

\section*{The LOCAL Pseudo-op}

The LOCAL pseudo-op lists all the labels used within a macro. Bach time the macro is expanded, the assembler creates a unique symbol for each label listed and substitutes that symbol for the label used in the macro definition. The format of the pseudo-op is:

LOCAL dummy I ist
where dummylist is a list of labels separated by commas. LOCAL must be the first instruction after MACRO; not even comments can come between MACRO and LOCAL.

When we add LOCAL to MULTDISP, it looks like this:
\begin{tabular}{lll} 
MULTDISP & MACRO & MESSAGE, COUNT \\
& LOCAL & REPEAT \\
& MOU & CX, COUNT \\
REPEAT : & & \\
& LEA & DX, MESSAGE \\
& MOV & AH,9 \\
& LNT & \(21 H\) \\
& LOOP. & REPEAT \\
& ENDM & \\
& &
\end{tabular}

When the macro is expanded, the assembler replaces REPEAT by a unique symbol made up of two question marks [?]) followed by a four-digit hexadecimal number. If a program's macro expansions include several local labels, the first one used will be replaced by ?20000, the second by 770001, and so on. Supposi'! : : MULTDISP is the first macro expanded in a program (or at least the first one that includes a local label). The expansion includes these lines:
? 70000 :
LOOP ? ?0000

If MULTDISP is also the second expanded macro, the second expansion will include these lines:
? ? 0001 :
\[
\text { LOOP } \quad 1 ? 0001
\]

Caution: Don't try to use this capability to define data fields within a macro. Remember that data fields are expected to be in a data segment, while macros generally are used within a code segment. Data for macros is generally either passed by parameters or by placing values in registers. If a macro must use a data field that cannot be a parameter, define the field in the data segment of each program that calls the macro.

\section*{Nesting Macros}

Macros can be nested. This means that a macro definition can call another previously defined macro. We could have defined MULTDISP like this:

as long as the definition of DISPLAY occurred in the source code before MULTDISP.

\section*{Preserving Register Values}

You have learned that it is wise to preserve the original values of registers when using subroutines (except when a changed register value is specifically expected as a result of the subroutine). The same principle applies to the use of registers in macros. When you code a macro definition, you don't know what the situation will be when the macro is called. The MULTDISP macro, for example, could be called on as part of a routine that is using AX, CX, or DX for its own purposes. It's good practice, then, to preserve the original values of registers in a macro as well as in a subroutine. Our full MULTDISP macro should look like this:
\begin{tabular}{lll} 
MULTDISP & MACRO & MESSAGE, COUNT \\
& LOCAL & REPEAT \\
& PUSH & AX \\
& PUSH & CX \\
& PUSH & DX \\
REPEAT: & MOV & CX, COUNT \\
& & \\
& LEA & DX, MESSAGE \\
& INT & AH,9 \\
& LOOP & REPEAT \\
& POP & DX \\
& POP & CX \\
& POP & AX \\
& ENDM &
\end{tabular}


Similar PUSH and POP instructions should be added to the other sample macros from this chapter. Figure 5.4 shows complete definitions for all these macros.

\section*{Learning More About Macros}

You have learned enough to code many simple and useful macros. Four other pseudo-ops are used in macros: EXITM, IRP, IRPC, and RBPT, One of them, PURGB, deletes a macro definition when it is no longer needed in a program (to save program space). Additionally, there are four symbols
used for special purposes within macros ( \(\& \%,!\), ). As you become an experienced MASM programmer you may want to learn about these from the MASM manual so you can write more complex macros.

\section*{Review Questions}
1. Here is part of the definition of CMAC:
\begin{tabular}{lll} 
CMAC & \multicolumn{1}{l}{ MACRO } \\
ALABEL: & \(\cdots\) & \\
& LOOP & \\
& ALABEL \\
& &
\end{tabular}
A. Code an instruction that will ensure that no duplicate labels are generated by calling CMAC.
B. Where should the instruction go?
2. Revise the definitions of CURSORON and CURSOROFF to preserve register values.
3. Define a macro called CENTRR that will clear the screen and display a message at position 12,30 . The message will vary each time the macro is called. (Using already defined macros you should be able to code this macro in five lines.)

\section*{Answers}
1. A. LOCAL ALABEL
2. CURSORON MACRO
\begin{tabular}{ll} 
PUSH & AX \\
PUSH & \(C X\) \\
MOV & AH, 1 \\
MOV & \(C H, 7\) \\
MOV & \(C L, 7\) \\
INT & \(10 h\) \\
POP & \(C X\) \\
POP & \(A X\) \\
ENDM & \\
MACRO &
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline & PUSH & AX \\
\hline & PUSH & CX \\
\hline & MOV & AH, 1 \\
\hline & MOV & CH. 39 \\
\hline & MOV & CL, 7 \\
\hline & INT & 10 H \\
\hline & POP & CX \\
\hline & POP & AX \\
\hline & ENDM & \\
\hline 3. CENTER & & \\
\hline CENTER & MACRO CLS & MESSAGE \\
\hline & LOCATE & 12,30 \\
\hline & DISPLAY & MESSAGE \\
\hline & ENDM & \\
\hline
\end{tabular}

\section*{Placing the Definition}

A macro definition must precede the first use of the macro. Usually, we.put all the macro definitions at the beginning of the program, but this is not required as long as each definition comes before the first use of the macro.

You will probably want to use the same macro definitions in many programs. Macros such as CLS and MOVE, for example, may be useful in every program you write. You can use your editor or word processing program to create a file containing commonly used macro definitions; such a file is called a macro library. A macro library (or any other file) can be copied into a program by using the INCLUDB psuedo-op.

\section*{The INCLUDE Pseudo-Op}

The format of the INCLUDE pseudo-op is simply:

I NCLUDE filename

The filename should include any necessary drive or path designations as well as the full filename. Valid INCLUDE statements might be:
```

INCLUDE B:MYLIB.LIB
INCLUDE A:VIDMACOI.ASM
INCLUDE DEFINES.LIB

```

When the assembler encounters INCLUDB, it looks for the specified file and copies it into the program being assembled. The copied source code is assembled as if it were part of the original program. The assembler listing shows a "C" in column 30 of each line copied from an INCLUDE file.

INCLUDB can occur at any point in a program. You can use INCLUDE at the beginning to copy a file of macro definitions. You might INCLUDE a file with a list of data definitions within the data segment. You might build a library file with commonly used PROCs and INCLUDE it within a code segment. Bach INCLUDB causes the specified file to be copied into the program at the place where the INCLUDE occurs; then, the copied lines are treated as part of the original source code. The only restriction is that the INCLUDE file cannot itself contain an INCLUDB pseudo-op.

\section*{Multiple Macro Libraries}

You can use several macro libraries in the same program. You might build one library containing only macros involving video routines, another with string-handling macros, and a third with printer routines. You could then INCLUDE one, two, or all of these libraries in a program, depending on which sets of macros would be useful in that program. A program can have a combination of macro definitions from one or more libraries as well as macros coded directly in the source code.

What happens if you include two macro libraries that happen to contain macros with the same name? No error message is generated and the most recent definition is used to expand macro calls. Look at this sequence of instructions (numbers are provided for reference):
\begin{tabular}{|c|c|c|c|}
\hline 1 & AMAC & \begin{tabular}{l}
MACRO \\
ENDM
\end{tabular} & ;macrodefinition 1 \\
\hline 2 & & AMì̇ & \\
\hline 3 & & AMic & \\
\hline 4 & AMAC & Micro & \\
\hline & & ENDM & ; macrodefinition 2 \\
\hline 5 & & Aivic & \\
\hline
\end{tabular}

The first two calls to AMAC (2 and 3) use the first macro definition (1). Then, the new definition (4) replaces the original one, and the next call (5) is expanded according to the new definition.

```

MOVENRME ENDP
PRO
PROMPTER PROC
CLS
CURSORON
LOCATE IE,
DISPLAY NAMEPROMTT
RET
PROMPTER ENOP
;
PROG_CODE ENOS
END MAINLPROG

```

Figure 5.5 NANEX with Macros
It's not a good idea to use different definitions for the same macro; your program will be easier to read and follow if each macro has one and only one definition. If your program uses several macro libraries or includes both macro libraries and separately coded macro definitions, be sure that you don't unintentionally use the same macro name for two different definitions. On the other hand, if you have the same macro definition in two (or more) libraries, you don't need to worry about errors arising from the inclusion of both libraries in the same program.

\section*{Computer Exercise}

Enter the macro definitions from Figure 5.4 and the review questions as FIRSTLIB.LIB. Your library should include at least CLS, CURSORON, CURSOROFF, STARTER, LOCATB, DISPLAY, and MOVE. Then, enter NAME2.ASM, the program shown in Figure 5.5.

Now assemble NAMB2, printing the assembly listing. Notice the copied lines (marked by " C ") and the lines generated by the macro expansions (marked by " + "). Link and run NAMB2. You can use the macros from FIRSTLIB.LIB as the basis of your own macro library.

\section*{Macros and Subroutines}

Both macros and subroutines are used to reduce the number of lines coded by a programmer, thus reducing the possibility of errors. Even though a macro is coded only once, however, each of its lines is included in the program each time the macro is called. No program space is saved by using
a macro. Subroutine lines, on the other hand, are included in the program only once, no matter how many times the subroutine is called. A long or frequently called routine may be better coded as a subroutine than as a macro.

The use of parameters makes a macro much more flexible than a subroutine. If you are going to use the same general routine with different data items, you will probably want to code it as a macro.

In many cases, the choice of coding a routine as a macro or a subroutine depends on the programmer's preference. Most programmers seem to prefer to use macros for routines that are used in many programs or that will be used in only one program, but with different data items. In turn, they often prefer to use subroutines for those routines used within a single program and to which data can easily be passed through registers or data fields.

\section*{Key Points From Chapter 5}

E A macro definition must begin with a MACRO pseudo-op. The pseudo-op must include a name. The operand field may contain a list of dummy parameters, separated by commas.
- A macro definition must end with an ENDM pseudo-op. This pseudoop has no name or operands; it consists solely of the operation code ENDM.
- The macro body contains the instructions to be copied into the program at the points where the macro is called.
- If the macro body includes one or more labels, the second statement in the definition must be a LOCAL pseudo-op that lists (in the operand fieid) all such labels, separated by commas.
- To call a macro, code its name as an operation code. The operand field must contain a list of actual parameters corresponding to the dummy parameters in the definition's MACRO pseudo-op.
- On the first pass through the source code, the assembler expands any macros called. It replaces each calling instruction by the instructions copied from the appropriate macro body, with actual parameters replacing the dummy parameters in the body. Labels defined as local are also replaced by unique labels.
- A macro definition must precede the first use of the macro in the source program.
- A macro definition may include a call to a previously defined macro.
- A source-code library that contains macro definitions for any other source code) can be copied into a program during assembly by coding an INCLUDE pseudo-op which specifies the file to be copied.

\section*{Chapter Review Questions}
1. Match each pseudo-op with the description that best fits it. Not all descriptions are used.
A. MACRO
B. BNDM
C. LOCAL
D. INCLUDE
a. Causes assembler to generate unique labels
b. Causes macro expansion
c. Begins a macro definition
d. Ends a macro definition
e. Causes assembler to copy a source code file
2. Which statements are true?
A. Bvery macro definition must end with an ENDM pseudoop.
B. Every macro definition must include at least one dummy parameter.
C. The assembler matches actual parameters to dummy parameters by position in the parameter list.
D. The LOCAL pseudo-op tells the assembler that a macro definition is to be used in one program only.
3. Look at this macro definition:
\begin{tabular}{lll} 
SWAPBYTE & MACRO & ONE, TWO \\
& PUSH & AX \\
& MOV & AH, ONE \\
& MOV & AL. TWO \\
& MOV & ONE, AL \\
& MOV & TWO, AH \\
& POP & AX \\
& ENDM &
\end{tabular}
A. What is the name of this macro?
B. Code an instruction that will call on this macro to swap two one-byte fields named HIGH and LOW.

\section*{Answers}
1. A.c B.dC.a D.e;b is not used. 2. A and C. \(B\) is false because a macro may have any number of parameters, or no parameters. \(D\) is false because the LOCAL pseudo-op identifies labels within a macro that must be replaced by unique symbols when the macro is expanded. 3. A. SWAPBYTE B. SWAPBYTE HIGH,LOW or SWAPBYTE LOW,HIGH

\section*{Computer Exercise}

Revise the PHONER program so that it clears the screen, turns on the cursor, and begins prompting somewhere near the middle of the screen. End the program by displaying the message "GOODBYE" on the bottom line of the screen and turn off the cursor. Use macros from your library as much as possible. Assemble, link, and run your revised program. If you have problems, look at our version of the program which follows.

PROG_STACK SEGHENT STACK 'STACK',
DE
PROG_STACK ENDS 64 DUP ('STACK'
PROG_STACK SEGMENT STACK 'STACK',
DE 64 DUP ('STACK
PROG_STACK EVDS
PROG
Proc
PROG_DATA SEGTENT 'DATA
NRHEPROHPT DE GAH, DDH, 'WME, 2214
PHONEPROWFT DS OAH, ADH, PHONE NIMREA,, 24 H
QNOMESSAGE OS -GCOOEYE, 24H
PHONEPROHFT DO OAH, ADH,'PHONE
ENDHESSAGE
OS
OUTL INE DB
OUTLINE DB OAH.GDH
OUTPHONE DO 8 DUN(',
OUTSPACE D日. 3 DOUP(,'?
OUTNOWE DB.
\(\begin{array}{lll}\text { OUTLYTE } \\ \text { INEBE } & 31 \\ \text { DE } & 31\end{array}\)
\(\begin{array}{lll}\text { INBUF DE } & 31 \\ \text { INCOUNT OB } & \text { ? } \\ \text { INDATA } & \\ \text { DB } & \text { 3! DUP(., }\end{array}\)
PROG
PROG_CODE SEGMENT CCODE'
PROG-CODE SEGMENT
            ASSUME CSIPROR_CODE, OS I PROG_DATA,SEIPROQ_STACK,ESIPROR_DATA
            STARTER
            CURSORON
OCATE
            \begin{tabular}{cc} 
LOCATE \\
HON \\
CX, \\
\hline
\end{tabular}
MAINLOOP:
            \(\begin{array}{ll}\text { MON } & \text { CX. } 3 \\ \text { CALL } & \text { GETMAME } \\ \text { CAIL } & \text { GETPHMNE }\end{array}\)
            CALL GETNAME
CALL
GETPHONE
            OISP GETPHONE
            OISPLAY GETPLINE
OITLINE
            LONP MAINLOO
            \(\xrightarrow[\text { RETL }]{\text { REAL }}\)
                                    PRROMPT, INPUT. AND HOUE NAME
                                    ©PROHPT AND INPUT PHONE
                                    DDI SPLAY LINE
                                    ITMEN RETURA TO OPERATING SYSTEM
MAIN-PROG ENDP
FINAL
    PROC
    LOCATE 23.10
OISPLAY ENOTMESSAGE
        OISPLAY EN:
CURSOROFF
    CURSO
RET
ONDP
FINGL ENDP
BETNAME PROC
    PUSH BX
DISPLAY
    DISPLAY NKMEPROMPT
GETTOATA INBUF, 31
    GETDATA INBUFF, 3
MON
BH.ON
    HOW SL, INCOLNT
    MOVE OLINANE, INOATA, EX
MOU OUTMES
    \(\begin{array}{ll}\text { MOVE } & \text { OUTNANE, INOATA, BX } \\ \text { MON } & \text { OUTMWE EXX, } 24 H \\ \text { POP } & \text { EX }\end{array}\)
    POP EX
        ©PROTPT FOR NAME
        SDET NAME IN BUFFE
        ISET UP NANE COUNT
IMONE NMTE TO PRINT
    RET
betname
BETPMONE PRAC
    OISPLAY PHONEPROMPT
    OISPLAY PHONEPRO
    \(\begin{array}{ll}\text { GETOATA INBUF, } 9, \\ \text { MONE } \\ \text { OUTPHONE, INDATA, } A & \text { BET PHONE IN BUFFER } \\ \text { IMOVE PHONE TO PRINT }\end{array}\)
IPROMPT FOR PHONE
GETPHONE ENOP
PRO
PROQ CODE ENOS MAINLPROO
PROG_STACK SEGMENT STACK 'STACK
INBUF DB
INCOUNT DB
31 Duper '3
        BX
INREXT CHAR IS:
BET PHONE IN BUFFER
HOVE PHONE TO PRINT
:PROMPT, INPUT. AND HOUE NAME PRROMPT AND INPUT PHONE :DISPLAY LINE

ITHEN RETURA TO OPERATING SYSTEM
final 23.10
ENOMESSAEE
    MAINLPROO
            URSOROFF
FINAL ENDP
PUSH
-
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\title{
Coding Operands
}

You have used the three operand types [registers, addresses, and immediate data) in their simplest forms. This chapter shows you how to code address operands with displacements and modifying registers. You will also learn to replace constants, such as those used in immediate operands, with symbolic names, which are more legible and easier to change. Furthermore, you will learn to use special operators to designate and change a variable field's attributes.

So far you don't have very many instructions in which to use these operands; most of the examples in this chapter involve MOV. You'll expand your instruction set in the next few chapters. If you learn a wide range of possible operands now, you will be able to make full use of new instructions as you encounter them.

\section*{Address Operands}

Remember that an address operand specifies the location in which data will be found or placed during an operation. So far in this book, we have written address operands using the variable names (names of fields defined in the data segment, such as NAMBPROMPT) and variable names modified by the contents of a register (OUTNAME[BX]|. The assembler replaces source-code variables by their offsets. The contents of modifying registers are added to the offset at run time to calculate the effective address. In most cases, the BA is assumed to be an offset within the data segment. We will discuss exceptions to this rule later in this chapter.

\section*{Using Registers to Modify Addresses}

An address can be modified by a base register (BX or BP), an index register (SI or DI), or a combination of one base and one index register. These four combinations are legal:

\section*{NAMEPROMPT[BX][SI] \\ NAMEPROMPT[EX][DI] \\ NAMEPROMPT|BPIISI] \\ NAMEPROMPT[BPj[DI]}

There are several ways to specify a combination. The combination of BX and SI , for example, can be written as \([\mathrm{BX}][\mathrm{SI}]\), \([\mathrm{SI} \mid[\mathrm{BX}]\). \([\mathrm{SI}+\mathrm{BX}]\), or |BX + SII.

Why use registers to modify addresses? You saw one reason in NAMEX (NAMEX is printed in Figure 3.12): a situation in which we needed to move an end-of-text marker (\$) to an address that was unknown at the time we coded the program. The exact displacement of "\$" from the beginning of OUTNAME couldn't be known until a name was input during program execution.

Later in this book, you will see programs in which modified addresses are used within loops so that each repetition affects a different address. Here's an example, part of a routine to move spaces to a \(\mathbf{2 3 2}\)-character printline:
\begin{tabular}{lll} 
MOV \(C X, 132\) & \\
MOV BX, 0 \\
MOV PRINTLINE \([B X] . \cdots\) & \\
INC BX & \\
LOOP CLEARIT &
\end{tabular}

You haven't learned INC yet; don't worry about it now. It simply increases the value in BX by 1. You can see that each time the loop is repeated, a space is moved to the byte following the byte affected by the previous repetition. BX is often used to move through a data field in this way.

When would you use two registers in an operand? Most often in nested loops, such as in routines that are repeated for every occurrence of a twodimensional array.

How do you decide whether to use BX, BP, SI or DI to modify an address? Sometimes one of these registers already contains the required value. For example, you know that DI points to the destination of a string move (MOVSB). At the end of the move, DI holds the offset of the byte following the last one to which data was moved. If you need to address that next byte (to move "\$" into it, for example), it makes sense to use DI as the modifying register. If you are using SI, DI, and BP for other purposes, you will use BX in your address operand. Most of the time it's not so clearcut; the choice between BX, BP, SI, and DI is arbitrary.

An address operand can consist of a register (or two) in brackets, but without a variable name. The register(s) will previously have been loaded with an address, and that address will be the EA. These instructions,
\begin{tabular}{ll} 
LEA & \(B X\), ONECHAR \\
MOOV & \(A L,\{B X]\)
\end{tabular}
result in moving the contents of the byte at ONECHAR to AL. Notice the difference between this and:

\section*{\(\operatorname{mOV} A X, B X\)}
which copies the one-word contents of \(B X\) into \(A X\).

\section*{Displacements in Address Operands}

An address can also be modified by a specific displacement. You can code the address of the fourth byte following NAMEPROMPT, for example, as NAMEPROMPT +4. You can also put the displacement within brackets or combine it with a modifying register, like this:
```

NAMEPROMPT[4]
NAMEPROMPT[4][BX]
NAMEPROMPT {BX +4]
NAMEPROMPT + 4 [BX]

```

The last three of these examples are interchangeable; they all produce the same BA.

Various arithmetic operations can also be used in specifying a displacement, as in:

\section*{NAMEPROMPT 28 /71}

Generally, however, we recommend that you stick to the simplest possible methods of indicating displacements. We usually code address operands using the following format:
variable+displacement|basellindexl
You can't use a displacement alone as an address, even in brackets. An operand like 4 or \(|4|\) will be treated as immediate data rather than as an address. A displacement can, however, be combined with a modifying register. These three operands:
\(4|B X|\)
\(|8 \times 1| 4 \mid\)
\(|8 \times 144|\)
\(|B X+4|\)
are each treated as an address operand, resulting in an EA computed by adding 4 to the contents of BX .

\section*{Segment Overrides}

One more thing: in most cases an address operand is assumed to point to an offset in the data segment. There are exceptions, however. Here are the rules:
1. If a variable name is included, the segment is the one in which the variable is defined (that's usually the data or the extra segment).
2. If no variable name is included, and BP is one of the registers involved, the offset is assumed to be in the stack segment.
3. If no variable name is included, and BP is not one of the registers involved, the offset is assumed to be in the data segment.

Rules 2 and 3 can be overriden by specifying a segment within the operand. Look at Figure 6.1. Here we have defined variables in both the data and extra segments. In the code segment, operands such as [DI].
```

THE-DATA SEGMENT 'DATA
TEST I OE 1,2,3,4,5
TEST2 00 6,7,0,9,10
THE_OATA ENDS
THE_EXTRA SEGMENT 'XTRA'
TEST3 DO 11,12,13,14,15
TESTS DS 16,1,17,28,19,20
16,17,28,19,20
TME_EXTRA ENDS
Pigure 6.1 Defining Data in Two Segments

```

TEST1, TEST2[BP], [BX||SI], DS: \([B P \mid\), and DS:4[BP] are interpreted as offsets within the data segment, while operands such as TEST3 TEST4[BP], ES:[BX], and ES:4[BP]|SI| point to offsets within the extra segment. Operands such as [BPI, [BP||SI|, 4|BPI|SI| and SS: [BX] represent offsets within the stack segment.

What happens if you try to override a segment with a variable operand? The operand ES:TEST1 shows up in the object code generated by the assembler as an offset of 0 within the extra segment. But, the linker produces an error message indicating that the object code contains an impossible address. Don't try to override segment assignments of variables.

There's one more thing to watch about segment assignments. As you have learned, the destination of a string operation must be within the extra segment. You cannot use a segment override to change that assignment. That's why we usually put the same segment number in DS and ES; we want the same fields to occur at the same offsets within both segments.

\section*{A Matter of Terminology}

Addresses that consist simply of a data or variable name are called simple variable operands. Those that include modifiers in brackets are called indexed variable operands. An indexed variable using two registers is called a double indexed variable operand. If you are familiar with other microcomputer assembler languages, you have seen references to addressing modes such as "direct", "indirect", "indirect indexed", and so on. Such terms are not really very useful in MASM. All you really need to remember
is that an address can consist of combinations of these four elements:
1. Variable name
2. Displacement
3. Base register
4. Index register

The displacement can be specified in various complex forms, but the assembler always computes it and adds it to the offset specified by the variable name. The contents of the base and index registers are added into the effective address at run time.

\section*{Review Questions}

Refer to these definitions to answer the review questions:
\begin{tabular}{|c|c|c|}
\hline THE_dATA & SEGMENT 'DATA' & \\
\hline Empname & D8 & 30 DUP(' ' ) \\
\hline EMPADDR & DB & 50 DUP (' \({ }^{\prime}\) ) \\
\hline EMPPHONE & DB & 8 DUP(' \({ }^{\text {c }}\) \\
\hline THE_DATA & ENOS & \\
\hline
\end{tabular}

In questions 1-5, code each operand to meet the specifications in the simplest possible form.
1. An operand referring to the first byte of the employee address.
2. An operand referring to the last byte of the employee phone number.
3. An operand using the contents of a base register to modify the address from question 1 .
4. An operand using the contents of an index register to modify the address from question 2.
5. An operand using the contents of an index register to modify the address from question 3.
6. Some of these operands are incorrect. Which are incorrect and why?
A. ES:VARY
B. VARY[BX]|SI]
C. VARY[AX]
D. VARY[BX]|BP]
E. [BX]

\section*{Answers}
1. EMPADDR 2. EMPHONE +7 3. EMPADDR|BXI or EMPADDR|BP| 4. EMPHONE + 7|SI| or EMPHONE + 7|DI] 5. EMPADDR[BX]|SI] or EMPADDR[BX]|DI] or EMPADDR[BP||SI| or BMPADDR|BP||DI|

You could have rearranged the parts involved in these answers in many ways; the answer to question 4, for example, could be EMPHONE[SI +7]. Throughout the book, however, we will code operands in the preferred format:
variable+displacement|basellindex]
6. A. Don't override a segment with a variable operand. C. AX cannot be used as a modifying register. D. You can't use two base registers in an operand. B and B are correct.

\section*{Symbolic Names for Constants}

A variable has a value that may change during the course of the program's execution. A constant has a value known at the time the program is assembled; it does not change when the program is executed. Constants are used in many ways in MASM source code. In each of these instructions, for example, 4 is a constant:
```

mOV AL,4
MOV AL,OUTNAME+4
mOV AX,4[BX]

```

Immediate data operands are always constants. This instruction:
```

MOV OUTMESS+32,24H

```
moves an immediate data value to an address in storage. In this instruction \(\mathbf{2 4 H}\) is a constant. It is coded directly in the source code and never changes and is included in the object code instruction created by the assembler.

When the program is assembled, the assembler handles these instructions as in the original program:
\begin{tabular}{|c|c|c|}
\hline NAMEPROMPT & D8 & OAH, ODH , 'WHAT IS YOUR NAME ? ', 24H \\
\hline & MOV & OUTNAME[BX], 24H \\
\hline
\end{tabular}
[Note: Throughout this example, we could have used ' \(\$\) ' instead of \(\mathbf{2 4 H}\); the resulting object code would be the same. The assembler always replaces ASCII code characters, indicated by single quotes, by their numeric values.I

\section*{Why Use EQU?}

EQUs are never necessary. Why bother with them, then? Because it's easier to code, read, and change programs using symbolic names for some of the constants. With most CRT's and printers, two common constants are. those used to end a line and start a new one. We often assign these the names CR and LF:
\begin{tabular}{llll} 
CR & EQU & ODH & ;CARRIAGE RETURN (END LINE) \\
LF & EQU & OAH & ;LINEFEED (NEWLINE)
\end{tabular}

On output, ODH usually moves the cursor or carriage to the beginning of the current line, while OAH moves it down one line without changing its horizontal position in the line. On input, ODH generally indicates that the "return" or "enter" key was pressed, while OAH has no universally accepted meaning.)

With these EQUs at the beginning of a program, you can use the symbolic names throughout the source code. It's much easier to remember the purpose of the first two characters in:

NAMEPROMPT DB LF, CR, . . . . .
than in:
NAMEPROMPT DB OAH, OOH , . . .
\begin{tabular}{|c|c|c|c|}
\hline OEEP & EQU & 07 H & I日EEP OR BELL \\
\hline CR & EQU & ODH & ;CARRIAGE RETURN \\
\hline EOT & EOU & 214 & ; END OF OUTPUT TEXT \\
\hline ESC & EQU & 18 H & ; BEGINS ESCAPE SEQUENCE \\
\hline hame & EOU & 8BH & ; CURSOR TO HOHE \\
\hline LF & EQu & BAH &  \\
\hline NEWL_PAGE & EQU & OCH & ;FORH FEED FOR MOST PRINTERS \\
\hline NO & EQu & 'N' & HORIZONTAL TAB \\
\hline TABCHAR & EQU & 09 H & ; HORIZONTAL TAB \\
\hline YES & EOU & 'Y' & \\
\hline
\end{tabular}

\section*{Advanced Uses for EQU}

In MOV OUTMESS + 32,EOT, both 32 and OUTMESS + 32 are also constants. We could code EQUs for either or both of these constants. Let's replace 32 by MESSAGE \(\qquad\)

MESSAGE_END
\begin{tabular}{ll} 
EQU & 32 \\
MOV & OUTMESS + MESSAGE_END . EOT
\end{tabular}

Can we also define a name for OUTMESS +32 ? Yes, here's one way to do it: precedes the first use of the name being defined. Since the EQU itself does not become part of the object code or reserve any space, it does not have to be included within a segment.

You will find that you use the same EQUs over and over, especially those that define CRT and printer control codes. You can write these EQUs in a file and use INCLUDB to copy them into your programs in the same way that you copy the macro library file. This INCLUDE usually is best placed at the beginning of the program, before any macro definitions. That makes it possible to use common BQU names within the macros. Figure 6.2 shows a list of BQUs that should be useful for most programs.

\section*{Computer Exercise}

Bnter the BQUs from Pigure 6.2 into your computer now. Use the filename BQULIB.LIB. Check your CRT and printer manuals to see if you need to change any of the BQUs to use them with your equipment.

Another thing to notice in the example just discussed is that in this instance the name OUTMESS refers to OUTMESS's offset. In a codesegment instruction, such as:

MOV AL,OUTMESS
the value moved would be the contents at offset OUTMESS. In a data definition or an BQU, however, a reference to a variable name always refers to the offset of the variable. Suppose OUTMESS is at offset 0002 H . The definition:

\section*{SECOND__BYTE EQU OUTMESS + 1}
assigns the name SBCOND_BYTB to the value 0003H. The definition:
```

SECOND_BYTE_ADD DW OUTMESS + 1

```
reserves a one-word field and initializes it with the value 0003 H
So far, our EQU examples have assigned a numeric value of some kind to a name. Most of them have been 8-bit (one byte) values such as 0DH or 24 H . BQU can't assign a number larger than 16 bits, a maximum of OPFPFH.

BQU can, however, be used to assign new mnemonics for instructions (COPY BQU MOV) or symbolic names to signify complex address operands or parts of such operands \{NEXT__ELEMENT EQU [BX+8]\}, and so on. When you are ready for more advanced programming you can find information in the MASM manual about the uses of RQU.

\section*{Review Questions}
1. Which statements are true of DB and which of BQU?
A. Reserves memory space for use during program execution.
B. Value cannot change during program execution.
C. Assigns a name to a variable.
D. Assigns a name to a constant.
2. A program uses a slash [/] as a separator in a date field. The program includes these instructions (CMP is a comparison):
```

TEXT_DATE DB 8 DUP('')
MOV TEXT_DATE + 3.%
MOV TEXT_DATE +5,'I'
CMP TEXT_DATE[BX].'I';DOES CHARACTER = 'I'?

```
A. Code an instruction to assign the name "DATESEP" to ' \(/\) '. Where should this instruction be inserted in the program?
B. Rewrite the two MOVs and the CMP instructions above to use the symbolic name for the separator.
C. You decide to change the separator character to ' \(\because\) '. Assuming that the changes in \(A\) and \(B\) have been made, how many instructions must be changed? Code the revised instruction(s).

\section*{Answers}
1. A. DB B. EQU C.DBD. EQU
2. A. DATESEP EQU ' \(I\) ';anywhere before the first use of DATESEP
B. MOV TBXT__DATE + 3,DATESEP

MOV TEXT_DATE + 5, DATBSEP
CMP TEXT_DATE \(\{B X], D A T B S E P\)
C. 1; DATESEP EQU' \(\because\)

\section*{Variable Attributes}

Bach variable defined in a MASM program has three attributes: a segment, an offset, and a type. You have already tearned about the segment and offset attributes. The segment attribute identifies the beginning paragraph
number of the segment within which the variable has been defined. The offset attribute identifies the location within the segment where the variable begins. The type attribute identifies the units which make up the variable, as determined by the variable's definition. A variable defined by DB will be of type byte". One defined by DW (Define Word) will be of type "word". One defined by DD (Define Doubleword) will be of type "doubleword" and so on. All the variables you have used so far are of type "byte".

Remember that a variable name is the name of a data field. A label is a name assigned to a location in the code segment. A label also has segment. offset, and type attributes; a label's type, however, is either NBAR or PAR. (You may need to review the material about NBAR and FAR labels in Chapter 3.)

MASM provides five value-returning operators that can be used to code immediate operands with values that depend on a variable's attribute. One of these, OPFSET, we will discuss in detail. MASM also provides attribute-override operators that allow you to change an attribute in an instruction; you have already learned to use a segment-override operator [the ES is \(\mathrm{ES}:[\mathrm{BX}]\), for example]. We will discuss one other attributeoverride operator, PTR. You can find the other value-returning and override operators in the MASM manual when you are ready to use them in more advanced programming.

\section*{The OFFSET Operator}

The OFFSET operator returns the offset of a variable or label. Look at this instruction:

\section*{MOV AX,OFFSET NAMEPROMPT}

The second operand is evaluated by the assembler as the offset of the variable NAMBPROMPT. If NAMEPROMPT starts at 00A2H, the assembler processes this instruction as:

MOV AX,00A2H
Notice that OPFSET is evaluated by the assembler. OPFSET is a value known at assembly time that cannot be changed, therefore, it is immediate data. The format for the OFFSET operator is:

The variable cannot be modified in any way. These instructions:

LEA AX,NAMEPROMPT
mov AX.OFFSET NAMEPROMPT
have the same effect during program execution. But, if you want to use a modified address, as in:

LEA AX, NAMEPROMPT[ \(B X]\)
you cannot code an equivalent MOV using OPFSET NAMEPROMPT;BX] - you'll get an error message.

Where will you use OFFSET, then? For one thing, LEA must have a register destination, while MOV can use either a register or memory. There's no way to do this:

SAVE_ADDRESS, OFFSET CURRENT
in one instruction using LEA. You can use OFFSET anywhere you can use a word of immediate data: You haven't learned ADD yet, but this instruction:

ADD AX,OFFSET CURRENT
does just what you might expect; it adds the offset of current to the value in AX.

\section*{The PTR Operator}

The PTR (PoinTeR) operator overrides a variable's type. Its format is:
type PTR expression
Type can be BYTE, WORD, DOUBLEWORD; expression is an identifier whose attribute is being overriden. Let's look at some examples. Consider a
variable that has been defined with DW and therefore is of type "word". If you want to access just the first byte of this variable, an instruction like this:

MOV VARY,AL
will produce an assembler error message because you can't mix types in MOV. You can, however, override the type, like this:

MOV BYTE PTR VARY.AL

Similarly, a variable of type "byte" can be treated as a word if you want to access two bytes of it at once:

MOV AX, WORD PTR VBYTE
PTR can be very useful in identifying the type of an address without a variable. This instruction:

MOV
[BX]. 5
will produce an assembler error because the assembler can't tell if you are moving a byte or a word. Using PTR, as in:

MOV BYTE PTR [BX], 5
will avoid the error. When you run a program under DBBUG, you will often see unassembled instructions with the PTR operator. That's because the variable name you originally coded isn't in the object code, just the offset. Unless a register is one of the operands, DEBUG can only tell you whether a byte or a word is involved by using the PTR form for unassembly.

\section*{Computing Field Length Using the Location Counter}

Sometimes we need to use the length of a field as an immediate oper-and-most often to initialize CX for a string operation. So far, we have just counted up the number of characters in the string, but we can make the assembler do the counting. This not only keeps us from making mistakes, but also makes sure that the count is changed if we change the message. Let's use this string for an example:

\section*{MESSAGE DB 'THIS IS AN ERROR MESSAGE'}

During assembly, a location counter keeps track of the offset assigned to the next byte to be included in the object code. Suppose that MESSAGE starts at offset 0010 H . When the assembler is ready to process the next instruction, the location counter is set at 0028 H since MESSAGE took up 24 [ 0018 H ] bytes.

In the source code, the symbol \(\$\) can be used to refer to the current value of the location counter. (Notice that this is not the same as the end-oftext mark - that's a character enclosed in single quotes, ' \(\$\) ' or 24 H ). We can get the assembler to compute the length of MESSAGE and save it like this:

\section*{MESSAGE DB 'THIS IS AN ERROR MESSAGE' \\ MESS_LEN EQU S-MESSAGE}

Notice that we subtract the offset of MESSAGE from the current offset ( \(\$\) ). Since EQU immediately follows MESSAGE in the source code, the location counter, and therefore \(\$\), has the value 0028 H at the time the assembler begins processing MESS_LEN, and MESS_LEN is computed as a value \(0028 \mathrm{H}-0010 \mathrm{H}=0018 \mathrm{H}\) or 24 . By the way, since an EQU pseudo-op does not reserve any space in the object code, the location counter value is not changed; the next instruction to be assembled still begins at 0028 H .

We can use MESS_LBN throughout the program whenever we need to refer to the length of MESSAGE. Then, if we revise MESSAGE, we don't need to change all the places we have coded the length. When we reassemble the program, the assembler will recompute the length and make the substitutions for us. That's why we do it this way instead of simply defining MESS_LEN as 24.

\section*{Review Questions}
1. Which statements are true?
A. Both variables and labels have three attributes: segment, offset, and type.
B. PTR changes a variable's type for one instruction.
C. OFFSET changes a variable's offset.
D. The type of a varisble identifies the units of which it is composed.
B. The type of a label depends on whether it names a called procedure or the target of a transfer of control.
F. A value-returning operator is evaluated at execution time; it may produce a different value every time the program is run.
2. Your program contains these definitions:
\begin{tabular}{|c|c|c|}
\hline LAST name & OB & 30 DUP( \({ }^{\prime}\) ') \\
\hline ADDRESS & \({ }^{08}\) & 30 DUP (') \\
\hline CITY & DB & 15 DUP ( \({ }^{\prime}\) ) \\
\hline CODE_LIST & DB & 1.7,8,3,2 \\
\hline
\end{tabular}
A. Code an instruction that will place the offset of LAST_NAMB into AX (using MOV).
B. Code an instruction that will place the first two bytes of CODE_LIST into SI.
C. Code a pseudo-op or an instruction that will assign the actual length of CODE_LIST to the name CODE _ LENGTH.

Where should this instruction be placed in the program?
Code an instruction using CODE__LENGTH to move the length of CODE_LLST into AX.
What value will this instruction place into \(A X\) ?

\section*{Answers}
1. A, B, and D are true; here's what's wrong with the others: C. OFFSET returns (is replaced by) the value of a variable's offset. E. The type of a label depends on whether it is defined in the source code as NEAR or FAR. F. A value-returning operator produces a value that is known at assembly time and does not change during program execution. It is assembled as a constant. 2. A. MOV AX,OFFSET LAST__NAME B. MOV SI,WORD PTR CODE_LIST C. CODE_LENGTH EQU \$-CODE_LIST ; immediately following the definition of CODE_LIST; MOV AX,CODE__LENGTH : \(\mathrm{AX}=5\)

\section*{Key Points From Chapter 6}

In this chapter you have learned to use displacements and modifying registers to code more flexible address operands and to use symbolic names as constants in immediate and address operands. You have also learned to use the value-returning operator OFFSET, the attribute operator PTR, and the location counter symbol. Some of the most important points from this chapter are:
- An address operand can include modifying registers. The contents of the modifying registers are added into the EA at execution time. The address operand may point to a different address each time the instruction is executed.
- Each address operand may be modified by a base register (BX or BP), an index register (SI or DI), or a combination of one base and one index register.
- A segment-override operator can be used to identify the segment of an address operand, overriding the default segment for the operand. The override operator should be used only in operands that do not include a variable name.
- Each variable and label defined in a program has three attributes: segment, offset, and type.
- The type attribute of a variable identifies the number of bytes per unit for the variable as indicated by the definition: 1 for a variable defined by DB, 2 for DW, and so on.
- The type attribute of a label is NEAR or FAR, depending on the label's definition in the source code.
- Attribute-override operators, including the segment-override operator, can be used to change a variable or label's attributes for one instruction.
- Value-returning operators can be used to obtain the values of a variable or label's attributes; the values returned are treated by the assembler as constants.
- The OFFSET value-returning operator's format is:

\section*{OFFSET variable}

The variable cannot be modified by displacements or index or pointer registers.
to the name.
A source-code file of commonly used EQUs can be treated as a library and included in a source-code program using the INCLUDE pseudoop.

If a variable name is part of an address operand, the address is assumed to represent an offset in the segment in which the variable is defined (usually the data or the extra segment). If no variable name is included, and BP is used in the operand, the offset is assumed to be in the stack segment. Otherwise, the offset is assumed to be in the data segment.
Two modifying registers can be written in any order.
An address can be modified by a specific displacement represented by a constant. The displacement is usually written as a value attached to a variable name by " + ".
There are many potential arrangements for coding the four possible parts of an address. We recommend this format:
variable+displbaselinindex]

Each of the four parts can be omitted if necessary. Also, each of them, except the displacement, can stand alone as an address operand if necessary.
A symbolic name can be assigned to a constant by using the EQU pseudo-op. After processing an BQU, the assembler replaces the symbolic name by the constant anywhere the name is encountered in the source code.

The EQU pseudo-op has this format:
name EQU expression
where expression can be evaluated as a constant value to be assigned

EThe symbol \$ can be used to refer to the current value of the location counter during assembly; this is the offset to which the next byte of object code will be assigned. The location counter symbol can be used to compute the length of a data field and assign that value to a symbolic name.

The review questions that follow will help you to be sure that you understand these key points.

\section*{Chapter Review Questions}

Refer to these definitions to answer the questions:
\begin{tabular}{lll} 
THE_DATA & SEGMENT & 'DATA' \\
FULL_NAME & DB & 30DUP \(\left(\prime^{\prime}\right)\) \\
TELEPHONE & DB & 8 DUP \((!\prime)\) \\
CODE_LIST & DB & \(1.1,5,0,0\)
\end{tabular}
1. Code operands referring to:
A. The first character of the telephone number.
B. The fourth character of the telephone number.
C. The character of the name pointed to by the contents of an index register.
D. The fifth code in the code list.
B. The contents of BP and DI added to the second character of the name.
2. Code instructions to assign the names CR, LP, and BOT to their usual values. For each instruction, include a comment indicating the meaning of the name.
3. Use the names defined in question 2 to define a prompting message asking for the telephone number. (Call the message TBLEPPROMPT).
4. Code an instruction defining TP__LENGTH as the length of TELEPROMPT (refer to question 3).
Where should this instruction occur in the program?
5. Code an instruction to move TELEPROMPT to OUTPROMPT. |Use the MOVE macro defined in Chapter 5.)
6. Code a MOV instruction to place the offset of FULL__NAME into AX.
7. Code an instruction to place the offset of CODE_LIST into SAVE_LIST.
8. Code an instruction to place the EA computed from the offset of CODE LIST and the contents of BX into AX.
9. Code one instruction to place the first two bytes of CODE__LIST into AY.
10. Code an instruction to place the value 53 into the byte whose address is contained in BX.

\section*{Answers}
1. A. TELEPHONE B. TELEPHONE +3 C. FULL_NAME[SI] or PUL!_NAME[DI] D. CODE_LIST + 4 E. FULL_NAME + 2[BP][SI]
2. CR EQU ODH ;CARRIAGERETURN (ENDOF LINE)
\begin{tabular}{llll} 
LF & EQU & OAH & ;LINE FEED (NEWLINE) \\
EOT & EQU & \(24 H\) & ;ENDOF TEXTMARKER ("\$")
\end{tabular}

You probably worded your comments differently. You may have used decimal values \(\{13,10\), and 36 , respectively \(\}\) instead of hexadecimal, or the ASCII value' \(\$\) ' instead of 24 H .
3. TELEPROMPT DB LP,CR,'ENTER TELEPHONE NUMBER ',EOT

You probably used a different message.
4. TP_LBNGTH EQU \$-TELEPROMPT
immediately following the definition of TELEPROMPT
5. MOVE OUTPROMPT,TELEPROMPT,TP__LENGTH
6. MOV AX,OFFSET FULL__NAME or LEA AX, FULL__NAME
7. MOV SAVE_LIST,OFFSET CODE__LIST
8. LEA AX,CODE__LIST[BX]

Did you remember that you could not use OFFSET with a modified address?
9. MOV AX,WORD PTR CODB_LLIST
10. MOV BYTE PTR [BX],53

\section*{7}

\section*{Decisions and Repetitions}

The design of any program can be described in terms of three types of logical structure. Figure 7.1 illustrates the logic involved in each of the three. The first and most obvious is a sequential structure-do \(a\), then \(b\), then \(c\), then \(d\), and so on. Sequential structures are not necessarily coded in a straight line. A CALL instruction, for example, may cause a branch to another part of the program. The order of execution, however, is always the same: first \(a\), then \(b\), then \(c\), and so on.

The second logical structure is the decision structure. Based on a test of a current value, the program chooses one of two alternate paths to follow. (If \(x=y\), do a; else do \(b\).) Every time this part of the program is executed, one of the paths is followed and the other is skipped. One path may be "empty", that is, not involve any action. (If \(x=y\), do \(a\); otherwise don't do a.) We may call the test \((x=y)\) a condition and say that a decision structure evaluates a condition and branches accordingly (if condition is true, do a; else do b.)

The third structure is the repetition structure, (often called a loop). In a repetition structure, a series of instructions is executed repeatedjy until a condition is true. (Repeat a until count \(=0\) ). Sometimes, the repetition structure is described as being repeated while a condition is true (repeat a while count not \(=0 \mid\). For programming purposes, a repetition structure can be thought of as a special case of a decision structure; one path repeats the loop. (If condition is true, go on to b; else go back to a.)


Figure 7.1 Logical Seructures
The design of any program can be broken down into combinations of these three structures. The paths carried out by decisions and repetition structures are largely made up of step-by-step or sequential structures. Complex combinations are not uncommon, such as using decisions within repetitions, decisions within decisions, repetitions within repetitions, and so on. If you have been writing BASIC programs, you have been using these structures whether you realize it or not. Decision structures are usually coded in BASIC using IF..THBN..ELSB. Repetition structures can also be coded with IF..THEN..BLSE as well as with FOR...NBXT and WHILB...WEND.

Most of the coding you have done in MASM bas involved sequential structures, although you have learned two instructions for repetition: LOOP and REP. In this chapter, you will learn other instructions from which you can build both decision and repetition structures. You will also leam some variations on LOOP and RBP. By the time you have finished this chapter, you will be able to implement the logical structures for any
program.

\section*{Making a Decision}

When you plan a program, you often find situations where the current value of a variable or a register determines the next action to be taken. One example: in a checkbook program, if an entry is coded " D " add the amount to the balance; otherwise, subtract it. A nother example: if a loop counter is not zero, go back to the beginning of the loop; otherwise, continue to the next part of the program. A third: if the user inputs END when asked for a name, branch to the program-ending routine; otherwise, do the regular input name processing. The LOOP and REP instructions both include a test of the current value of CX, the count register. When the value in CX is zero the loop or the string operation is not repeated; otherwise, it is repeated.

The decision making instructions in MASM, other than LOOP and REP and their variations, are conditional jump instructions such as JE Jump if Equal), JA Jump.if Abovel; and so on. These instructions all have the following general format:
cond jump target
where condjump is an instruction mnemonic and target is a label that identifies the next instruction to be executed if the condition is true. If the condition is not true, control falls through to the instruction following the conditional jump.

There are many conditional jump instructions, but at this point we will use only JE and JA as examples in our discussion of how conditional jumps work.

\section*{What's the Condition?}

Consider the checkbook program mentioned above. We want to implement a decision structure as shown in Figure 7.2. If the transaction code is "D", transfer control to a deposit routine; otherwise, perform a withdrawal routine. The decision uses JE. If the deposit routine begins at DEPOSIT, the conditional branch instruction is:

\section*{JEDEPOSIT}

But where is the condition? The only operand in the jump instruction is the target; how do you specify which fields are to be tested?
immediate data byte is compared to a 16 -bit register or variable, the immediate data is extended to 16 bits before the comparison is made.

A comparison is, in fact, a subtraction; the source is subtracted from the destination and the status flags \(\{A F, C F, O F, P F, S F\), and \(Z F)\) reflect the result. The subtraction takes place in a work area; neither operand actually changes. The only reason for using a comparison in a program is to prepare the flags for a decision.

\section*{The Two-Part Decision}

Our transaction decision, then, requires two instructions: a comparison and a conditional jump. Assuming that all of the variables and labels have been defined, we could code the decision like this:
```

CMP TCODE,'D
JE DEPOSIT

```

We compare the transaction code to " \(D\) ". If it matches, we jump (or branch) to a routine to handle deposits; otherwise, we continue on to handle a nondeposit transaction code.

Suppose the program allows a transaction code of A, B, C, or D? A code above \(D\) is an error. We can edit the input transaction code like this:
```

CMP TCODE.'D'
JA CODE_ERROR

```

Here, we compare the transaction code to ' \(D\) " again, but this time if the code is greater than " \(\mathrm{D}^{\prime}\) (" B " or above) we go to an error routine. If the code is 'D' or less, we continue on to the next instruction.

Make sure you know the order in which the operands are compared. If "cond is a conditional term such as ("equal to", "above", "less than", and so on, a two-instruction decision:
```

CMP dest,source
Jcond target

```
means "jump to target if dest is cond source". It's important to keep this straight-testing for "a above \(b\) " produces different results than testing for "b above \(\mathrm{a}^{4}\). Remember, the results always reflect "dest cond source".

\section*{Where Can You Go with a Jump?}

A conditional jump's target must always be within 128 bytes of the jump instruction in the object code. A target in this range is known as a short label. It's hard to judge this distance exactly in the source code; anything less than 30 instructions from the jump is usually safe. If the target is not close enough, youll get an error message from the assembler.

Notice that in the source code the "condition not true" path from a decision must follow the decision. The source code for the checkbook transaction is arranged like this:

WITHDRAW:

\section*{CMP TCODE,D}
... ; WITHDRAWAL PROCESSING GOES HERE
DEPOSIT:
CONTINUE:
: DEPOSIT PROCESSING GOES HERE
; NEXT STEP AFTER TRANSACTION

If the withdrawal processing routine is too long, the JB instruction produces an assembler error; DBPOSIT won't be a short label. Probably the best way to avoid this problem is to code each process as a CALLed procedure. Then the conditional jump needs to go only to a CALL instruction, like this:
```

CMP TCODE,'D'
JE DEPOSIT

```

WITHDRAW:
DEPOSIT:
CONTINUE :

There's still one problem. When a withdrawal is processed, the withdraw routine returns control to the instruction following CALL. Then, control falls through to DRPOSIT, and the transaction is processed again, this time as a deposit. To avoid this, we need to include an instruction that
always transfers control to CONTINUE after the withdrawal routine is through. An unconditional jump. JMP, is the answer. This instruction, like BASICs GOTO, always transfers control to its target. The format is:
JMP target

The target of an unconditional jump can be anywhere in the program; it doesn't have to be a short label. Our complete decision structure, then, looks like this:
CMP
JE
DEPOSESAT

WITHDRAW:
CALL WITHDRAW_ROUTINE
JMP CONTINUE
DEPOSIT :
CALL DEPOSIT_ROUTINE
CONTINUE:

The unconditional jump is not only used to branch around an alternate path. Since it does not require a short label it is sometimes combined withunconditional jumps instead of using called procedures. The example above could be rewritten as:


You will find other uses for JMP as you continue to write programs.


Figure 7.3 Checkiook Transaction Loop Structure

\section*{Deciding to Repeat}

The same combination of instructions (CMP and a conditional jump) can be used to build a repetition structure. Figure 7.3 shows the logic for a repetition structure that includes our checkbook transaction processing. Transactions are processed until a transaction code of ' \(X\) " is entered. Notice that the first transaction code is input before the loop begins. After the transaction is processed, a new transaction code is input and a decision is made either to repeat the loop or to continue to the next part of the program. Figure 7.4 shows the appropriate source code. The decision routine uses CMP. JE, and JMP. JE causes control to transfer out of the loop when the transaction code is " X "; otherwise, control falls through to JMP, which then repeats the loop. Another conditional jump. JNE Jump if Not Bqual) could be used in place of the combination of JB and JMP. JNB does require a short label, so it doesn't work if the loop being repeated is more than 128 bytes long.
\begin{tabular}{|c|c|}
\hline CALL & GET_CODE \\
\hline \multicolumn{2}{|l|}{WAT_TPNS:} \\
\hline cre & TCODE. \({ }^{\text {d' }}\) \\
\hline JE & DEPOSIT \\
\hline \multicolumn{2}{|l|}{WITMDPAN:} \\
\hline Call & WITHDRAWAL_ROST INE \\
\hline MP & CONTINUE \\
\hline \multicolumn{2}{|l|}{DEPOSIT:} \\
\hline CALL & DEPOSIT_ROUTINE \\
\hline \multicolumn{2}{|l|}{CONT INUE:} \\
\hline CALL & OET_COOE \\
\hline CMP & TCOOE, 'X' \\
\hline JE & TRANEACTITONS_DONE \\
\hline JMP & WHAT_TRANS \\
\hline \multicolumn{2}{|l|}{TRANSACT IONB_DONE,} \\
\hline
\end{tabular}

Figure 7.4 Sounce Code for Chechbook Tremanction Loop


Flgure 7.5 Logic and Source Code for Test al Beginning of Loop
Figure 7.5 shows the logic and source code for another way to handle the same situation. In this method, the loop begins by prompting for a transaction code and then testing the code. When the code is " X ", control is transferred outside the loop. Otherwise, the transaction is processed and an unconditional jump gets back to the loop's beginning. Some programmers prefer to code repetition structures in this way, with the test at the beginning. Others prefer to test at the end, as in Figures 7.3 and 7.4. We usually use the end-of-loop test except when the first transaction may possibly be an end marker and therefore, should not be processed as a transaction; then, the beginning-of-loop test is safer. The repetition instructions you have learned, LOOP and REP, both test the loop count in CX at the end of their repetition cycles.

\section*{Review Questions}
1. Which statements are true?
A. A conditional jump transfers control to its target only if the condition is true.
B. An unconditional jump always transfers control to its target.
C. The target of either a conditional or unconditional jump must be within 128 bytes of the jump instruction.
D. A conditional jump instruction compares its two operands to determine whether the condition is true.
2. Which comparisons are valid? (Assume that OP1 and OP2 have each been defined by DB pseudo-ops.)
A. CMP AX,BX
B. CMP AX,5
C. CMP 15,BX
D. CMP OP1,OP2
E. CMP OP1,25
F. CMP AL,OP2
G. CMP OP2,BH
3. A. Code a decision that will branch to ALLDONB if TESTER is equal to AH.
B. Code a decision that will branch to TOOHIGH if TESTER is above DL.
C. Code a decision that will branch to ALARGB if AX is above TESTER.
D. Code a routine that will call procedure ALLSAME if TESTONE equals TBSTTWO, but will call procedure NOTSAMB otherwise. Assume that TESTONB and TBSTTWO have both been defined by DB pseudo-ops. (Be sure only one of the two procedures is called each time. Also, be sure that you use a valid pair of operands in your CMP instruction.)

\section*{Answers}
1. A and B. Here's what's wrong with the others: C. The target of a conditional jump must be within 128 bytes of the jump instruction, but an unconditional jump's target can be anywhere within the program. 2. A, B, B, F, G. Here's what's wrong with the others: C. The destination (first operand) can be an addreas or a register, but not immediate data. D. Bither operand can be an address, but not both.
3. A. CMP TESTER,AH

JB ALLDONB
Note: the comparison could just as well have been the other way around this time.
B. CMP TESTER,DL JA TOOHIGH
[Did you code the CMP operands in the right order?)
C. CMP AX,TBSTER

JA ALARGE
D. MOV AL,TBSTONE

CMP AL,TBSTWO
JE CALLSAME
CALL NOTSAME
JMP CONTINX
CALLSAME:
CALL ALLSAME
CONTINX:
Note: Did you remember that you can't compare TESTONE and TESTTWO directly?

\section*{Other Jumps}

Figure 7.6 shows the most useful conditional-jump instructions. The first column shows a mnemonic and its meaning; the second column shows an alternate mnemonic and its meaning. Both mnemonics represent the same 8088 instruction and produce the same translation into object code. It's your choice which one you use. Generally, I use the simpler versions from the first column. In the last group, I usually use JE and JNE after comparisons and JZ and JNZ after arithmetic instructions because it seems to make more sense when reading the code (if \(a=b \ldots\) for comparisons and if result is \(0 .\). for arithmetic).

The instructions in Figure 7.6 are divided into three groups. The first group (JA, JB, JNA, and JNB) are used after operations involving unsigned numbers. The second group (JG, JL, JNG, JNL) are used after signed number operations. The third group (JB and JNE) can be used after either signed or unsigned operations.

\section*{Signed and Unsigned}

Let's review signed and unsigned numbers quickly. Remember that the high-order bit of a signed number is used to identify the number as positive or negative. A high-order bit with a value of zero indicates a positive
\begin{tabular}{|c|c|c|c|c|}
\hline Gr.pup & \multicolumn{2}{|l|}{Inercyction} & \multicolumn{2}{|l|}{Alternite yersion} \\
\hline \multirow[t]{4}{*}{I: Unsigned} & JA (Jume if & Above) & Nexe & (Jump if Not Below or Equal) \\
\hline & JB (Jumpl it & Below) & Heag & (Jump if Not Above or Equal) \\
\hline & JHA (Jump if & Not Above) & Jee & (Jump it Below or Equal) \\
\hline & JNE (Jump if & Not Belam) & JaE & (Jump if Above or Equal) \\
\hline \multirow[t]{4}{*}{11: Sianed} & JG (Juap it & Greater) & Jute & (Jump if Not Less or Equal) \\
\hline & JL (Jump if & Less) & Jnge & (Jump if Not Greater or Equal) \\
\hline & anc t Jump it & Not Greater & ) JLE & (Jump it Less or Equal) \\
\hline & JNL (Jump if & Not Lese) & JGE & (Jump if Greater or Equal) \\
\hline \multirow[t]{2}{*}{11t: Any} & JE (Jump if & Equal) & J2 & (Jump if zero) \\
\hline & JNE (Jumg if & Not Equal) & JNZ & (Jump if Not Zero) \\
\hline
\end{tabular}

Figure 7.6 Conditional Jump Instructions
number, while a value of one indicates a negative number written in twoscomplement format. One-byte (8-bit) signed numbers can range from - 128 \((80 \mathrm{H}\) ) to +127 (7FH). 0 FFH represents -1 , so 0 FFH is less than 0 H when comparing signed numbers.

In unsigned numbers, all bits are used to represent magnitude (size or absolute value). Unsigned one-byte numbers can range from \(0(00 \mathrm{H})\) to 255 ( FFH ), so 0 FPH is greater than 0 H when comparing unsigned numbers.

How do you know whether you are dealing with signed or unsigned numbers? And how do you compare nonnumerics such as ASCII characters? Remember that ASCII code assigns a numeric value to each character. (Appendix A contains more information about ASCII character codes.) " \(A\) ", for example, has a value of \(65(41 \mathrm{H})\), while " \(a\) " is \(97(61 \mathrm{H})\), and " \(s\) " is \(36(24 \mathrm{H})\). This means that " \(a\) " is above " \(A\) ", while " \(s\) " is below " \(A\) ". Since IBM uses a full eight-bit ASCI code, the high-order bit is not a sign bit; you can compare ASCII coded characters as unsigned numbers. Because of the way that code values are assigned, you get the right results when you compare decimal digits to each other, or uppercase letters to uppercase letters, or lowercase to lowercase. Its not so simple to compare strings containing uppercase to lowercase, or letters to numbers, or special symbols. Bven in these cases, however, it's easy to see whether or not two characters are the same; comparisons for "equal' or 'not equal' work perfectly well.

Numbers stored in binary format can be signed or unsigned. If you know that a value is always positive, you can treat it as unsigned; if it might
be negative, assume that you are dealing with a signed number. Handling numbers larger than 16 bits requires advanced techniques; we won't discuss them in this book.

Why do you need two sets of conditional jumps? What happens if you code the wrong one? CMP, like most other flag-setting instructions, affects all six of the status flags. You learned earlier, however, that SF and OF have meaning only when they reflect the result of a signed number operation, while CF has meaning only when it reflects the result of unsigned operations. IZF is significant after both signed and unsigned operations. PF and AF are not relevant for this discussion. J JA, JB, JNA, and JNB test CP when deciding whether to branch. JG, JL, JNG, and JNL test SF and OF. If you code an inappropriate conditional jump there is no obvious error, but at execution time the wrong flags are tested and the wrong decision may be made. Look at this code:
\begin{tabular}{ll} 
CMP & \(A X, O F E H\) \\
JA & \(A H I G H\)
\end{tabular}

As an unsigned number, OFEH is 254 (in IBM/PC ASCII code this is a special graphics character). If AX contains 0 the jump is not taken ( 0 is not greater than 254). If JG is used instead of JA, however, the test is based on a signed comparision. Asa signed number, OFEH is -2 . If AX contains 0 , the jump is taken \(\{0>-2\}\). If you are testing a program and it doesn't seem to be branching correctly, make sure you are using the right conditional jumps.

\section*{Review Questions}
1. Indicate whether each conditional jump is appropriate following operations on signed or unsigned numbers.
\(\qquad\) A. JA
B. JNL
C. jZ
D. JG
_ B. JB
- F. JNA
2. Code a routine that will call procedure NOCAPS if an input character (INCHAR) is above " \(Z\) " and, otherwise, will call procedure CAPS.
3. Code a routine that will call procedure TOOLOW if the value in AL is less than \(\mathbf{3}\) (note: the value in AL can range from - 128 to 127).

\section*{Answers}
1. A. Unsigned B. Signed C. Both signed and unsigned D. Signed E. Unsigned F. Unsigned
2.
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{4}{*}{2.1}} & CMP & INCHAR, 'Z' \\
\hline & & JA & INCHAR_OVER_Z \\
\hline & & CALL & CAPS \\
\hline & & JMP & CONTINUE \\
\hline & INCHAR & \multirow[t]{2}{*}{OVER_Z: CALL} & \multirow[b]{2}{*}{NOCAPS} \\
\hline & CONTINUE: & & \\
\hline & & ... & \\
\hline \multirow[t]{5}{*}{3.} & & CMP & AL, 3 \\
\hline & & JL & UNDER3 \\
\hline & & JMP & continue \\
\hline & \multirow[t]{2}{*}{UNDER3:} & & \\
\hline & & CALL & TOOLOW \\
\hline
\end{tabular}
CONTINUE:
3.
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{4}{*}{2.}} & CMP & INCHAR, 'Z' \\
\hline & & JA & INCHAR_OVER_Z \\
\hline & & CALL & CAPS \\
\hline & & JMP & CONTINUE \\
\hline & INCHAR & \multirow[t]{2}{*}{OVER_Z:
CALL} & \multirow[t]{2}{*}{NOCAPS} \\
\hline & CONTINUE: & & \\
\hline & & ... & \\
\hline \multirow[t]{5}{*}{3.} & & CMP & AL, 3 \\
\hline & & JL & UNDER3 \\
\hline & & JMP & CONTINUE \\
\hline & \multirow[t]{2}{*}{UNDER3:} & & \\
\hline & & CALL & TOOLOW \\
\hline
\end{tabular}
UNDER3:
CALL TOOLOW
CONTINUE:

Notice the empty path when AL is not less than 3.

\section*{Comparing Strings}

A special set of instructions is used to compare multi-byte strings just as a similar set is used to move such strings. |You may need to review the similar set is used to move such strings. (You may need to review the
material on MOVSB and RBP in Chapter 3.) The comparison instruction, CMPSB, has no operands. It compares the byte pointed to by DI to that pointed to by SI thereby affecting the status flags, but not changing either byte) and then changes the contents of DI and SI by one. DI must point to a byte in the extra segment. This is similar to MOVSB, but with one major difference. For MOVSB, SI points to the source and DI to the destination of

Flgure 7.7 Execution of REPE CMPSB
the move. For CMPSB, the roles of SI and DI are reversed. This is important when you consider how to interpret the result of CMPSB. This combination:

\section*{CMPSB \\ Jcond target}
says "jump to the target if dest cond source," but dest is pointed to by SI and source by DI. Why this reversal? I don't know; I only know that that's how it works.

As with other string operations, a prefix is used to cause the operation to repeat. The comparison should be repeated until unmatched bytes are found or until the maximum number of bytes have been compared. CX is used as a repetition counter. The maximum number of bytes to be examined is loaded into CX before the string comparison begins. After each comparison (and change to SI and DI), CX is decremented; when CX reaches zero the comparison ends.

In order to cause the comparison to end when unequal bytes are compared, we use a variation of RBP. RBPE (REPeat while Equal) checks 2F, which reflects the result of the most recent comparison. If \(\mathbf{Z F}\) is set, the bytes just compared are equal and the comparison continues funless the last byte has been compared). If ZF is clear, the comparison ends. Figure 7.7 shows the steps in the execution of:

REPE CMPSB

```

MOUENWME PROC
MON
H0N
MONE
MON
RET
MOUEWTE ENDP
!
PROTPTER PROC
ClS
CuRSTE
OISPLAY N,OPRO
OISPLAY NAMEPROMPT
RET
PROMPTER ENDP
PROG_CODE ENDS
END MAINLPROG

```

Figure 7.0 NAMEX Repeated until Ended by User

When this instruction is used in a program, the instruction should be followed by one or more conditional jumps to determine the circumstances under which the comparison ended. If the comparison ends with ZF set, the compared strings are identical. If 2 F is clear, they are not identical. Other tests can be made if you need to determine which string was above or below the other. SI or DI can be used to identify which bytes don't match. But, remember that both index registers have been changed and now point to the next pair of bytes, the ones which would have been compared next.

String comparisons can be used for a routine to recognize a predefined end message typed by a user in response to a prompt. Figure 7.8 shows NAMBX modified to use such a routine. The program will continue to prompt for names until you respond with "END".

Figure 7.9 shows part of a sort routine. Two strings are compared; if they are out of order, an exchange procedure is called.
```

LEA S!.CURRSSTRING
LEA DI,NEXT_STRING
MON CX,STRINGLLENBTH
CMPSE
NNA CONTINUE
CONTINUE
IIF CURR NOT ABOVE NEXT SKIP SWAP

```
CONTINLE:

Figure 7.0 String Comparison tor Sort Routine

\section*{Review Questions}
1. Using the MOVE macro from your library as a guide, define a macro that can be used to compare strings. The definition should start with:

COMPARE MACRO FIRST , SECOND, COUNT
Remember to initialize SI, DI, and CX before making the comparision. Include this macro in your macro library.
2. Revise PHONER to continue prompting for names and telephone numbers until a predefined message is input. In our version, as shown in the answer to this question, the predefined message is "ALL DONE".

\section*{Answers}
1. Answers
Remember to initialize SI, DI, and CX before making the compari-
Revise PHONER to continue prompting for names and telephone
```

64DUP ('STACK ')
PROG_STACK
ENDS
PROG_DATA
SEGMENT 'DATA'
NAMEPROMPT
PHONEPROMPT
ENDHESSAGE
OUTLINE
OUTPHONE
OUTSPACE
OUTSPACE
INBUF
INCOUNT
INCOUNT
PROG_DATA ENDS
PROG_CODE SEGMENT 'CODE
MAIN_PROG PROC
ASSUME CS:PROG CODE,DS:PROG_DATA,SS:PROG_STACK,ES:PROG_DATA
STARTER
CLS
CURSORON
LOCATE
MOV CX.3
MAINLOOP:
CALL GETNAME
CALL GETPHONE
DISPLAY OUTLINE
DISPLAY OUTLINE
CALL FINAL
CALL
MAIN_PROG ENDP
FINAL PROC
LOCATE 23,10
DISPLAY ENDMESSAGE
DIMSOROEF ENDEESSAG
ROFF
RET
FINAL ENDP
GETMAME PROC
PUSH BX
DISH BXAY MAMEPROMPT
GETDATA INBUF 31
HON BH,OH
DB OAH,ODH,'NAME:''24H
DB 'GOODAYE', 24H
DB 8 DUP(',

```
\begin{tabular}{|c|c|c|c|}
\hline & \[
\begin{aligned}
& \text { MOV } \\
& \text { MOVE } \\
& \text { MOV } \\
& \text { ROP } \\
& \text { RET }
\end{aligned}
\] & BL, INCOUNT OUIMAME, INDATA. BX OUTMAMEEBXI. 24 H BX & : SET UP MAME COUNT ; WOVE NAME TOPRINT : NEXT CHAR IS S \\
\hline getmame & ENDP & & \\
\hline GETPHONE & PROC DISPLAY getdata MOVE & PHONEPROMPT INBUF, 9 OUTPHONE. INDATA, 8 & \begin{tabular}{l}
; PROMPT FOR PHONE \\
;GET PHONE INBUFFER \\
:MOVE PHONE TO PRINT
\end{tabular} \\
\hline GETPHONE & ENDP & & \\
\hline PROG_CODE & \[
\begin{aligned}
& \text { ENDS } \\
& \text { END }
\end{aligned}
\] & MAIN PROG & \\
\hline
\end{tabular}

\section*{Computer Exercise}

Assemble, link, and test the new version of PHONER that you wrote in the answer to the preceding review question.

\section*{Other Variations for Repetition}

REP has three other variations. The first, REPZ (RBPeat while Zero) is an alternative mnemonic for RBPB; it produces the same object code and is really the same instruction. RBPNB [RBPeat while Not Equal) can be used to find the first matching byte in two strings; it tests ZF and continues to repeat if \(\mathbf{Z F}\) is cleared. Its alternative mnemonic is RBPNZ (RBPeat while Not Zero).

LOOP also has four variations: LOOPB, LOOPZ, LOOPNB, and LOOPNZ. These, like RBP's variations, test both \(\mathrm{ZP}^{2}\) and CX. LOOPB (LOOP while Equal) and its alternate LOOPZ (LOOP while Zero) end the loop when CX is zero or when an instruction within the loop clears 2 ZP . LOOPNE (LOOP while Not Bqual) and LOOPNZ (LOOP while Not Zero) also are alternates; they end the loop when CX is zero or when XP is set.


Figure 7.10 shows the routine from Figure 7.4 rewritten using LOOPNE. The checkbook routine now ends either when a transaction code of " X " is entered or when 99 transactions have been processed.

\section*{Key Points From Chapter 7}

In this chapter you have learned to use comparisons, conditional jumps, and the unconditional jump instruction to implement decision and repetition structures. You have also learned to code string comparisons and to use variations of the repetition instructions REP and LOOP. Now you should be able to code the logical structure for any program. Some of the main points in this chapter are:
- The status flags are set for cleared) to reflect the result of a comparison, arithmetic, or bit manipulation instruction. A comparison is actually an implied subtraction of the second operand (source) from the first (destination) and affects the flags accordingly.
- A conditional jump instruction tests the status flags. If the flag settings imply that the result of a previous operation matched the condition in the jump instruction mnemonic, the condition is true and the jump is made. Otherwise, control falls through to the next instruction.
- The instructions JA, JB, JNA and JNB and their alternate forms test CP; they are used after flag-setting instructions involving unsigned data such as ASCII characters.
- The instructions JG, JL, JNG, and JNL and their alternate forms test SF and OF; they are used after flag-setting instructions involving signed numbers.
- The instructions JE, JNB, JZ and JNZ test ZR; they are used after any flag-setting instructions.
- The target of a conditional jump must be a short label. A short label identifies an address within 128 bytes of the jump instruction in the assembled object code.
- A decision requires the selection of one of two alternate paths based on the current value of a variable or register. One of the paths may be empty.
- In MASM source code a decision requires two instructions; one sets the status flags based on a current value and the other is a conditional jump that tests the flags. When the condition is true, control is transferred to one of the alternate paths. When it is not true, control falls through to the other path.
- An unconditional jump. JMP. transfers control every time it is executed. Such a jump can be used to avoid falling through from one alternate path to another.
- A repetition structure can be coded as a special case of a decision structure. One alternate path is a repetition of the loop. The other path falls through to the instructions following the loop. Two special instructions, REP and LOOP with their variations, are used only for coding repetitions.
- A multi-byte string can be compared using CMPSB. The beginning address of the source must be loaded into DI and that of the destination into SI before the comparison is made. The maximum number of bytes to be compared must also be loaded into CX.
- One of the variations of RRP must be coded as a prefix for the CMPSB instruction. The combination instruction will compare bytes until CX is 0 or until ZP is set (for RBPNB and REPNZ) or cleared (for REPE and RBPZ). The next instructions must test to see why the repetition ended.
- LOOP also has variations similar to those for REP. They can be used to code loops that will end either after a given number of repetitions or when a specified condition is met.

\section*{Chapter Review Questions}
1. Match each type of instruction to the appropriate phrases. Not all the phrases are used; some are used more than once.
\(\qquad\) A. Conditional
a. Affects flag settings jump
b. Test flag settings
B. Comparison
c. Transfers control if condition is met
C. Unconditional
jump
d. Always transfers control
e. Two operands
f. One operand
g. Target must be within 128 bytes
h. Target may be anywhere in program
i. Always follows a comparison
2. Would JA or JG more likely be the correct instruction to follow CMP AX,-5?
To follow CMP FIRST_CHAR,'Z?
3. Code the appropriate routines for each of the situations below. Assume that all variables used in the decisions have been defined with DB pseudo-ops.
A. Branch to OVERM if INCODE is above (or greater than) " M ".
B. Branch to TOOLOW if BALANCE is less than (or below) zero.
C. Call YES procedure if INCODE is "Y"; otherwise call NO.
D. Repeat a procedure that calls SETTOT until TOT equals seven.
4. Code a routine to compare two 5-byte strings, OLD__CODB and NBW_CODE. Don't use the COMPARE macro in this routine. If OLD__CODB is above NBW__CODE, perform procedure NBW_LESS before continuing to the rest of the program. (If NBW__LESS, just continue with the program.)

\section*{Answers}
1. A. b, c, f, g B. a, e C. d, f, \(h\); \(i\) is not used
2. JG; JA
3. A. CMP INCODB, 'M'

JA OVERM
B. CMP BALANCE, 0

JL TOOLOW
C. CMP INCODE, 'Y'

JE CODB_NO
CALL YES
JMP CONTINUB
CODB_NO:
CALL NO
CONTINUE:
You undoubtedly used different names where I used CODE__NO and CONTINUR.


\section*{Using the Manual}

You have learned instructions to provide the framework and structure of a MASM program, to transfer control both conditionally and unconditionally within the program, to use the stack, and to move and compare data. In Chapters 9 and 10 you will learn some arithmetic, bit testing and bit manipulation instructions. With all that, however, you still will not know all of the MASM instructions. Even some you do know have variations we are not covering. After Chapter 10, we will not present any new instructions. Instead, we will concentrate on presenting information and sample routines needed for functions, such as numeric conversions; other types of I/O, especially disk I/O; and how to interface MASM routines with BASIC programs.

How are you going to learn the rest of the MASM instructions and their variations? That's the point of this chapter. You will learn a few new instructions, but most importantly, you will learn to interpret the information in the MASM manual so that you can learn material not covered in this book.

\section*{A Look at the Manual}

Let's look at what the MASM manual contains. We won't try to furnish page or chapter numbers. You may have a different version of MASM than we do, and the numbering may not correspond to ours. Your version may also include features not discussed in this chapter. But, you should still be able to find all the things that we mention.

Look at the table of contents. The manual contains chapters on formats, pseudo operations, and instruction mnemonics (among others). There is an appendix about messages, one that summarizes the instruction set, and one that summarizes the pseudo-ops. These six divisions (three chapters and three appendices) contain most of the information you need for MASM programming, so we'll look at each of them.

\section*{Assembler Language Format}

Look in the table of contents at the headings under the Assembler Language Format chapter. You should recognize most them: Constants, Variables, Labels, Flag Registers, Operands, and so on. A quick glance through the chapter shows that it contains much that you already know, but there is some additional advanced material. Look at the section titled Value Returning Operators, for example. You will find the OFFSET operator, which you know, but you will also find others (SEG, TYPB, LENGTH, and SIZE) that you bave not yet learned. Another section, Record Specific Operators, is all new to you; it describes operators that are to be used with data forms defined by the RBCORD pseudo-op. We don't cover RECORD or record specific operators in this book. You may want to skim the entire chapter to make yourself familiar with terms used in the rest of the manual.

\section*{Pseudo-Operations}

This chapter describes all of the MASM pseudo-ops. As you can see from the table of contents, these pseudo-ops are presented alphabetically within groups.

The first group, data pseudo-ops, includes those pseudo-ops used to define and handle data fields, names, and structures. You already know some of these: ASSUMB, DB, END, BQU, INCLUDB, PROC (and BNDP), and SEGMRNT (and ENDDS). You can see that others not yet covered. Let's look at one that we have mentioned, but not covered in detail: DW (Define Word).

\section*{The DW Pseudo-Op}

Turn to the description of DW. At the head of the page you will see the mnemonic and its meaning. Next, there is a short statement of the purpose of the pseudo-op. You can see that DW serves the same purpose as DB, except that DW allocates one word (two bytes) instead of one byte. Following the statement on purpose, you will find a generalized format for the pseudo-op. The format given for \(D W\) is:
variable-name DWexpression
The format is followed by remarks that clarify the purpose, format, and use of the pseudo-op. In this case, the remarks begin by telling you that variable-name is optional. When DW is used without a name, it simply reserves and possibly initializes memory space. When used with a name, it defines that name as a variable with the type attribute WORD.

The remarks also define possible ways to code the expression part of DW. The last part of the description contains source-code examples. You will find it easier to understand some of the remarks if you refer to the examples; the formal language used in the remarks section may be difficult to follow. Some pseudo-op definitions don't include examples. Usually, these have simpler or less variable formats.

Compare the remarks and examples for DW to those for DB. You will see that DW can be initialized as an address expression although DB cannot. (An address won't fit into one byte.) DB can be initialized with a character string ("ABCDE"), DW cannot. DB is limited to constants with a value of 255 or less, DW is not. Since you already know how to use DB, the information given for DW (and the contrasts to the information for DB) should enable you to use DW in your programs.

\section*{Other Pseudo-Ops}

Other groups in this chapter include conditional, macro, listing, and false conditional pseudo-ops. Conditional and false conditional pseudo-ops are beyond the scope of this book. You have learned three macro psuedo-ops: MACRO, LOCAL, and ENDM. When you gain more MASM experience, you may find some of the other macro pseudo-ops useful in defining complex macros. The listing pseudo-ops control the assembler listing. You already know one of these: PAGE. Most of the others include or exclude portions of the program from the listing, print a heading on each page, and so on.

We'll skip over the instruction mnemonics chapter right now and come back to it after we discuss the three appendices.

\section*{Messages}

This appendix begins by describing the messages that are printed by the assembler. Notice that if you use ASM, only error codes are displayed and printed; therefore, you will have to look up the codes in this appendix. With MASM, both error messages and codes are inserted in the listing and displayed on the screen.

For each error code, the appendix shows the message printed by MASM for that code and an amplified explanation of the error. In some instances, the explanation is not much different from the message, and, in any case, the message says it all. Look at code 9 , for example. The error message is "Symbol not defined". The explanation is "A symbol is used that has no definition." In other cases, the explanation is a little more complete or provides an example. Look at Code 58. The message is "Byte register is illegal". The explanation provides an example, "PUSH AL". PUSH works only with 16-bit registers; the 8-bit registers (AL, AH, and so on) are illegal with this instruction.

The next section of the appendix deals with I/O handler messages. These are runtime errors. When one of these errors occurs in a program assembled with MASM, an error code, message and filename are displayed. With ASM, only the filename and code are displayed; you will need to look up the corresponding message in this appendix.

The last section of the appendix lists other runtime errors. These have no code numbers, they rarely occur, and you may never see them.

\section*{Instruction Set Summary}

This appendix lists all of the MASM instructions. At the beginning of the appendix, you will find an explanation of the codes used in the summary. The instructions are arranged in alphabetical order by mnemonic. The first line for each instruction shows the mnemonic, followed by the operand field format, and then the meaning of the mnemonic. This is followed by a table showing possible operand combinations. For each combination, the table shows the number of bytes of object code generated by the instruction and an example of the instruction using this combination of operands. The final column in the table shows which, if any, of the status flags are affected by the instruction. This column is not related to the operand combinations. The same flags are affected regardless of the operands used.

When would you use this summary? When you're not sure of an instruction mnemonic, when you want to find out quickly whether an instruction exists that does what you want to do, when you want to see if a
particular combination of operands is legal with a certain instruction, and when you want to know if an instruction affects the status flags. For more detail about the purpose, coding, and operation of an instruction, go to the instruction mnemonic chapter.

\section*{Pseudo-Operations Summary}

This appendix lists the pseudo-ops in groups just as the pseudo-operations chapter does. It doesn't tell you much about them; it simply gives you the format for each one. For more detail, go to the pseudo-operations chapter.

\section*{Instruction Mnemonics}

The chapter on instruction mnemonics contains descriptions of each MASM instruction. It starts, however, with two general information sections that explain the symbols and codes used in the descriptions. Let's look at these sections briefly before we look at the individual instructions.

\section*{Symbols and Notation}

This section explains the abbreviations and symbols used in the descriptions. Some of the symbols are self-evident. By now you can recognize the meanings of AX, AH, AL, and so on. Some symbols are easy to understand once you look at the definition. REG8, for example, stands for any 8 -bit register while RBG16 stands for any 16 -bit register.

Some of the symbols may not mean much to you even after you read the description. Look at \(\mathrm{r} / \mathrm{m}\). The explanation says that \(\mathrm{r} / \mathrm{m}\) refers to bits \(2,1,0\) of the MODRM byte and that, combined with the mode and \(w\) fields, \(\mathrm{r} / \mathrm{m}\) defines RA. This will make more sense after the discussion of instruction fields, below.

\section*{Instruction Fields}

In each individual instruction description there is an entry labeled encoding". This entry describes the object-code instruction created by the assembler. The MASM programmer does not usually care about this information; after all, the purpose of using the assembler language is to avoid having to deal with or interpret object-code directly. If you do want to interpret the encoding entry, however, you will need the information about formats and codes found in the instruction field section. We'll look it over quickly and well see some examples in individual instructions.

An object-code instruction contains one to six bytes. They are, in order, an operation-code-byte, an optional addressing-mode-byte, an optional one-or two-byte displacement, and an optional one-or two-byte immediate data value.

The operation-code-byte corresponds to the specific 8088 instruction to be carried out. The operation-code-byte for JMP, for example, is OFFH; for JB or JZ, OE4H. The addressing-mode-byte describes the operands. The remaining bytes contain the address for an address operand and the immediate data for an immediate-data operand.

Both the operation-code-byte and the addressing-mode-byte can include subfields containing specific codes affecting the interpretation of the object code. The most common subfield in the operation-code-byte is the word field ( \(\mathbf{w}\) ). When present, this field is usually in the low-order bit. When \(w\) is 0 , the instruction involves 8-bit (one byte) operands; when \(w\) is 1, it involves 16 -bit (one word) operands. For example: the operation-codebyte format for the instruction that moves immediate data to memory is \(1100011 w\). This means that when a word is moved, the operation-code-byte is \(1100011 \mathrm{~B}(0 \mathrm{C} 7 \mathrm{H})_{\text {; }}\) when a byte is moved the operation-code-byte is \(11000110 \mathrm{~B}(0 \mathrm{C} 6 \mathrm{H})\). The encoding entries for some instructions show other subfields such as "d" or "reg" in the operation-code-byte. You can find the subfield's meaning in the symbols and notations section.

The second instruction byte, the addressing-mode-byte, is entirely built from subfields-usually mode, reg, and r/m. (The symbols and notation section contains definitions in which this byte is called the MODRM byte.)

The mode field is the two high-order bits of the addressing-mode-byte. The primary use of the mode field is to specify whether the instruction includes one, two, or no displacement bytes, and whether the displacement represents an address or immediate data. The three low-order bits of the addressing-mode-byte often contain a three-bit code called the registerImemory field, or r/m. (If the mode field is II, then a three-bit register code is in this position instead.) The r/m code field identifies which combination .. of registers is used to modify the displacement when calculating BA. In many instructions, the three middle bits of the address-encoding-byte are not used; they contain zeros. Some instructions, however, require both a register and an \(\mathrm{r} / \mathrm{m}\) code. In these, the three middle bits contain the register code. This section of the manual lists both the register codes and the r/m codes. Register code 011 , for example, refers to BX . R/m code 011 specifies that BA is calculated by adding the contents of BP and DI to the displacement.

We'll look at some specific instructions, including their encoding entries, after some review questions.

\section*{Review Questions}
1. Where would you look for each of these items? Choose your answers from this list:
a. Assembler language format chapter
b. Pseudo operations chapter
c. Messages appendix
d. Instruction summary appendix
e. Pseudo operations summary appendix
A. An explanation of an error code from the assembly listing
B. The format of PAGE
C. A description of value returning operators
D. The flags affected by CMP
B. The meaning of a runtime error code
F. The mnemonic for a conditional jump instruction
G. A description of the use of PAGE
2. Which statements are true of DW and which of DB? (Some may be true of both DW and DB, some of neither.)
A. Reserves and optionally initializes memory
B. Can be initialized as an address expression
C. Can be initialized with a character string
D. Can be initialized with values over 255
B. Can define a variable name
3. Match each phrase with its function. Some phrases may not be used.
A. Describes oper-
a. Operation-code-byte
ands
b. Symbols and notations
B. Describes size of operation
c. Addressing-mode-byte
d. Mode field
C. Defines instruction
D. Indicates register
e. Word field
f. Register field
g. \(\mathbf{R} / \mathrm{m}\) field
E. Indicate EA
computationF. Indicates presence of displacement bytes

\section*{Answers}
1. A. c;B. bore;C.a;D.d;B.c;F.d;G.b
2. A. both;B. DW ;C. DB;D. DW ;B. both
3. A. \(c ; B . e ; C . a ; D . f ; B . g ;\) P. \(d ; b\) is not used

\section*{Instruction Descriptions}

The instruction innemonic descriptions, like the pseudo-op descriptions, include purpose, format, and remarks entries. The descriptions also include the encoding entry and a flag entry, which lists the flags affected by the instruction's execution. Most descriptions also include source-code examples and a logic entry, which describes the steps taken in executing the instruction. Let's look at the descriptions of some instructions you have already learned.

\section*{A Description of LEA}

Find the description of LBA. Look at the heading, purpose, format, and remarks entries. These serve the same function as similar entries in the pseudo-operations chapter. The logic entry reads \({ }^{\circ}(\mathrm{REG})=\mathrm{BA}^{*}\). Turning back to the symbols and notation section, you will see that the parentheses indicate that the instruction is concerned with the contents of a register.

The logic entry, then, says that this instruction sets the contents of a register equal to an effective address. From the previous entries you will see that the register is specified in the first operand, while EA comes from the second operand.

The flags entry tells you that no flags are affected by LEA. The encoding entry shows two bytes for LEA's object code. The first, the operation-codebyte, is \(1000101 \mathrm{~B}(8 \mathrm{DH})\). The second byte contains a mode field, a register field, and an \(\mathrm{r} / \mathrm{m}\) field in that order. Mode is always two bits and \(\mathrm{r} / \mathrm{m}\) three bits; this leaves three bits for the intervening register field. The addressing. mode-byte code for this instruction,

LEA BX , ADDER
would be 0001110: The instruction fields section of this chapter tells you that:
1. the combination of mode 00 and r/m 110 means that EA comes from a two-byte displacement field and
2. 011 stands for register BX.

In the object code, the two-byte displacement field has the low-order byte first, and the high-order second. On the assembler listing the displacement is printed high-order first and is followed by \(R\) to remind you that this is a reversal of the actual object code. If ADDER is at offset 0123, then, the object code for our sample instruction is 8D 1B 23 01; the assembler listing shows it as 8D 1E 0123 R. The encoding entry mentions that the mode field for LBA should never be 11 . The only way it could get set at 11 would be if you used DEBUG or a similar utility to play around with the object code.

The final entry for LEA contains several examples of valid source code using the instruction. Most instruction descriptions contain such examples. Some even include source code routines showing how the instruction can be used (see LOOP, for example).

\section*{Describing PUSH}

Look at the description for PUSH. You have learned to use PUSH to place the contents of a register on the stack. It can also be used to place a word from memory on the stack. The purpose entry for PUSH says that there are three PUSH instructions. From a programmer's point of view, writing source code, there is only one PUSH instruction with a choice of two types of operand. The manual, however, looking at PUSH from the object-code
standpoint, sees three separate instructions: one with a non-segment register operand, one with a segment register operand, and one with a memory (address) operand.

The purpose entry, the remarks entry, and the logic entry all tell you that execution consists of subtracting 2 from the stack pointer and then copying the contents of the source (the only operand) to the new location pointed to by SP. No flags are affected.

There are separate encoding and example entries for each of the three types of PUSH. Each of the examples includes the generated object code in the comments column. For the third type, only the first two bytes are shown; the actual object code would also include two displacement bytes.

\section*{Describing MOV}

MOV is one of the first instructions you learned, and it may be the most often used instruction in MASM. It is not difficult to understand, to code, or to use correctly, yet its description is one of the longest in the manual. This is because MOV, like PUSH, is more complicated in object code than it is in source code.

Por source-code purposes, MOV is one instruction with five possible operand combinations. As its purpose entry states, however, from an object-code standpoint there are seven different types of MOV, each with several possible variations. The remarks entry indicates that some of these MOV instructions may include a l-bit destination subfield (d) (which is one if the destination is a register, and zero otherwise) as well as the word ( \(\mathbf{w}\) ) subfield, previously discussed. Both subfields occur in the operation-codebyte.

Look at the seven types of MOV. Notice that moves involving the segment registers are different instructions than those involving other registers. Also, moves between memory and the accumulator (AX or AL) are different than moves between memory and other non-segment registers. On the other hand, the following moves are the same: moves from one register to another that do not involve segment registers; moves between a non-segment, non-accumlator register and memory; and moves between the accumlator and memory when the address does not include a variable name.

Look at the examples for these two instruction types: move to a register from immediate data, and move to memory-or-register from immediate data. In my copy of the manual, MOV BX, 84 is an example in the second category. Why? Why isn't this an example of a move to a register? To try to understand it, I wrote a little program to see how the object code actually looks using this instruction as well as some moves of immediate data to
memory. The relevant part of the assembler listing for the program is in Figure 8.1. Notice that the operation-code-byte for MOV BX, 84 is BB. If this is compared to the encoding formulas, we see that MOV BX, 84 is actually interpreted as a move to a register, not to a memory-or-register operand. The example in my manual is wrong. When you think you understand an entry in the manual fairly well, but one part of it just doesn't make sense, try out the instruction and operands in a short program to see how the assembler handles it. In this case, of course, it was simply a matter of curiosity. As long as we know that MOV BX, 84 is a valid instruction, we don't care too much about how it is translated into object code.

\section*{Learning New Instructions}

Let's use the manual to learn some new instructions. You really should know several more before you do much more programming. The new instructions include two string operations, STOSB (STOre String Byte) and SCASB (SCAn String Byte), and four instructions that affect flags: CLD (CLear Direction flag), STD (SeT Direction flag), CLI (CLear Interrupt), and STI (SeT Interrupt).

\section*{Storing a String}

You won't find STOSB as a separate instruction in this chapter; instead, it is one of three instructions in the description headed STOS. The purpose entry tells you that these instructions (STOS, STOSB، and STOSW) copy
```

Fogure als Pat of a Test Program

```

Clear
\begin{tabular}{ll} 
MACRO & CHAR_FIELD,COLNT \\
PUSN & OI \\
PUSH & AX \\
PUSH & CX \\
HON & CX, COMNT \\
MON & AL, \\
LEA & DI, CHAR_FIELD \\
REP & STOSE \\
POP & CX \\
POP & AX \\
POP & DI \\
ENOH
\end{tabular}

\section*{Figure 8.2 The CLEAR Macm}
data from the accumulator to a destination indicated by DI and then change the setting in DI. The format tells you that only STOS requires an operand. In this case, the operand is used by the assembler to determin whether a byte or a word is being copied. The real destination for the move is always indicated by DI. Neither STOSB nor STOSW require operands; information about the unit of data copied is included in the mnemonic.

Look at the descriptions for MOVSB and CMPSB. You will find that they follow the same pattern. They are a group of three instructions, one with operands (MOVS and CMPS), one specifying a byte-size operation (MOVSB and CMPSB), and one specifying a word-size operation (MOVSW and CMPSW). In each case, the notes at the end of the description tell you that the forms without operands are preferred.

Note the difference between string stores and string moves. In a move, both the source and destination are in memory and both DI and SI change, when the instruction in repeated. In a store, only the destination is in memory and only DI changes; the source is always in the accumlator.

The string storing operations, like the string moves, are generally used with the repeat prefix (RBP). STOSB is especially useful for filling a field with spaces, like this:
```

mov CX,80
LEA DI,PRINTLINE
MOV AL,:.
REP STOSB

```

The macro in Pigure 8.2 can be used to fill any field with spaces. This or a similar macro should become part of your macro library.

\section*{Scanning a String}

SCASB is a variation of SCAS; let's look at that now. The manual says in the purpose statement that it "subtracts the destination byte or word from AL
or AX and affects the flags but does not affect the result." In other words, it compares the destination to the accumulator.

The string scanning operations have the same relationship to the string comparisons that string stores have to string moves. The source is in the accumulator, the destination is pointed to by DI, and a repeat prefix is used, either REPB or REPNE. If REPE is used, the operation is repeated as long as the destination matches the source; if REPNE is used, as long as the destination does not match the source. The operation also ends when CX \(=0\), so the instructions following the scan must check the flags to find out why it ended.

In effect, then, we use SCAS and its variations to search for a particular byte (or word) in the destination. Here's a routine that looks for the first "* in TBLEPHONE, an eight-byte field:
MOV CX, 8
MOV DI,TELEPHONE
MOV AL, -
REPNE SCASB
JE FOUND_DASH
NO DASH:...

\section*{Controlling the Direction}

All the string operations increment DI (and sometimes SI) when the direction flag, DF , is 0 , but decrement the same register(s) when DF is 1 . In effect, when DF is 0 the operation moves from left to right; when DF is 1 , from right to left.

The instruction CLD clears the direction flag; look it up. It has no operands. Its only effect is to move zero to the direction flag. A similar instruction, STD, sets DF.
\(D F\) is usually zero when the computer is turned on. If nothing happens to change it, it will stay at zero. However, sometimes you may want to reverse the string operation. Here's a routine that searches for the last nonspace character in an 30-byte NAME field:
\begin{tabular}{ll} 
MOV & CX, 30 \\
LEA & DI, MAME + 29 \\
MOV & AL.'. \\
STD & \\
REPE & SCASB \\
CLD. & NAME_BLANK \\
JOUND_LAST: \\
\(\ldots\)
\end{tabular}
2. Look up the description of \(X C H G\) and answer these questions.
A. What does XCHG do?
B. Which operand is copied first?

To where?
C. How many types of XCHG are there?
D. Which of these instructions are valid?
a. XCHG AX,DX
b. XCHG DS,ES
c. XCHG NEW_FIELD, BX
d. XCHG NEW__FIELD,OLD_FIELD

For questions 3-10, assume your program has defined these fields:
\begin{tabular}{ll} 
EMPLOYEE_NAME & DB \(30 \operatorname{DUP}(?)\) \\
EMPLOYEE_SSN & DB 9 DUP(?) \\
PRINT_LINE & DB 132 DUP(?)
\end{tabular}
and code an appropriate instruction or routine:
3. To clear PRINT__LINE (use the CLEAR macro defined in this chapter).
4. To find the first ' - ' in EMPLOYEE_SSN.
5. To find the last ' - ' in BMPLOYEE_SSN.
6. To fill EMPLOYEB_NAME with asterisks.
7. To enable interrupts.
8. To disable interrupts.
9. To fill EMPLOYEE_NAME with asterisks if EMPLOYEE_NAME is all spaces.
10. To move BMPLOYEE_NAME to the first 30 characters of PRINT_LINB and EMPLOYEB_SSN to the last 11 characters.

\section*{Answers}
1. A. purpose, remarks, and logic B. AP, CP, OF, DP, SF, 2F C. 3 D. immediate operand with accumulator; 00111100 or \(3 A H\)
2. A. exchanges the source and destination operands B. destination; to an internal register C. 2D. a,c; here's what's wrong with the others: b . segment registers cannot be operands of XCHG; d. at least one operand must be a register
Your answers to questions \(\mathbf{3 - 1 0}\) will probably not be exactly the same as mine. Be sure that yours accomplish the same results.
3. CLEAR PRINT_LINE,80
4. MOV CX,11

LEA DI,EMPLOYEE_SSN
mov AL, '.'
REPNE SCASB
JNE NO_DASH
DASH_FOUND:
. .
Did you remember to load CX, DI, and AL? Did you remember to test ZF to see why the comparison ended?
5.
\begin{tabular}{|c|c|}
\hline MOV & CX, 11 \\
\hline LEA & DI,EMPLOYEE_SSN+10 \\
\hline MOV & AL, \(\because \cdot\) \\
\hline STD & \\
\hline REPNE & SCASB \\
\hline CLD & \\
\hline JNE & NO_DASH \\
\hline DASH_ & FOUND: \\
\hline
\end{tabular}

Did you remember to load CX, DI, and AL? Did you load DI with the address of the last byte of BMPLOYBB_SSN? Did you remember to use STD and then to clear DF with CLD? Did you test ZP to see why the comparison ended?
6. MOV CX, 30

MOV AL,…
LEA DI, EMPLOYEE_NAME
REP STOSB
Did you remember to load CX, DI, and AL?
7. STI
8. CLI
9. MOV CX,30

MOV AL,'
MOV DI, EMPLOYEE_NAME
REPE SCASB
: SCANTILL FIRST NON-SPACE
JNE CONTINUE
NAME SPACES:
MOV CX, 30
mOV AL.,'
LEA DI,EMPLOYEE_NAME
REP STOSB
CONTINUE:
10. MOV CX, 30

LEA SI, EMPLOYEE_NAME
LEA DI,PRINT_LINE
REP MOVSB
STD
mov DX, 11
LEA SI, EMPLOYEE_SSN+10
LEA DI,PRINT_LINE+79
REP MOVSB
CLD
Did you remember to clear DF after the move? You could have used the MOVB macro instead, like this:

MOVE PRINT_LINE,EMPLOYEE_NAME. 30
STD
MOVE PRINT_LINE + 79.EMPLOYEE_SSN \(+10,11\)
CLD

\section*{Answers}
1. A. Assembler language format chapter; B. It permits the assembler to generate more efficient code.
2. A. Assembler language format chapter; B. SHORT
3. COMMENT! THIS PROGRAM BUILDS, MAINTAINS, AND LISTS A NAMB AND PHONB NUMBER FILB 4/17/00

DONNA N. TABLER
(Your text, as well as your delimeter, are probably different from mine.)
4. A. Purpose, remarks, and logic; adds 1 to the operand; AF, OF, PF, SF, ZF; no; 2
B. register; BX; C. 11111110 (0FBH); 11111111 (0FFH)
5. Messages appendix; operand types or sizes didn't match in a case where they must match.
6. A. Instruction summary appendix; B. Yes; DEC; 1; AF, SF, OF, PF, ZF; byte or word register or memory.
7. MOV CX,5
LEA DI, CODES
HOV AX,OFFH

REP STOSB
8. MOV CX, 30

LEA DI,ADDRESS
MOV
AX.''
REPNE SCASB
JE SPACE_FOUND
NO__SPACE:
9. HOV CX, 30

LEA DI, NAME + 29
mov AX.'.'
STD
REPNE SCASB
CLD
JE LAST_PERIOD
NO_PERIOD
10. STI
11. CLI

\section*{Computer Exercise}

Write a program called SSNPROG that will:
1. Prompt for a \(\mathbf{3 0}\)-character name
a. Fill trailing blanks in name with asterisks
2. Prompt for an 11 -character \(\operatorname{SSN}\)
a. If SSN does not have 11 non-space characters, repeat the prompt
3. Display name (including asterisks) and SSN on one line with 10 or more spaces in between
4. Repeat until no name is input (input count is 0 )

Notes: After the name is input you will need to move it to the print line before prompting for SSN. Using the instructions you have learned so far to fill the trailing blanks of the name with asterisks, it is best to fill the entire print area for name with asterisks before copying the input name. When you move the name to the print area, you will need to use the input count to control the number of characters used. This count is a byte; it cannot be moved directly to CX. If you try to use the MOVE macro with the input count for character count you will get an assembler error. There are several ways to get around this. I chose not to use MOVB, but to code the move in the program, moving 0 to CH and the input count to CL .

If you need more hints, look at the program on the next page Remember, though, that there are many correct ways to design a program. If you have thought of another way to write SSNPROG, try it.

Assemble, link, and run your program. If your source code is different from mine, but it works, take a few days away from it and then see whether it is easy to read and understand.


\section*{9}

\section*{Arithmetic}

In this chapter, you will learn the arithmetic instructions and routines. So far, our examples and praçtice programs have been limited by the lack of arithmetic instructions. When you can handle arithmetic, you will be able to write programs that cover a much wider range of situations.

MASM arithmetic operates with three types of numbers: binary. packed decimal, and unpacked decimal. (Packed and unpacked decimals are two varieties of binary coded decimals, often referred to as BCDs. If you need to review these formats, see Appendix A.) Remember that all information is stored in memory as binary digits. A string of binary digits, however, can be interpreted as a binary number, as a packed or unpacked decimal, or as a string of ASCII code characters. So far in this book, you have worked with binary numbers (signed and unsigned) and ASCII characters.

All arithmetic operations in the \(\mathbf{8 0 8 8}\) are performed using binary numbers. Special adjustment instructions are used to correct the results when the operands represent BCDs. We'll discuss binary arithmetic first and then the adjustments that are needed to work with packed and unpacked decimals.

\section*{Binary Addition and Subtraction}

The arithmetic instructions for addition and subtraction are ADD, SUB, ADC (add with carry), and SBB (subtract with borrow). Figure 9.1 presents
\begin{tabular}{|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \text { Inifruction } \\
& \text { Eprous }
\end{aligned}
\] & \[
\frac{\text { Operand }}{\text { Sizes }}
\] & \[
\begin{aligned}
& \text { Qegrand } \\
& \text { Cpeninations }
\end{aligned}
\] & \[
\frac{\text { Fleos }}{\text { Afterted }}
\] & Reparks \\
\hline ADO dest,source & Word, Byte & \begin{tabular}{l}
re9,r*g \\
rog, met \\
menirg \\
ran. mm
\end{tabular} & \[
\begin{aligned}
& \text { af, } \mathrm{CF}, \mathrm{OF} \\
& \mathrm{PF}, \mathrm{SF}, \mathrm{ZF}
\end{aligned}
\] & Adge source to dest Result in dest \\
\hline NOC dest,source & Wors, Byt* &  & \[
\begin{aligned}
& \text { AF, CF, } \mathrm{OF} \\
& \mathrm{PF}, \mathrm{SF}, 2 \mathrm{~F}
\end{aligned}
\] & Adas source and CF to dest Result in dest \\
\hline sue dest, source & Wora, byet &  & \[
\begin{aligned}
& \mathrm{AF}, \mathrm{CF}, \mathrm{OF} \\
& \mathrm{PF}, \mathrm{PF}, 2 \mathrm{FF}
\end{aligned}
\] & Subtracts source from dest hesult in dest \\
\hline SsB dest,source & Werd, 时te &  & \[
\begin{aligned}
& \text { AF, } \mathrm{CF}, \underset{\mathrm{PF}, \mathrm{OF}}{\mathrm{SF}, 2 \mathrm{~F}}
\end{aligned}
\] & Subtracts source tras dest Result in dest \\
\hline MR source & Hord, ey te & reo & CF, OF & \begin{tabular}{l}
Unsigned multiplication of \\
source and accumulator \\
Result is double source length with word operandi \\
zource multiplied or Ax \\
high-order mord of result in DX \\
low-order word of resule in AX \\
Mith byte aperandt \\
source aultiolied by AL \\
high-order byte of result in AH \\
low-order wors of result in AL
\end{tabular} \\
\hline trat source & Hord, arte & reg & CF, OF & \begin{tabular}{l}
signed eultiplication of source and accuaciator Result is dowble length af source With word eperand: \\
source multiplied by AX \\
high-order word of result in ox \\
lownorder word of result in ax \\
with bete operandi \\
source multiplied by AL \\
high-order byte of result in AM low-order word of result'in AL
\end{tabular} \\
\hline DIV source & Hors, iyte & +09 & none & \begin{tabular}{l}
unsigaed division of accumulator \\
and exteasion by tource \\
Aesult (quotiont and rmatinder) in \\
accumulator and extension \\
With mord operandi \\
high-order word of dividend in ox low-order mord of dividend in AX Quotiont in ax \\
rematinder ia DX
\end{tabular} \\
\hline
\end{tabular}


\section*{Ferse 2.1 Atthrinic Instructions}
the formats and other information for these (and other) instructions. As we discuss their use, you should refer both to Figure 9.1 and to the instructions descriptions in the manual.

\section*{ADD and SUB}

Look at ADD and SUB in Figure 9.1. You can see that the formats and operand combinations are similar to those for MOV. The operation's result replaces the contents of the destination, which is the first operand. If both operands are bytes, the result is a byte. If both are words, the result is a word. You cannot mix operand sizes. (Exception: an immediate data byte can be used with a word destination. The immediate data is converted to a word.)

How do you add or subtract two variables? Since you cannot use two address operands, you must move one variable's contents into a register. When the destination is a register you will probably want to copy the result back to memory.

In this example, BALANCE, INCOME, and OUTGO have all been defined with DW:
\begin{tabular}{ll} 
MÖV & AX, BALANCE \\
ADD & AX, INCOME \\
MOV & BALANCE, AX \\
MÖV & \\
SUB & BAL, OUTGO \\
\end{tabular}

This example uses two different techniques. The addition destination is moved to a register, and the result is moved back to the variable BALANCB. In the subtraction, the source is moved to a register, and the result is already in BALANCE when the operation ends. Both operations use a 16bit register since the variables involved are words.

Here's another example of addition. For this one, the variables ( N 1 IN2, and SUM) have all been defined with DB, so we must use an 8-bit register:
\begin{tabular}{ll} 
MOV & \(B L, I N 2\) \\
ADO & \(I N 1, B L\) \\
\(M O V\) & \(S U M, B L\)
\end{tabular}

In this example, the result is moved to a new field (SUM), not one that is used in the arithmetic. The original input variables (IN1 and IN2) are left unchanged for later use.

All six status flags are set by addition and subtraction. In this book, we are not concerned with PF. Before we continue our discussion, let's review the meanings of the other flags in the context of arithmetic operations.

Significant Flags \(\quad \mathbf{Z F}\) is set when an operation result is zero and cleared when the result is not zero. SF is set when the result's high-order bit is one and cleared when that bit is zero. This is significant in signed arithmetic where the high-order bit represents the sign. OF is set when there is a carry from or borrow to the next-to-high-order bit. In signed number arithmetic, this means that the result would not fit in the destination, but overflows into the sign bit. CF is set when there is a carry from or borrow to the high-
order bit. In unsigned arithmetic, this means that the result would not fit in the destination. AF is set when there is a carry from or borrow to the lower half of a byte; this flag is significant in BCD arithmetic.

Testing the Result After addition or subtraction either CF or OF should be tested to ensure that the result fits the destination. There are conditional jumps for this purpose. After an unsigned operation, use JC (Jump if Carry) or JNC (Jump if Not Carry). After a signed operation, use JO (Jump if Overflow) or JNO (Jump if Not Overflow). When OP is cleared, which indicates a valid signed result, you will sometimes need to know whether that result was negative or positive. For this purpose, use JS JJump if Sign set) or JNS (Jump if Not Sign set). Figure 9.2 shows the formats and other information for these conditional jumps. To find out if the result is zero, use JZ or JNZ . These instructions are equivalent to JB and JNB , which you have already learned.

\section*{Multi-Byte Numbers}

So far, we have dealt with single byte or single word binary numbers, which limits us to numbers with a range of 0 through 65535 unsigned or -32768 through 32767 signed. These are the largest numbers that can be handled by the 8088 addition and subtraction instructions. We can, however, deal with larger numbers by using multiple bytes (or words), treating each one as a digit in a larger number. Ill restrict the discussion to multiple bytes, but remember that the same principles can be extended to multiple words.
\begin{tabular}{|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \text { Instrustion } \\
& \text { Egrnal }
\end{aligned}
\] & \[
\begin{aligned}
& \text { Dearand } \\
& \text { fixeson }
\end{aligned}
\] & \[
\begin{aligned}
& \text { pererand } \\
& \text { continations }
\end{aligned}
\] & \[
\begin{aligned}
& \text { flagi } \\
& \text { afferted }
\end{aligned}
\] & gmarks \\
\hline vesmor \(t\)-1abel & - / & N* & nowe & Jumps to target if CF set \\
\hline JNC Etort-label & * & \(\cdots\) & nope & dumps to terget if cif clear \\
\hline so shart-1 abel & M & Na & none & Juaps to target if of set \\
\hline avo short-label & as & - & none & Jumgs to target if of clear \\
\hline 58 stort-1 abel & m/s & \(\cdots\) & nons & dumpe to target if SF set \\
\hline ans shart-label & a/a & \(\boldsymbol{\sim}\) & none & Juaps to target if \(\mathrm{gf}^{\text {c clear }}\) \\
\hline act & - & sone & 0 & clears CF \\
\hline STC & as & cone & CF & Bets CF \\
\hline
\end{tabular}

Foure 9.2 Miscelianeous Instructions Used with Avithmetic

Consider a variable called LIPETIME_PROFIT, which must range from \(-5,000,000\) to \(+5,000,000\). The binary equivalent of this range requires three bytes (six hexadecimal digits). You know that in a word sized field the low-order byte comes first in memory and, the high-order byte comes last. It makes sense to use that principle in all multi-byte fields for two reasons:
1. compatibility with special numeric processors that define and handie multi-byte fields this way and
2. coding simplicity, since in most cases we process the low-order byte first and high-order last.

Let's define the field and initialize it to \(2,500,000(2625 \mathrm{AOH})\) :
LIFETIME_PROFIT
DB OAOH, \(25 \mathrm{H}, 26 \mathrm{H}\)

We can look at each byte in this number as having a place value 256 times that of the byte that logically precedes it, just as each digit in a hexadecimal number has a place value 16 times that of the preceding digit. LIFETIME_PROFIT's initial value, then, can be computed like this:
\begin{tabular}{lcccc} 
byte & digits & \begin{tabular}{c} 
decimal \\
value
\end{tabular} & \begin{tabular}{c} 
place \\
value
\end{tabular} & \begin{tabular}{c} 
total \\
value
\end{tabular} \\
\hline low-order & \(0 A 0 H\) & 160 & 1 & 160 \\
middle & 25 H & 37 & 256 & 9472 \\
high-order & 26 H & 38 & 65536 & 2490368 \\
& \multicolumn{2}{c}{ Total Value } & & 2500000
\end{tabular}

Multi-Byte Addition We'll define another three-byte field, YBARLY_PROFIT, with an initial value of 0186A0H (100000):

YEARLY_PROFIT DB \(0 A O H, 86 H, 01 H\)
We add YEARLY__PROFIT to LIFETIME_PROFIT just as we would manually. Add the low-order digits first. Then, the middle digits, including any carry resulting from the low-order addition. Then, the high-order digits, including any carry from the middle position. To perform these last
two steps we use the instruction ADC (ADd with Carry). As you see in Figure 9.1, this differs from ADD in only one respect: it includes the value of CF in the addition. We can add the two numbers like this:
\begin{tabular}{|c|c|}
\hline nov & AL, YEARLY_PROFIT \\
\hline AOD & LIFETIME_PROFIT,AL \\
\hline HOV & AL, YEARLY_PROFIT +1 \\
\hline ADC & LIFETIUE PROFIT + 1,AL. \\
\hline MOV & AL, YEARLY_PROFIT +2 \\
\hline ADC & LIFETIME_PROFIT + 2 ,AL \\
\hline
\end{tabular}

What about checking for overflow? There's no need to check after the first two additions. The sign bit for the whole number is the high-order bit of the high-order byte, so the first two additions involve unsigned numbers. A carry from these bytes is not an error, since in each case the carry will be added into a higher-order byte.The third addition uses signed numbers. If OF is set by this addition, the sum does not fit in the three bytes provided for LIFETIMB__PROPIT. The last ADC should be followed by a conditional jump to an error routine such as JO TOO__BIG. If the addition uses unsigned numbers we would use JC instead of JO to check for a toolarge result from the last byte addition.

Multi-Byte Subtraction What about subtraction? Again, a special instruction, SBB (SuBtract with Borrow), uses CF if necessary to handle a situation in which a lower-order byte has borrowed from a higher one. Let's subtract the immediate data value \(120000(01 D 4 C O H)\) from LIFBTIMB_PROFIT. This time we'l be sure to include a check for overflow when the subtraction finishes. Well also test for a negative result.
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{6}{*}{} & SUB & LIFETIME_PROFIT,OCOH ;LOW ORDER BYTE FIRST \\
\hline & SBB & LIFETIME PROFIT + 1, ODAH ; MIDOLEBYTE \\
\hline & SBB & LIFETIUE_PROFIT + 2, O1H ; HIGH-ORDER \\
\hline & & BYTE \\
\hline & J0 & BELON_LIMIT \\
\hline & JS & LOSS \\
\hline
\end{tabular}

In this example, you need not move the source or destination to a register since you can subtract an immediate operand directly from an address operand.

Looping through Multi-Byte Operations If we are sure that CF is clear before the low-order addition, we can use ADC (or SBB) there also, and then the entire procedure can be coded as a loop. A special instruction, CLC, clears the carry flag. It has no operands. As you might expect a similar instruction, STC, sets CF, if you should ever need to do that. You will find these instructions in Figure 9.2.

Here's our addition routine using a loop. \{Notice the use of INC. You've seen this before, but we'll discuss it further later in the chapter.)
\begin{tabular}{lll} 
& CLC & \\
& MOV & CX, 3 \\
ADDUP: & MOV & BX,0 \\
& MOV & AL,YEARLY_PROFIT|BXI \\
& ADC & LIFETIME_PROFIT|BXI,AL \\
& INC & BX \\
& LOOP & ADDUP \\
& JC & TOO_MUCH
\end{tabular}

In this routine, CX is the loop counter. We want to add three bytes so CX is initialized to 3. BX starts at zero and is incremented each time the loop is repeated. The first time through, the bytes at YEARLY__PROFIT and LIPETIME_PROFIT are added; the second time, those at YBARLY_PROFIT +1 and LIFETIME_PROFIT +1 ; the third time, those at YEARLY_PROFIT + 2 and LIFETIME__PROFIT + 2. At the end of the third repetition, BX is 3 and CX is 0 . LOOP ends when CX is 0 .

With a three-digit operation, a loop doesn't really simplify matters; we have gone from six instructions to nine not including the conditional jump. In a longer operation, say eight or ten digits, the loop would make a big difference. The non-loop procedure requires two instructions per digit; the loop has the same nine instructions no matter how many digits are involved. Here is a macro that can be used to add multi-byte numbers:
BINARY_ADDER \begin{tabular}{lll} 
MACRO & DEST_BYTE, SOURCE_BYTE, COUNTER \\
& LOCAL & NEXT_BYTE \\
& PUSH & CX \\
& PUSH & BX \\
& PUSH & AX \\
& MOV & CX,COUNTER \\
& MOV & BX,0
\end{tabular}
```

NEXT_BYTE:

```
\begin{tabular}{ll} 
MOV & AL,SOURCE_BYTE|BXI \\
ADC & DEST_BYTE[BXI,AL \\
INC & BX \\
LOOP & NEXT_BYTE \\
POP & AX \\
POP & BX \\
POP & CX \\
ENDM &
\end{tabular}

To use this macro you must provide three parameters: the beginning address of the destination, the beginning address of the source, and the number of bytes to be added, like this:

BINARY_ADDERLIFETIME_PROFIT, YEARLY_PROFIT, 3
You may want to add this macro, or a similar one, to your macro library.

\section*{Review Questions}

\section*{When answering the review questions use these definitions:}
\begin{tabular}{llll} 
ONE_BYTE & DB & 0 & ;UNSIGNED \\
ONE_WORD & DW & 0 & ;UNSIGNED \\
BALANCE & DB & \(0,0,0\) & iSIGNED \\
TRANSACT & DB & \(0,0,0\) & iSIGNED \\
LIMIT & DW & 0 & ©UNSIGNED
\end{tabular}
1. Which instructions are incorrect? Why?
A. ADD AX,ONE_WORD
B. ADC AL,LIMIT
C. SUB AH,BALANCE
D. SBB BALANCB, 10
B. ADD BALANCB,TRANSACT
F. ADC BALANCB + 1, AL
G. SUB LIMIT,CX
H. SBB BALANCB + 2, DH
2. Match each situation with its description. Not all descriptions are used.
_ A. SF is set. a. Result of signed arithmetic fit in destination
\(\qquad\) B. OF is clear. b. Result was zeroC. ZF is clear. c. Result of unsign
\(\qquad\) D. \(C P\) is set.
d. Result of signed arithemetic was negative.
e. Result was not zero.
3. For each purpose, would you be more likely to use CLC. JO, JC, JS, or JZ?
A. To test for overflow after unsigned addition
B. To prepare for multi-byte subtractionC. To test for overflow after signed addition
\(\qquad\) D. To test for a negative result after signed addition
4. Code a macro similar to BINARY _ADDER for multi-byte subtraction.

\section*{Answers}
1. B. operand sizes don't match E. can't add 2 addresses; All of the others are correct. 2. A. d; B. a; C. e; D. c;b is not used. 3. A. JC; B. CLC; C. JO; D. JS 4. Here's my answer. You probably used different names but your logic should be about the same.
\begin{tabular}{lll} 
BINARY_SUB & MACRO & RESULT, SUBI, COUNT \\
& LOCAL & NEXT_SUB \\
& PUSH & CX \\
& PUSH & BX \\
& PUSH & AX \\
& MOV & CX,COUNT \\
& MOV & BX,O \\
NEXT_SUB: & CLC & \\
& MOV & AL,SUB1|BXI \\
& SBB & RESULTIBXI.AL \\
& INC & BX \\
& LOOP & NEXT_SUB \\
& POP & AX \\
& POP & BX \\
& POP & CX \\
& ENDM & \\
& &
\end{tabular}

\section*{Other Binary Arithmetic}

Looking at Figure 9.1, you see several other arithmetic instructions: MUL and IMUL for multiplication; DIV and IDIV for division; and three miscellaneous instructions, INC, DEC, and NBG. We'll discuss all of these.

\section*{Multiplication}

There are two multiplication instructions: MUL for multiplying unsigned numbers and, IMUL for multiplying signed numbers. (The I in IMUL stands for Integer). Addition and subtraction are the same whether the numbers involved are signed or unsigned; the only difference lies in how to interpret carries from the two high-order bits. In multiplication and division, however, you get different results interpreting OF2H, for example, as unsigned (a value of 242) rather than signed (a value of -14).

In multiplication, only the source is named in the instruction; it can be a register or address but not immediate data. The destination is always the accumulator: AL if the source is a byte, AX if it is a word. The result is twice the size of the destination. In a byte operation, the result is placed in AX. In this case AH is called the accumulator extension. In a word operation, DX is the accumulator extension; the low-order word of the result is placed in AX and the high-order word in DX.

Let's multiply WEEKS, an unsigned byte-sized variable, by seven to get DAYS, an unsigned word-sized variable. We can do it like this:
```

MOV AL,7
MUL WEEKS
MOV DAYS,AX

```
or like this:
\begin{tabular}{ll} 
MOV & \(A L\), WEEKS \\
MOV & \(B L, 7\) \\
\(M U L\) & \(B L\) \\
MOV & DAYS, AX
\end{tabular}

Now let's redefine WBEKS as a signed word-size variable and multiply it by HOURS, another signed word-size variable.

To hold the result we will need a two-word variable:
\begin{tabular}{lll} 
TOT_HOURS & DW & 2 DUP(?) \\
& MOV & AX,WEEKS \\
& MUL & HOURS \\
& MOV & TOT_HOURS, AX \\
& MOV & TOT_HOURS + 1, DX
\end{tabular}
(Note that we store the result in TOT_HOURS with the low-order word first.)

The multiplication instructions affect only CF and OF. The extended accumulator is always large enough to hold the result; it cannot actually overflow. CF and OF are set, however, if the extension has significant digits. With MUL, that means that CF and OF are set if the extension is not zero. With IMUL, they are set if the extension's bits are not all zeros for a positive number or all ones for a negative number. If you want to move a multiplication result to a field that is the same size as the original operands, you will need to check CF or OF first to make sure you don't lose significant digits. Notice that CP and OF always match after multiplication; you can test either one.

Here's an example where DAYS, HOURS, and HOURS__WORKED are all defined by DB and hold unsigned numbers:
\begin{tabular}{ll} 
MOV & AL, DAYS \\
MUL & HOURS \\
JC & TOO MANY \\
MOV & HOURS_WORKED, AL
\end{tabular}

\section*{Division}

There are also two division instructions, as you can see in Figure 9.1: DIV for unsigned numbers and IDIV for signed numbers. The dividend is contained in the accumulator and in its extension (AL and AH for byte divisions, AX and DX for word divisions). The only operand for the instruction is the source, which serves as the divisor. As with multiplication, the source must be a register or an address operand. The quotient is put into the accumulator (AL for byte operations, AX for word); the remainder is put into the accumulator's extension (AH or DX). No flags are affected by division.

What happens if the quotient won't fit into the accumulator? An interrupt of type 0 is generated. Advanced MASM programmers may provide their own routines for type 0 interrupts; the system routine provided displays an error message (divide overflow) and stops the program. How can you avoid these errors? First, always include a check for a zero divisor in the source code because division by zero always causes a type 0 interrupt. Second, when you plan the program, make sure that the quotient can fit in the ranges shown in this table:
\begin{tabular}{lll} 
& \\
Operands & Range \\
\hline Unsigned Byte & 0 through 255 \\
Signed Byte & -128 through 127 \\
Unsigned Word & & 0 through 65,535 \\
Signed Word & & \(-32,768\) through 32,768
\end{tabular}

Suppose you want to calculate average hours per day by dividing days into total hours. If days can range from 2 to 7 and hours from 10 to 250 , then average hours per day range from 1 (10/7) to 125 (250/2). Each of these figures fits into an unsigned byte. If DAYS, HOURS, and AVBRAGB are defined with DB, we can compute AVBRAGB like this:
\begin{tabular}{ll} 
MOV & AH, O \\
MOV & AL, DAYS \\
DIV & HOURS \\
MOV & AVERAGE, AL
\end{tabular}

Note that both the accumulator and its extension were initialized before dividing.

Here's another division example: we want to compute weekly cost by multiplying rate times hours and then dividing by days to get average cost per day. If hours can range from 1 to 125 and rate can go from 1 to 4 , the total cost may range between 1 and 500 . When we divide by days (from 2 to 7 ), our result will be between 0 and 250 . We can code the routine in this way:
\begin{tabular}{ll} 
MOV & AL, HOURS \\
MUL & RATE \\
DIV & DAYS \\
MOV & AVERAGE, AL
\end{tabular}

The multiplication result prepared both \(A L\) and \(A X\) for the division. Now, suppose that hours and rate are such that the total cost may go up to 1,000 .

Then, the average could range as high as 500 and cause a type 0 interrupt. We must use a word-size division to get the right result; DX will have to be initialized before the division. The revised routine looks like this:
\begin{tabular}{ll} 
MOV & AL, HOURS \\
MUL & RATE \\
MOV & DX, \\
DIV & DAYS \\
MOV & AVERAGE, AX
\end{tabular}

Both DAYS and AVERAGE now have to be defined with DW instead of DB.

When you prepare the accumulator extension for signed division you can't just move in zeros; you must copy the sign bit from the accumulator throughout the extension. Two special instructions, CBW and CWD, do exactly that. CBW extends a byte from AL through AH; CWD extends a word in AX through DX. Look up these instructions in Figure 9.2 or in the manual. Here is an example of a signed byte-size division. Note the test to avoid division by zero.
\begin{tabular}{llll} 
CHANGE & DB & \(?\) & ; RANGE IS -128 TO +127 \\
DAYS & DB & \(?\) & ;RANGE ISOTO 30 \\
AVERAGE & DB & \(?\) & ;RANGE IS -128 TO +127 \\
& CMP & DAYS, 0 \\
& JE & NO_DAYS & \\
& MOV & AL,CHANGE & \\
& CBW & \\
& IDIV & DAYS & \\
& MOV & AVERAGE,AL
\end{tabular}

\section*{INC, DEC, and NEG}

You have already seen INC used in several examples, and you looked up DEC in one of the exercises in Chapter 8 . Figure 9.1 provides a good description of each one. Each has only one operand, a destination, which may be an 8 - or 16 -bit register or address operand. INC adds 1 to the operand, DEC subtracts 1 . Both operands set five flags, but not CF. I'll stick to INC in this discussion, but you should be able to apply most of what I say to DEC also.

Why bother with INC when you could use ADD ...,1? Well, you saw one reason in the multiple-byte addition routine. By using INC, we were able to add 1 to \(B X\) without affecting CF. If we had used ADD BX, 1 , the nert loop's ADC would have used the carry from the addition to BX instead of the carry from the previous ADC.

NEG simply replaces the destination with its two's complement. The destination can be an 8 - or 16 -bit register or address operand. All six flags are set. This is the quickest way to change the sign of a number without changing its magnitude (absolute value). You will see NEG used in routines later in this book.

\section*{Review Questions}
1. Which instruction would you use for each of these purposes?
A. To multiply unsigned numbers
B. To divide signed numbers
C. To divide unsigned numbers
D. To multiply signed numbers
2. \(\mathbf{C F}\) and OF are set after a multiplication. Which statement best explains the significance of these settings?
A. The result was too large to fit into the extended accumulator. Part of the answer has been lost.
B. The result was too large to fit into the accumulator. The high-order portion of the result is in the accumulator extension; the low-order portion, in the accumulator.
C. The result was too large to fit into the accumulator. The high-order portion of the result is in the accumulator, the low-order portion, in the accumulator extension.
3. Which statements are true?
A. Multiplication and division instructions specify only one operand, the source.
B. MUL multiplies the source by the accumulator.
C. IMUL multiplies the source by the extended accumulator.
D. In a word operation, the extended accumulator is \(A X\) and BX. In a byte operation it is DX.
E. The low-order half of any multiplication result is put into the accumulator; the high-order half into the accumulator extension.
F. Before DIV, the accumulator extension must always be initialized by extending the sign from the accumulator.
G. After any division the quotient is put into the accumulator and the remainder is put into the extension.
H. INC and DEC are especially useful in multi-byte arithmetic because they affect only the carry flag.
I. NEG simply produces the two's complement of its operand.

\section*{Answers}
1. A. MUL B. IDIV C. DIV D. IMUL 2. B. 3. A, B, E, G, I

Here's what's wrong with the others: C. IMUL multiplies the source by the accumulator, interpreting both as signed numbers. D. In a word operation the extended accumulator is AX and DX; in a byte operation, AX IAL and \(A H\) ). F. Before any division, the accumulator and its extension must be initialized; this may be done by moving appropriate values into both fields. If the dividend is contained in the accumulator, the extension can be initialized by zero for DIV or by extending the accumulator sign for IDIV. H. INC and DEC are especially useful in multi-byte operations because they do not affect the carry flag.

\section*{Decimal Arithmetic}

MASM uses the same arithmetic operations for packed and unpacked decimals as it does for binary arithmetic. These operations treat all numbers in the same way. They do not distinguish between decimal and binary numbers. In the decimal formats, however, a half-byte (four bits) can only represent digits 0-9. When two of these four-bit digits are added and the result is larger than 9 an adjustment must be made so that the result reflects the correct total. Similar adjustments are required in other operations. The adjustment instructions are shown in Figure 9.3. I will discuss their use,
\begin{tabular}{|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \text { Instrustion } \\
& \text { fornit }
\end{aligned}
\] & \[
\frac{\text { Qoerand }}{\text { Sizs }(\text { en }}
\] & percing Combinationa & \[
\begin{aligned}
& \text { Elagn } \\
& \text { offected }
\end{aligned}
\] & Renarks \\
\hline AAA & n/a & none & NF. CF & Corrects AL after unpacked addition \\
\hline AAS & n/a & mone & AF, CF & Corrects AL after unpacked subtraction \\
\hline APM & N/ & mone & H, 既, 2F & \begin{tabular}{l}
Conuerts packed decimal in al tato smo unpacted decimals in AH and AL \\
Used to adjust result of unpacked deciaal meltiplication
\end{tabular} \\
\hline AAD & Na & none & PF, SF, \(2 F\) & Converts two unpacked decimals in AX inta packed decinal in AL Used to prepart dividend for for unpacked division \\
\hline DAA & a/a & nose & \[
\begin{aligned}
& \text { AF, CF, } \mathrm{PF} \\
& \mathrm{SF}, \mathrm{ZF}
\end{aligned}
\] & Corrects al after packed addition \\
\hline das & \(n / a\) & none & \[
\begin{aligned}
& \text { AF, CF, PF } \\
& S F, 2 F
\end{aligned}
\] & Corracts AL after packed subtraction \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|}
\hline Decimal & Binary & & BCD Unpacked & gCP Pasked \\
\hline 12 & \[
\begin{aligned}
& \text { e9en } 1108 \\
& \text { (0CN) }
\end{aligned}
\] & 0088 &  & \[
\begin{aligned}
& 08012019 \\
& (12 H)
\end{aligned}
\] \\
\hline 27 & \[
\begin{aligned}
& \text { ine11. } 1811 \\
& (18 \mathrm{H})
\end{aligned}
\] & 9830 & \[
\begin{aligned}
& 081000000111 \\
& (0207 \mathrm{H})
\end{aligned}
\] & \[
\begin{gathered}
\text { Sese } 1111 \\
\langle 27 H\rangle
\end{gathered}
\] \\
\hline 299 & \[
0091 \int_{\langle 1264} 1030
\] & 808040108880 & \[
\begin{aligned}
& 10818081 \text { 1081 } \\
& (028909 \mathrm{H})
\end{aligned}
\] & \[
\begin{gathered}
.9010 \begin{array}{c}
10811081 \\
(299 \mathrm{H})
\end{array}
\end{gathered}
\] \\
\hline
\end{tabular}

Figure 9.4 Binary and BCD Formats
Or, you could use the hexadecimal equivalent:
\[
\text { PACKED_FIELD DB 32H ;PACKED DCB } 32
\]
or the decimal equivalent:
PACKED_FIELDDB 50 ;PACKĖD DCB 32

The hexadecimal version is the clearest and easiest to code. An unpacked field could be initialized similarly using hexadecimal notation:
```

UNPACKED_WORDDW 0302H ;UNPACKED BCD 32

```

We could also have defined this field as two bytes:

UNPACKED_BYTE DB 02H,03H ;UNPACKED BCD 32
As usual we store the low-order byte first.
Many processors use a standard format for packed decimals. In the 8087, all packed decimals are 10 bytes long; they contain 18 digits in the low-order 9 bytes. The high-order bit of the high-order byte is a sign bit; the remaining seven bits are zeros. If you are planning files that will be used by such a processor, you may want to use this format. I will not discuss it any further. In fact, I will not deal at all with the subject of signed BCD's.

\section*{Addition and Subtraction Adjustments}

To adjust the result of unpacked-decimal addition, use AAA (ASCII Adjust for Addition). AAA assumes that the addition result is in AL. If the result is greater than 9, either the four lower bits of AL are greater than 9, or AF is
set, or both. In either case, AAA adjusts the four lower bits to show the correct decimal digit, clears the four upper bits, and sets both AF and CF.

To adjust the result of packed decimal addition, use DAA (Decimal Adjust for Addition). Again AL is adjusted but, in this case, adjustments may be made to both halves of the byte. If the lower four bits are greater than 9 or AP is set, the lower four bits are adjusted; if the upper four bits are greater than 9 or CF is set, the upper four bits are adjusted and CF is set. DAA, unlike AAA, also affects PF, SF, and ZP.

If ONE_BYTE and SUM_BYTE are unpacked decimals, then, you would need these instructions to add ONB__BYTE to SUM__BYTB:
\begin{tabular}{ll} 
MOV & AL, SUM_BYTE \\
ADD & \(A L, O N E \_B Y T E\) \\
AAA & SUM_BYTE,AL
\end{tabular}

We used AL for the destination of ADD since AAA expects to find the result there anyway. Unless this is the first step in a multi-byte addition, we would probably also want to include a JC after AAA. Then we can go to an error routine if the adjusted result is too large. If ONB_BYTE and SUM_BYTE were packed instead of unpacked decimals, the only change in the routine would be from AAA to DAA.

The subtraction adjustments, AAS for unpacked and DAS for packed decimals, are similar to the addition adjustments, as you can see from Figure 9.3.

\section*{Multi-Byte Decimals}

Multi-byte addition and subtraction are the same for BCDs as for binary numbers, except that the routines must include the appropriate adjustments following ADC or SBB. Here's a macro for multi-byte unpacked decimal subtraction:
\begin{tabular}{cll} 
SUB__UNPACKED & MACRO & RESULT, IN1, COUNT \\
& LOCAL & NEXT_SUB \\
& PUSH & CX \\
& PUSH & BX \\
& PUSH & AX \\
& MOV & CX,COUNT \\
& MOV & \(\mathrm{BX}, 0\) \\
& CLC &
\end{tabular}
```

NEXT__SUB:

```
\begin{tabular}{ll} 
MOV & \\
SBB & AL, RESULT|BX| \\
AL, IN1|BX| \\
AAS & \\
MOV & RESULT|BX|,AL \\
INC & BX \\
LOOP & NEXT_SUB \\
POP & AX \\
POP & BX \\
POP & CX \\
ENDM &
\end{tabular}

The count that is passed to this macro must be either in the form of immediate data or a word-sized variable; otherwise, MOV CX,COUNT will produce an error. BX is used to point to the bytes being operated on each time through the loop; the work is actually done in AL.

\section*{Decimal Multiplication and Division}

AAM converts an unpacked multiplication result in AL into two unpacked decimals in AH and AL. AAM is also used in routines that convert binary numbers to unpacked decimals; we'll discuss its operation in more detail than we did the addition and subtraction adjustments.

Consider this routine, where M1 and M2 are one-byte unpacked decimals:
```

MOV * AL,M1
MUL

```

If M1 \(=3\) and \(\mathrm{M} 2=7, \mathrm{AX}\) contains 21 as a binary number after the multiplication. The contents of AH are 00000000 , while AL contains 00010101. AAM actually divides AX by 10, putting the quotient (in this case 2) into AH and the remainder (1) into AL. After AAM in our example, AH contains 00000010 and AL contains 00000001 . AX, then, contains 21 as a two-digit unpacked decimal.

AAD reverses AAM; it converts two unpacked-decimal digits in AH and \(A L\) into a binary value in \(A L\) and zeros out AH. It does this by multiplying AH by 10 , adding the result to AL , and then moving zero to AH . AAD is used to prepare the accumlator for a byte division; the adjustment must be made before the division. AAD can be used any time you need to convert two unpacked-decimal digits to a binary number.

There are no packed multiplication or division adjustment instructions. If you must multiply or divide packed numbers you must convert them to unpacked decimal or binary format.

\section*{Why Use BCD?}

Unpacked decimals are similar to ASCII code for the decimal digits. In ASCII code, each digit is one byte: the low-order four bits contain the binary representation of the digit and the high-order four bits contain 0011B (3). To convert digits that are input from the keyboard in ASCII code to unpacked decimals, you need to change the high-order four bits from 3 to 0 . One way to do this is to subtract 30 H from the ASCII character. To reverse the conversion so that you can display or print arithemetic results, change the high-order four bits from 0 to 3 . For addition and subtraction, you don't even need to change the high-order bits; the unpacked-decimal adjustments (AAA and AAS) can handle ASCII characters directly. This compatibility with ASCII is the main reason for using unpacked decimals.

Figure 9.5 shows a program called ADDITION, which prompts for a number, adds it to a total field, displays the current total, and continues until no number is input. The working arithmetic fields are all unpacked decimals. The input number is restricted to five digits and the total to ten digits. The program calls a multi-byte unpacked addition macro similar to SUB_UNPACKED.

Packed decimals are usually used to save space. They take half the memory that unpacked decimals do. Also, each arithmetic instruction that involves packed decimals, handles two digits at a time instead of one. Therefore, they require only half as many operations as equivalent unpacked decimals. Some other processors handle packed decimals directly; the 8087 includes instructions that allow packed decimals to be converted to formats that are very efficient when used in the 8087's arithmetic operations. This kind of compatibility with other processors is one reason for using packed decimals in files and programs. We will not use them very much in our programs, however.

\section*{What About Decimal Places?}

So far, all the examples have used integers exclusively. How does MASM handle decimal places? It doesn't. If you are going to use numbers that involve decimal places, you must handle them in the program as if they were integers. It is up to you to keep track of how many digits in each number actually represent decimal places, to add trailing zeros if necessary
\[
\text { PAGE , } 132
\]
;
nclude maclib.lib
PROG_STACK SEGMENT STACK 'STACK
PROG_STACK SEGMENT STACK 64 DUP ('STACK ')
PROG_STACK ENDS
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our_sum
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NDATA
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IN1
SuM
\(10 \operatorname{DuP}(\theta)\)
\(1 \theta \operatorname{DUP}(\theta)\)
PROG_DATA ENDS
PROO_CODE SEGMENT 'CODE'
MAIN_PROG PROC FAR
ASSUME CS:PROG_COOE,DS:PROG_DATA,SS:PROG_STACK,ES:PROG_DATA STARTER
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OISPLAY
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END_PROG: .
RISPLAY
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MAN
Ma
ASCII_TO_UNPACKED
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REP STOSE
MON
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HON
SUB
INC
LOOP
MON
\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|l|}{INBUF, 6} \\
\hline \multicolumn{2}{|l|}{INCOUNT . 0} \\
\hline END_PROG & \\
\hline \multicolumn{2}{|l|}{ASCII _TO_UNPACKED} \\
\hline \multicolumn{2}{|l|}{SLM, IN1, 10} \\
\hline \multicolumn{2}{|l|}{UNPACKED_TO_ASCI I} \\
\hline \multicolumn{2}{|l|}{OUT MESSAGE} \\
\hline \multicolumn{2}{|l|}{NEXT_NURHER} \\
\hline \multicolumn{2}{|l|}{End Message ithen return to operating system} \\
\hline PROC & ;HOUES INPUT ASCII CHARACTERS TO ; UNPACKED OECIHAL WORK AREA \\
\hline & ;FIRST CLEAR WORK AREA \\
\hline \multicolumn{2}{|l|}{AL, 1} \\
\hline OI,IN1 & \\
\hline \multicolumn{2}{|l|}{} \\
\hline \multicolumn{2}{|l|}{CL, incount ithen comvert ascil to bed} \\
\hline BX, \({ }^{\text {cta }}\) & \\
\hline INDATALBX],30\% & - by clearing upper 4 bits \\
\hline & \\
\hline ASC1 & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline mov & CL, incount & \#NOW MOUE INPUT TO WORK AREA \\
\hline MON & SI, 0 & PUTTING LON-ORDER DIGITS \\
\hline HON & DI, CX & AT END OF WORK, AREA \\
\hline dec & 01 & \\
\hline \multicolumn{3}{|l|}{ASC2:} \\
\hline HON & AL, INDATA[SI & \\
\hline MON & [NI[DI], AL & \\
\hline INC & SI & \\
\hline DEC & DI & \\
\hline L000 & ASC2 & \\
\hline RET & & \\
\hline ASCI I_TO_LNPACKEO & EvPP & \\
\hline & & \\
\hline UNPACKED_TO_ASCII & PROC & \begin{tabular}{l}
MHOVES UNPACKED SLM TO OUTPUT \\
- AREA AND CONERTS TO ASCII
\end{tabular} \\
\hline MOU & CX,10 & IFIRST MONE SLM \\
\hline LEA & \$1,84P & ISUA HAS HIGH-ORDER FIRST \\
\hline LEA & DI, OUT_SU4*9 & 1 OUTPUT HAS HIGH-ORDER LAST \\
\hline \multicolumn{3}{|l|}{UNPI:} \\
\hline MON & AL, (8I) & \\
\hline MON & [DI],AL & \\
\hline INC & 81 & \\
\hline DEC & 01 & \\
\hline L009 & UNP! & \\
\hline MOV & 0x, 16 & INOL CONERT TO ASCIJ \\
\hline HON & BX, \({ }^{\text {c }}\) & \\
\hline \multicolumn{3}{|l|}{UNP2:} \\
\hline ADO & OUT_SUME BXI, 30 & \\
\hline INT & Ex & \\
\hline LOOP & UNP2 & \\
\hline mow & CX, 10 & \%NOW CLEAR LEADIMG ZEROS \\
\hline MON & 日x, 0 & \\
\hline \multicolumn{3}{|l|}{UNP3:} \\
\hline OPP &  & \\
\hline INE & UNP4 & IOUIT WHEN FIRST NONZERO FOUND \\
\hline How & OUT_SLM \(8 \times 3\) ) , " & \\
\hline INC & Ex & \\
\hline LDOP & 1 NP 3 & - \\
\hline \multicolumn{3}{|l|}{UNP4:} \\
\hline LNPACKED_TO_ABCII & EvDP & \\
\hline \multicolumn{3}{|l|}{\multirow[t]{2}{*}{PROS_COOE ENDS}} \\
\hline & & \\
\hline
\end{tabular}

\section*{Figure 0.5 The ADOITION Program}
for aligment for addition and subtraction, to round or truncate excess digits after multiplication, and to make adjustments for division. You must also edit printed and displayed numbers by inserting decimal points and other editing characters such as commas and currency signs in the proper places and by removing such excess characters from input numbers. The logic used in tracking and using decimal places is the same whether the arithmetic is performed manually or by a computer; we are not going to discuss it in detail in this book.

\section*{Review Questions}
1. AH contains this value: 0000011000000011 .
A. What is this value if this is a binary number?
B. What is this value if this is an unpacked decimal?
C. What is this value if this is a packed decimal?
2. Code the definition of BINCODE if BINCODE is:
A. A three-digit unpacked decimal initialized as \(\mathbf{1 7 3}\)
B. A four-digit packed decimal initialized as 8175
C. A four-digit unpacked decimal initialized as \(\mathbf{8 1 7 5}\)
3. Match each instruction with the appropriate phrase or phrases Some phrases may not be used; some are used more than once.
\(\qquad\) A. AAA
a. Used before binary arithmetic instruction
b. Tests and affects AFB. DAA
c. Affects CF
d. Adjusts packed decimals
e. Adjusts unpacked decimals
.f. Converts binary value in AL to BCD dig. its in AH, AL
g. Converts two BCD digits in AH, AL to binary value in AL
h. Adjusts decimal point after multiplication
i. Used after addition
j. Used after subtraction
k. Adjusts byte in AL if necessary
4. Code a multi-byte unpacked-decimal addition macro similar to SUB UNPACKBD. The answer is the macro that is called in ADDITION (Figure 9.5). If yours is different, try writing a program similar to ADDITION to test it.


\section*{Key Points From Chapter 9}

In this chapter, you learned the MASM arithmetic instructions and some additional instructions used to build arithmetic routines. You learned to do single and multi-byte addition and subtraction using both binary and decimal numbers and you learned to multiply and divide using binary and unpacked decimal numbers. Here are some of the main points from this chapter:
- The general format for the addition and subtraction instructions is
```

opcode dest, source

```
and the result replaces dest. The operands can be words or bytes. Dest can be a register or address operand; source can be register, address, or immediate data. The combination address,address cannot be used.
- Each of these instructions affects the status flags. SF and OF are significant after signed arithmetic, CF after unsigned arithmetic, AF in BCD arithmetic, and ZF in any arithmetic. When a significant flag is set the meaning is:
\begin{tabular}{ll} 
Flag & Meaning \\
\hline SF & Result is negative \\
OF & Result overflows allowed space \\
CF & Result overflows allowed space \\
AF & Result overflows from low-order four bits \\
ZF & Result is zero
\end{tabular}
- The addition instructions are ADD and ADC. ADC includes the original value of \(C F\) in the addition; \(A D D\) does not.
- The subtraction instructions are SUB and SBB. Both subtract source from dest. SBB also subtracts the original value of CF from dest.
- ADD and SUB are used in one-byte operations or with the low-order byte in a multi-byte-operation.
- ADC and SBB are used with the other (not low-order) bytes in multibyte operations.
- Loops can be coded using ADC, and SBB can be used with all bytes in multi-byte operations, if CLC is first used to clear the carry flag. STC can be used to set CF if this is ever necessary.
- After unsigned addition or subtraction, use JC or JNC to test the carry flag. After signed addition or subtraction, use JO or JNO to test the overflow flag and JS or JNS to test the sign flag. These tests should be made after a multi-byte operation or after the high-order byte in a multi-byte operation.
E Multi-byte numbers should be stored with the low-order byte first, high-order last.
- Division and multiplication use the accumulator and its extension. For a byte operation, \(\mathbf{A L}\) is the accumulator and AH the extension. For a word operation, AX is the accumulator and DX the extension.
- MUL is used to multiply unsigned numbers, IMUL to multiply signed numbers. Both require one operand, the source, which may be a word or a byte, a register or an address. The destination is always the accumulator (AL or AX). The result goes in the extended accumulator, with the high-order portion in the extension. CF and OP are set if the accumulator extension contains significant digits.
- DIV is used to divide unsigned numbers, IDIV to divide signed numbers. Both require one operand, the source, which may be a word or a byte, a register or an address. The source is the divisor. The dividend is always the extended accumulator. The quotient is placed in the accumulator, the remainder in its extension. No flags are affected by division.

E Before division, both the accumulator and its extension must be initialized with the dividend. If the dividend occupies only the accumulator, the extension can be initialized with zero for unsigned division. For signed division, the accumulator's sign can be extended into the accumulator extension by using CBW or CWD.
- INC and DEC each has one operand, dest, which may be a word or a byte, an address or a register. The destination is incremented or decremented according to the instruction. All status flags except CF are affected.
- NBG has one operand, dest, which may be a word or a byte, an address or a register. The two's complement of the destination replaces the destination. All status flags are affected.
- BCD values can be initialized or coded as immediate by using hexadecimal digits, since the binary codes for 0-9 are the same for hexadecimal and BCDs.
- AAA is used to adjust AL following addition of unpacked decimals. AAA places the correct unpacked-decimal digit in AL and sets AP and CP if necessary.
- AAS is used to adjust AL following subtraction of unpacked decimals. AAS places the correct unpacked-decimal digit in AL and sets AF and CF if necessary.
- DAA and DAS are used to adjust AL following addition and subtraction of packed decimals. Bach of them places two correct packeddecimal digits in AL and affects all the status flags.
- AAM is used to adjust AX following multiplication of unpacked decimals. The binary value in AL is divided by 10 ; the quotient is placed in AH and the remainder in AL. The effect is to convert the binary value in AL to two unpacked-decimal digits in AX.
- AAD is used to adjust AX before division of unpacked decimals. The value in AH is multiplied by 10 and added to the value in AL; then, AH is cleared. The effect is to convert two unpacked-decimal digits in AX to a binary value in AL.
- There are no adjustment instructions for multiplication or division of packed decimals. The packed decimals must be converted to unpacked decimals or binary for multiplication or division.
- ASCII characters can be added and subtracted like unpacked decimals if desired. The conversion between ASCII characters and unpacked decimals is also very simple. To go from ASCII to unpacked, change the upper four bits of each byte from 3 to 0 . To go from unpacked to ASCII, reverse the process.

\section*{Chapter Review Questions}

\section*{Code instructions or routines to:}
1. Add ABYTE to BBYTE. Both are one-byte binary values.
2. A. Go to BRROR_ROUTINB if an unsigned result overflows.
B. Go to ERROR_ROUTINE if a signed result overflows.
C. Go to BELOW_ZERO if a signed result is negative.
D. Go to ZERO_BALANCE if a result is zero.
3. A. Add 250 to LOW_BALANCB, a one-byte unsigned binary number.
B. Subtract 125 from DAYS, a one-byte signed number.
4. Add two eight-byte signed numbers, IN1 and IN2, putting the result in SUM. (Hint: code the addition as a loop.)
5. Subtract WITHDRAW from BALANCB; both are seven-byte unsigned numbers. If the result overflows, go to OVBRDRAW.
6. Multiply WEEKS, a one-byte unsigned binary number, by seven; store the result in DAYS, also a one-byte number. If the result is too large for DAYS go to TOO_MANY instead of storing it.
7. Multiply PRICB and QTY, two one-word signed numbers; store the result in TOTAL_PRICE, a two-word number. If the significant digits of TOTAL_PRICE won't fit in one word, go to DISP__MESS after storing the result.
8. Multiply PRICE and QTY, two one-word signed numbers; divide the result by DAYS, a one-word signed number. Save the quotient in DAILY_AVB and the remainder in RBMAIN. Make sure to include a check for a zero divisor. If DAYS is zero go to an error routine instead of performing the division.
9. Divide YBAR, a one-word unsigned number, by four. If the remainder is zero, go to LBAP__YBAR.
10. Divide TOTAL, a one-byte signed number, by three. Save the quotient in ONB_THIRD and the remainder in RBMAIN.
11. A. Add INCOMB to BALANCE and then subtract OUTGO. All three variables are five-digit unpacked decimals. Code the full routines as loops; don't use the macros developed in the chapter. If any operation overflows, go to BRROR_ROUTINB instead of continuing.
B. Repeat A using ADD_UNPACKBD and SUB_UNPACKED.
C. Repeat \(\mathbf{A}\) assuming all three variables are six-digit packed decimals.
12. Multiply M1 by M2 and move the result to R1. M1 and M2 are onedigit unpacked decimals; R1 is a two-digit unpacked decimal.
13. Divide D1, a two-digit unpacked decimal, by three. Store the result in M1 and the remainder in R1.

\section*{Answers}
1. MOV AL, ABYTE

ADD BBYTE,AL
You may have used a different 8 -bit register, or done the addition in the register and moved the result to BBYTB.

8.
9.
10.
11.
\begin{tabular}{|c|c|}
\hline MOV & AX, PRICE \\
\hline I MUL & QTY \\
\hline CMP & DAYS, 0 \\
\hline JE & ERROR_ROUTINE \\
\hline IDIV & DAYS \\
\hline MOV & DAILY_AVE, AX \\
\hline MOV & REMAIN, DX \\
\hline MOV & AX, YEAR \\
\hline MOV & DX, 0 ; INITIALIZE EXTENSION \\
\hline MOV & BX, 4 \\
\hline DIV & BX 0 . CHECK REMAIN \\
\hline CMP & DX, 0 ; CHECK REMA INDER \\
\hline JE & LEAP_YEAR \\
\hline MOV & AL, TOTAL \\
\hline CBW & ; INITIALIZES EXTENSION \\
\hline MOV & BL, 3 \\
\hline IDIV & BL. \\
\hline MOV & ONE_THIRD,AL \\
\hline MOV & REMAIN, AH \\
\hline A. MOV & CX, 5 \\
\hline MOV & BX, 0 \\
\hline CLC & \\
\hline \multicolumn{2}{|l|}{NEXT_ADD:} \\
\hline MOV & AL , BALANCE[BX] \\
\hline ADC & AL. INCOME[BX] \\
\hline AAA & \\
\hline MOV & BALANCE[BX], AL \\
\hline INC & BX \\
\hline LOOP & NEXT__ADD \\
\hline JC & ERROR_ROUT I NE \\
\hline MOV & CX, 5 \\
\hline MOV & BX, 0 \\
\hline CLC & \\
\hline
\end{tabular}

MOV AL, BALANCE[BX]
SBB AL, OUTGO[BX]
AAS
MOV BALANCE[BX],AL
INC BX
LOOP NEXT_SUB
JC ERROR_ROUTINE
B. ADD_UNPACKED BALANCE, INCOME, 5

JC ERROR_ROUTINE
SUB_UNPACKED BALANCE, OUTGO, 5
JC ERROR_ROUTINE
C. MOV CX,3 :SIX PACKED DIGITS
- MOV BX,O

CLC
NEXT_ADD:
MOV AL, BALANCE[BX]
ADC AL, INCOME[BX]
DAA AL ANCEIBXI AL
MOV BALANCE[BXI,AL
INC BX
LOOP NEXT_ADD
JC ERROR_ROUTINE
MOV CX, 3
MOV BX,O
CLC
NEXT_SUB:
MOV AL,BALANCE[BX]
SBB AL,OUTGO[BX]
DAS
MOV BALANCEIBXI,AL
INC BX
LOOP NEXT_SUB
JC ERROR_ROUTINE
12.
\begin{tabular}{lll} 
MOV & AL, M1 & \\
MUL & M2 & \\
AAM & & \\
MOV & AL, R1 & ; LOW-ORDER DIGIT FIRST \\
MOV & AH, R1 +1 & iHIGH-ORDER DIGIT LAST
\end{tabular}
\begin{tabular}{|c|c|c|c|}
\hline \multirow[t]{7}{*}{13.} & mov & BL, 3 & \multirow{7}{*}{; INITIALIZE EXTENSION} \\
\hline & MOV & AL, D1 & \\
\hline & AAD & & \\
\hline & MOV & AH, 0 & \\
\hline & DIV & BL & \\
\hline & MOV & M1, AL & \\
\hline & MOV & R1, AH & \\
\hline
\end{tabular}

\section*{10 \\ Bit By Bit}

This chapter presents instructions that test, change, and move individual bits within bytes or words. It's easy to describe these instructions and how they work, but it's not so easy to explain the reasons for using them. These bit manipulation instructions often are necessary when coding routines to perform complex functions that are beyond the scope of this book. As you gain programming experience, you will find situations in which one or another of these instructions is just what you need. In this chapter, however, I will generally discuss the "how" instead of the "why" of bit manipulation.

\section*{Logical Bit Operations}

Figure 10.1 shows the formats of the logical bit operations: AND, OR, NOT, XOR, and TEST. In other contexts, these operators are described in terms of true and false:
- If both \(A\) and \(B\) are true, then A AND B is true; otherwise A AND B is false.
E If either \(A\) or \(B\) is true, then \(A\) OR B is true; otherwise \(A\) OR \(B\) is false.
- If \(A\) is true then NOT \(A\) is false; if \(A\) is false then NOT \(A\) is true.
- If either \(A\) or \(B\) is true, but not both, then \(A\) XOR B is true; otherwise, \(A\) XOR \(B\) is false.
\begin{tabular}{|c|c|c|c|c|}
\hline Instrustion Erceat & \begin{tabular}{l}
Qoerand \\
Sixefa)
\end{tabular} & Coercand Conbinations & Elas: Affected & Retarks \\
\hline AND dest,source & Mord,tyte & \[
\begin{aligned}
& \text { reg,rag } \\
& \text { cen, reg } \\
& \text { reg, ine }
\end{aligned}
\] & \[
\begin{aligned}
& \mathrm{CF}, \mathrm{OF}, \mathrm{PF} \\
& \mathrm{SF}, \mathrm{ZF}
\end{aligned}
\] & Logical atD of bits of operands Pesult has bits set where both aperands had bits set and all other bits cleared CF and Of are cleared \\
\hline TEST dest.source & Mord, tyte & \[
\begin{aligned}
& \text { reg,res } \\
& \text { cen,reg } \\
& \text { reg, ine }
\end{aligned}
\] & \[
\begin{aligned}
& \text { cr, of, } P=2 F \\
& \text { BF, }
\end{aligned}
\] & \begin{tabular}{l}
Logical ano of bits of operands Neither aperand changed \\
CF and Of are cleared
\end{tabular} \\
\hline OR dest, source & Word, Byte & \[
\begin{aligned}
& \text { reg,reg } \\
& \text { reg,ace } \\
& \text { men, reg } \\
& \text { ren, ine } \\
& \text { men, }
\end{aligned}
\] & \[
\begin{aligned}
& C F, ~ O F, P F \\
& \text { SF, } 2 F
\end{aligned}
\] & \begin{tabular}{l}
Logical OR of bits of operands fesult in dest \\
Results apas bits cleared mbere both operands had bit clear and all other bits set CF and of are cleared
\end{tabular} \\
\hline xor sest,source & Wor, 目yte & \[
\begin{aligned}
& \text { reg,reg } \\
& r \in g, \text { mem } \\
& \text { ren,reg } \\
& \text { reg,ife }
\end{aligned}
\] & \[
\begin{aligned}
& c \mathrm{CF}, \text { of, pf } \\
& \mathrm{sF}, 2 \mathrm{~F}
\end{aligned}
\] & \begin{tabular}{l}
Logical XDe of plte of operands Result in dest: \\
Results has bits clear mere both operande had matching bit and all other bits cleared CF and Of are cleared
\end{tabular} \\
\hline Mot dest & Word, try te & ren & none & \begin{tabular}{l}
Changes each bit of operand \\
Result is dest \\
kesult has bit set where aper and lad bit cleared and bitclear where operamd had bit est
\end{tabular} \\
\hline
\end{tabular}

\section*{Figure 10.1 Logical Buy instructions}

In these logical bit operations, corresponding operand bits are compared, and the result bit is set or cleared according to the rules above, using 1 for true and 0 for false. As with arithmetic operations, when the operation ends, the result replaces the destination operand.

NOT does not affect any flags. The others, AND, TBST, OR, and XOR, affect all the status flags except AP. When ZP is set, it means the result was zero; when SP is set, it means the high-order bit of the result was set. CF and OF are always cleared by these operations.

Let's look at the instructions in detail.

\section*{AND and TEST}

AND looks at a bit position in the source and destination. If both operands have a 1 in this position, the corresponding position in the result is set; otherwise, it is cleared. The process is repeated until all bit positions in the result have been set or cleared.

You can use AND to force individual bits to be cleared. Where the source has 0 the result has 0 ; where the source has 1 , the result matches the destination. Remember the routine used in Chapter 9 to change ASCII characters to unpacked decimals by subtracting 30 H from each character? Another way to clear the upper half-byte is to use an AND, as shown:

AND dest, OFH
; \(\mathrm{OFH}=00001111\)

The lower four bits of the destination are preserved: 0 if they were already 0,1 if they were already 1 . The upper four bits are all cleared.

TEST is a special operation that performs an AND without changing the destination, just as CMP performs a subtraction without producing a result. Like CMP. TEST is used to prepare for a conditional jump, usually one that tests ZF. These instructions:
```

TEST AL,00000001B
JZ EVEN_NUNBER

```
will cause a branch to EVEN__NUMBER any time the low-order digit of AL is zero and no branch if it is 1 . In either case, the actual contents of AL are left undisturbed.

\section*{OR and XOR}

OR also looks at corresponding bit positions in the source and destination, setting the result bit if either or both operands are set, clearing the result if both operands are clear. XOR (X stands for eXclusive) sets the result bit if only one, but not both, operands are set. In other words, if the operands match, the result is clear; if they differ, the result is set.

OR can be used to force result bits to be set. Where the source has 1 , the result has 1 ; where the source has 0 , the result is unchanged. This instruction:

AL, 01H
will make sure that the low-order bit of \(A L\) is set and will leave the other bits undisturbed. Can you use it to convert unpacked decimals to ASCII, like this?

OR AL, 30H

Yes, if you're sure that the original AL had zeros in the upper half. If AL originally contained 10000000 B, this instruction would not produce a valid ASCII character since the high-order bit would remain set.

XOR forces the destination to change wherever the source is set and to remain the same wherever the source is cleared. This instruction, then:

\section*{XOR \\ AL. OFH}
causes the lower half of AL to be reversed, while the upper half is untouched.

\section*{NOT}

NOT simply changes each bit of the destination to form the result. It forms the one's complement of the destination. Remember that NBG forms the two's complement, changing each bit and then adding 1 to the result. If AL contains OPFH, NQT AL changes AL to \(\mathbf{0 0 H}\), while NBG AL changes it to 01 H . NOT does not affect any flags.

\section*{Review Questions}
1. For each logical bit operation choose the phrase which best describes its effect on an individual result bit. Not all phrases are used.
\(\qquad\) A. AND
a. Reverses value
B. TEST
b. Set only if either or both operands set
- C. OR
_ D. XOR
d. Set only if operands match
B. NOT
e. Set only if both operands set
f. Set only if operands don't match
2. Which sentences describe the effect of the AND, OR, XOR, and TBST on the flags? (More than one sentence should be chosen.) Which sentence(s) describe the effect of NOT?
A. No status flags are affected.
B. All status flags except AP are affected.
C. All status flags except AF are cleared.
D. CF and OF are cleared
B. \(\mathbf{Z F}\) and \(S F\) are set.
F. ZF and SF reflect the result.

For questions 3 through 7 code the appropriate instructions or routines.
3. Clear the upper half of BH leaving the lower half unchanged.
4. Set the upper four bits of BH leaving the lower four unchanged.
5. If bit 3 of CL is set, jump to EIGHT-BIT (count the low-order bit as bit 01.
6. Change all the bits in the upper half of DL, leaving the lower bits unchanged.
7. Change all the bits in DL.

\section*{Answers}
1. A.eB.cC.bD.fE.a; \(d\) is not used. 2.B,D,F;A 3. AND AH, OFH 4. OR BH,OFOH 5. TEST CL,08H JNZ EIGHT-BIT 6. XOR DL,OFOH 7. NOT DL

\section*{Shift and Rotate}

Figure 10.2 shows the shift and rotate instructions that move bits within a byte or word. All of these instructions move data within the destination. A right shift or rotate copies each bit to the next lowest position. The instruction determines what value is put into the high-order bit. A left shift or rotate copies each bit to the next highest position; the instruction determines what is put into the low-order bit.

\section*{Left Shift}

Part A of Figure 10.3 illustrates a 1-bit left shift. Bach bit is shifted to the left. The high-order bit replaces CF, the low-order position is filled by 0 . The SAL instruction, or its equivalent SHL, produces such a shift. You can use this instruction to multiply a binary value by 2 , just as in decimal arithmetic you can multiply by 10 if you shift digits to the left and insert a trailing 0 . If \(C F\) is set, the multiplication has overflowed; the result is too large for the original destination. OF is set if the new CF does not equal the new high-order bit. What does this mean? It means that the high-order bit
\begin{tabular}{|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \text { lnstruction } \\
& \text { Eornas }
\end{aligned}
\] & \[
\frac{\text { QReriand }}{\text { Sine }}
\] & \[
\begin{aligned}
& \text { goersagd } \\
& \text { Comanationa }
\end{aligned}
\] & \[
\begin{aligned}
& \text { Elans } \\
& \text { Affested }
\end{aligned}
\] & Benatks \\
\hline sal dest,count Sth deat.count & word, Brip &  & \[
\begin{aligned}
& \text { CF, OF, PF } \\
& \text { SF, }
\end{aligned}
\] & \begin{tabular}{l}
Each bit of dest shifted to left Result is dest \\
CF = origianal high-order bit. Lew-erder bit \(=\) I Original Cf lost \\
kotation repeated count tiass Of set if man thighorder bit f don't antel wow Cf and cosat = 1
\end{tabular} \\
\hline SAR dest, count & Word, ©r te & re0, 1 men, 1 reg,CL men, CL & \[
\begin{aligned}
& \text { CF } \\
& 8 F ; \\
& \hline
\end{aligned}
\] & \begin{tabular}{l}
Each bit of dest shlfted to right Result ie dest \\
CF \(=\) original law-order bit \\
Migh-order, bit unchanged \\
Original cf tost \\
Motation rapasted count tiacs \\
of set it anm algh-order 2 bits \\
doe't match and coont \(=1\)
\end{tabular} \\
\hline SHR dest,couat & Hord, Byte & \[
\begin{gathered}
r e g, 1 \\
\operatorname{cosen}, 1 \\
\mathrm{ren}, \mathrm{cL}
\end{gathered}
\] & \[
\underset{8 F}{C F}, \frac{\mathrm{OF}}{2 \mathrm{~F}}, \mathrm{PF}
\] & Each bit of dest chifted to right Result in dest CF = original lamorder bit Migh-order blt Original cF lost Rotation ropeated count times of set if man migh-order 2 bits don't eatct and count \(=1\) \\
\hline RCL dest.cowat & Word, By te & reg. 1 00en, I res, CL en.Cl & CF, OF & \begin{tabular}{l}
Each bit of dett atifted to left Result in dest \\
CF = original iligh-order bit Low-erder bit = original cf Rotation repeated count times of cet it iligh-order 2 of ts of original dest net eatehed and count \(=1\)
\end{tabular} \\
\hline RCR dest,count & Word, byte &  & CF, of & \begin{tabular}{l}
Eacm bit of dest shifted to right Result in deat \\
CF = origieal low-order bit High-order bit = origital CF Rotation rapeated count tiees of set if high-order 2 sits of result not matched and countel
\end{tabular} \\
\hline nol dest, count & wordibyte & reg, cosel 1 rep,a mon, Cl & CF. Of & \begin{tabular}{l}
Eack bit of dest ahifted to left \\
Result in dest \\
cF \(=\) or igiasl wigh-arder bit \\
Low-erder bite \\
Original Cf lost \\
original migh-arder bit \\
Rotation repeated count emes \\
OF set if new ligh-order bil \\
doesa't match hom \(C F\) and coment
\end{tabular} \\
\hline
\end{tabular}


\section*{Figure 10.2 Bit Moving Instructions}
has changed. If a signed number was shifted, the sign has changed and the new value is not necessarily twice the original. Suppose, for example, that AL contains 01000001 B , or 65 . A left shift changes AL to 10000010 B with CF cleared. If AL represents an unsigned number this value is 130 , but as a signed number the value is -126 . If you are using the shift for signed multiplication it has produced the wrong answer.

Notice (in Figure 10.2) that SAL has a second operand that contains a count of digits shifted. This operand can be either 1 or CL. If you want to repeat the left shift, you can put the number of positions to be shifted into CL and then code SAL with CL for the count. The shift is repeated CL times, but CL is not decremented. The meaning of OF is uncertain after a multiple shift. Also, CF will hold only the last digit shifted out. You can't tell if other significant digits have been shifted. If AL contains 01000001 B (65) and CL contains 3, then the instruction:

\section*{SAL AL,CL}
leaves CF cleared and AL with a value of 00001000B (8), whereas three multiplications by 2 should produce a value of 520 . Unless you are working with small numbers multiple shifts are not reliable for multiplication. However, you will find them useful in other ways.

\section*{Right Shifts}

Part B of Figure 10.3 shows a 1-bit right shift. Such a shift is produced by SHR with count \(=1\). Each digit shifts to the right; the low-order digit replaces CF and the high-order position is filled by 0 . This is called a logical shift, as opposed to the arithmetic shift described below. With unsigned numbers a logical right shift is equivalent to division by 2. As with the left shift, OP is set if the high-order bit changes.
A. Lefl stith (one bil) -SAL or SHL

Betore

OF
(14gh-order bit unchanged)
B. Fight shill (one bit)-Logical (SHR)

C. Right stirt (one bit)-Arithmetic (SAR)


Figure 10.3 Bit Shits
Part C shows a 1-bit arithmetic right shift. SAR is the instruction. Again, each digit shifts to the right and the low-order digit replaces CF. But, in an arithmetic right shift the high-order digit is not changed. You can use SAR to divide by 2 without changing the sign. The manual says that OF is set if the new high-order bit doesn't match the new next-to-high-order (that is, if the high-order bit changes), but it's hard to see how that can happen.

Both SAR and SHR allow multiple shifts using CL. Again, if you use multiple shifts, the value in CP is the last digit shifted out. OP is undefined after a multiple logical shift; it is always cleared by a multiple arithmetic shift.

\section*{Left Rotation}

Figure 10.4 illustrates the rotation instructions. Part A shows a 1-bit left rotation through the carry flag; the instruction is RCL. The difference between a left shift and a left rotation is in how the low-order bit is filled. In a shift, it is always filled with 0 . With RCL, the low-order bit is filled by the
A. Let flotation (one bit) through CF (RCL)

A. Right Potation (one bil) troug CF (RCR)

c. Lell frotaion (one bil) not through CF (ROL)

D. Right Rotation (one bity NOT trough CF (ROR)

Before

Aner


1 (Hight-order bit changed)

\section*{Figure 10.4 Btt fotetaions}
original value of the carry flag. If you think of the operand including CF as arranged in a circle, RCL simply moves each bit value one position in a counter-clock wise direction. If the high-order bit changes, OF is set; otherwise, it is cleared.

Part B illustrates a 1-bit right rotation through the carry flag (RCR). Each bit shifts to the right. The original CF shifts into the high-order bit, and the low-order bit goes into CR.'If RCL is a counter-clockwise rotation, RCR is a clockwise rotation. If the high-order bit has changed, \(O F\) is set.
- Part C illustrates a l-bit left rotation that does not involve CF (ROL). CF is affected; its original value is lost and its new value comes from the original high-order bit. However, that same original, high-order bit value is copied into the low-order bit. In other wards, the 8 or 16 bits of the operand rotate counter-clockwise and CF is set to match the original high-order bit. Again, OF is set if the high-order-bit has changed and cleared if it has not.

Part D shows a 1-bit right rotation, ROR, that does not go through CF. Again, CF's original value is lost. In this case, CF's new value comes from the original low-order bit and the new high-order bit also comes from the original low-order bit. All other bits move to the right. OF is set if the highorder bit has changed.

\section*{Multiple Rotations}

The rotation instructions, like the shift instructions, have a count as the second operand. If the count is 1 , one bit is rotated. For rotations of more than one bit, the count must be put into CL, and CL specified as the count operand. CL is not decremented when the instruction is executed. The setting of OF is undefined and not meaningful after most multiple rotation or shift operations. The exception is SAR, where OF is always cleared after a multipie shift.

Multiple rotations through CP (RCR or RCL) leave CF with the value of the last digit rotated out of the operand, just as multiple shifts leave CP with the last digit shifted out. A multiple rotation that uses ROL will leave CF matching the current low-order digit. After ROR is used, OP will match the current high-order digit.

\section*{Review Questions}
1. Por each instruction choose the phrases that describe its operation. There may be more than one phrase for an instruction. Not all phrases are used.A. SAL
a. Digits move left.
B. SAR
C. SHR
D. RCL
B. RCR
b. Digits move right.
c. High-order filled by 0 .
d. Low-order filled by 0 .
e. High-order filled by original CP.
G. ROR
2. What does CP contain
A. after a 1 -bit right shift or rotation
B. after a 1 -bit left shift or rotation
3. After a 1 -bit shift OF is set. What is the significance of this?
4. What is the effect on OF of a multiple shift or rotation?

\section*{Answers}
1. A. a,d B. b,g C. b,c D. a,f E. b,e F. a,i G. b,j; h is not used. 2. A. the original low-order bit B . the original high-order bit. 3. The high-order bit has changed. 4. Undefined; OF has no significance after a multiple shift or rotation.

\section*{Key Points From Chapter 10}

In this chapter you have learned five logical bit instructions and seven bitmoving instructions. You will see many of these instructions used in the next part of this book, especially in the data conversion routines. As you develop your own application programs, you will find many more occasions when you will use logical instructions to change individual bits in a byte or word, or when you can simplify a routine by shifting or rotating bits one or more positions. Here are some of the major points from this chapter:
- The logical bit instructions AND. TBST, OR, and XOR have the general format

\section*{opcode dest, source}
- Legal operand combinations are the same as for MOV. The operands may be bytes or words, as long as they match. (Exception: an immediate data byte can be used with a word register or address operand.)
- The logical bit instruction NOT has only one operand, an 8-or 16-bit register or address operand.
- These instructions, AND, TEST, OR, XOR, and NOT, use the corresponding operand bits to affect the result bit in the same position according to the rules listed on the following page.

INSTRUCTION
AND
TEST
OR
XOR
NOT

RULES
If both operands set, result set.
Otherwise, result clear.

\section*{Same as AND.}

If either or both operands set, result set. If both clear, result clear.
If operands don't match, result set. If both set or both clear, result clear. If operand set, result clear.
if operand clear, result set.
- NOT does not affect any flags. Bach of the other logical bit operations (AND, TEST, OR, and XOR) clears CF and OF and changes SF, 2F, and PF to reflect the result.
- The result of TBST is not saved. The result of each of the other logical bit operations (AND, OR، XOR, and NOT) replaces the destination.
- AND can be used to force bits to be cleared. Each bit cleared in the source will be cleared in the result.
- OR can be used to force bits to be set. Each bit set in the source will be set in the result.

E XOR can be used to force bits to be changed. Bach bit set in the source will be changed in the result.
a The shift and rotate instructions have the general format:
opcode dest, count
- Dest is a register or address operand, either 8 - or 16 -bit. Count is either 1 or CL. When bits are to be moved one position within dest, count should be 1 . For multiple moves, CL should be loaded with the number of moves and count should be CL.
- On a left 1-bit shift or rotation, each bit shifts to the next high-order position. The high-order bit is copied to CP. The low-order bit is filled as follows:

\section*{INSTRUCTION}

\section*{SAL, SHL}

ROL
RCL

\section*{LOW-ORDER} 0
- original high-order bit value original CF
- On a right 1-bit shift or rotation, each bit shifts to the next low-order position. The low-order bit is copied to CF. The high-order bit is filled as follows:
\begin{tabular}{ll} 
INSTRUCTION & HIGH-ORDER \\
SHR & 0 \\
SAR & unchanged \\
ROR & original low-order bit value \\
RCR & original CF
\end{tabular}
- After any 1-bit shift or rotation \(O F\) is set if the value of the high-order bit has changed.
- A multiple shift or rotation repeats the 1-bit operation as indicated by CL. CL is not decremented. OF is not significant after a multiple shift or rotation.

\section*{Chapter Review Questions}

For these questions, code the appropriate instructions or routines.
1. Clear the two low-order bits of AL.
2. Set the two low-order bits of AL.
3. If the lower-order bit of AH is \(0, g o\) to EVEN__NUMBER.
4. Change each of the upper four bits of \(D H\).
5. Move each bit of BL three positions to the right, putting zeros in the high-order position.
6. Move each bit of SI four positions to the left, filling the low-order bits from CP.
7. Move each bit of \(\dot{A} H\) one position to the right, keeping the sign bit unchanged.
8. Move each bit of AH two positions to the left, filling the low-order bits with 0 .
9. Move each bit of BX one position to the left, filling the low-order bit from the original high-order bit.

\section*{Answers}
\begin{tabular}{lll} 
1. & AND & AL,0PCH \\
2. & OR & AL,03H \\
3. & TEST & AH,01H \\
& JZ & BVEN-NUMBER \\
4. & XOR & DH,0POH \\
5. & MOV & CL,3 \\
& SHR & AL,CL \\
6. & MOV & CL,8 \\
& RCL & SI,CL \\
7. & SAR & AH,1 \\
8. & MOV & CL,2 \\
& SAL & AH,CL or SHL AH,CL \\
9. & ROL & BX,1
\end{tabular}

\section*{PART \\ 2 \\ Reference Routines}

In the first part of this book you learned to use Macro Assembler to write programs. When you begin to plan your own programs, though, you will find that you need more than a list of instructions in order to do what you want.

How do you convert a binary number to ASCII so you can display a total or a page number? How do you use the printer? How do you store and retrieve data from disk files? Can your MASM program read files written by BASIC? These problems, and others like them, can't be solved by learning new MASM instructions. They are handled using instructions you already know. However, you must have additional information about such instructions as the IVO interrupt that sends characters to the printer.

This part of the book presents information that you need in order to handie some common situations in MASM programs and provides sample routines for them. Many of the samples are presented as macros that you can incorporate into your own libraries.

Since this part of the book presents reference material rather than actual instruction in MASM, I won't provide review questions or summaries. Occasionally, I will suggest a program to use and test the material being covered.

\section*{11}

\section*{Data Format Conversions}

Four major data formats are used in MASM: binary, packed decimal, unpacked decimal, and ASCII. In this chapter I will discuss conversions between some of these forms, leaving other conversions for you to code for yourself.

\section*{ASCII and Unpacked}

Most input and output data are in ASCII characters. Numeric data in ASCII is stored with the high-order digit first, and the low-order, last. Although we can add and subtract ASCII digits as if they were unpacked decimals, the arithmetic and other macros expect unpacked decimals to be stored low-order first. The conversion routine is simply a matter of moving digits from one place to another, clearing the upper four bits of each byte as we go. Figure 11.1 shows our routine coded as a macro. Calling the macro requires naming the destination (the unpacked number), the source (the ASCII variablel, and the count of digits to be converted. Move each ASCII character to AL, clear the upper four bits, and move the result to the appropriate place in the unpacked decimal. The last ASCII character becomes the first unpacked digit, and so on.


Figure 11.1 ASCI to Unpacked
You may want to amplify this macro by adding a check for nonnumeric characters. If a comma, decimal point, or currency sign shows up in the ASCII field, just skip over it. You may want special handling for other nonnumerics also.

The reverse situation, conversion from unpacked decimals to ASCII, is pretty straightforward also. Try coding your own solution before you look at the macro in Figure 11.2.


Figure ti. 2 Unpecked to ASCll
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{2}{*}{PACKZUNP MACRY LOCAL} & \multicolumn{2}{|l|}{UNPNUM, PACKNUM, O1GITS} \\
\hline & NEXT_DSGIT, PZU_DONE & \\
\hline PUSH & AX & \\
\hline PUSH & cx & \\
\hline PUSH & OX & \\
\hline PUSH & SI & \\
\hline Push & OI & \\
\hline MON & DX, DIGITS & IDX HOLDS COUNT OF UNP OIGITS \\
\hline MON & S1,0 & ILOW-OROER PACKEO GYTE \\
\hline HOW & DI.e & ILOW-ORDER UNPACKED DIGIT \\
\hline \multicolumn{3}{|l|}{NEXT_DIGIT:} \\
\hline AND & AX, \({ }^{\text {a }}\) & \\
\hline MON & AL, PACINUMI S1] & - \\
\hline MOV & CL, 4 & \\
\hline SHL & AX,CL & \\
\hline SHR & AL, CL & \\
\hline MON & UNPNUMEDIJ, AL & :LOW-ORDER DIGIT FROM BYTE \\
\hline INC & OI & \\
\hline DEC & DX & \\
\hline J2 & PZULDONE & \\
\hline MON & AH, UNPNUMITOII & IHIGH-ORDER DIGIT FROM BYTE \\
\hline DEC & DX & \\
\hline J2 & P2U_DONE & \\
\hline INC & SI & . \\
\hline JMP & NEXT_DIGIT & \\
\hline \multicolumn{3}{|l|}{PZULOONE:} \\
\hline POP & 01 & \\
\hline POP & SI & \\
\hline POP & DX & \\
\hline POP & cx & - \\
\hline pop & AX & . \\
\hline ENOM & , & \\
\hline
\end{tabular}

Figure 14.3 Packed to Unpecked

\section*{Packed and Unpacked}

Converting packed to unpacked data is mostly a matter of moving a byte of packed data to a register and splitting it into two bytes, which are then copied back to the unpacked data field. Figure 11.3 shows a macro that can do this for any number of packed bytes. The count passed to the macro as DIGITS is the number of unpacked digits-twice the number of packed bytes.

In this macro we assume that the packed data is in the standard form of two low-order digits first and two high-order last. Also assume that the unpacked data will be low-order first as well. Notice the use of SHL and SHR in this macro. Let's look at how it works. If AX contains zero and AL is then loaded with 32H, AX's bits will look like this: 0000000000110010. SHL moves all of AX four bits to the left so it looks like this: 000000110010 0000 . Then, SHR is used to shift the lower byte four bits to the right, leaving AH unchanged; now AX is 0000001100000010 . AH contains \(3 H\), AL
contains 2 H . We have split the two packed digits into two unpacked digits in AH and AL. Now all that remains is to move AL and AH to the appropriate places in the unpacked number.

Why did we use DX instead of CX for the count in this routine? In the first place, we need CL for the shift count. We could get around this by PUSHing CX before the shifts and POPping it after. Notice, however, that we process two digits in every loop; you will find DEC DX two places. A LOOP using CX would only decrement CX once.

\section*{Unpacked to Packed}

Converting from unpacked to packed is not quite the reverse of converting from packed to unpacked. For one thing, the unpacked decimal may have an odd number of digits, in which case we will need to fill our highest-order packed digit with 0 . Figure 1.4 contains our version of a macro for this conversion. Again, DIGITS refers to the number of unpacked bytes. Basically, the macro puts an unpacked digit into AL, shifts it into the upper four bits, and then adds the next digit to AL so that it goes into the lower four bits. This works because the unpacked decimal's upper four bits will

always be zero, as will the lower four bits of \(A L\) at this point. Nothing will be added or carried to the upper four bits. Work out a few examples for yourself and see. Notice that SI, the pointer to the unpacked digits, has to be increased by 2 every time the loop repeats. We pick up two unpacked digits each time. Again, we use DX instead of CX for reasons similar to those for the preceding routine.

\section*{Unpacked and Binary}

To convert unpacked to binary, multiply each unpacked digit by an appropriate power of 10 (the proper power depends on its place value) and then add the result into the binary number. This is easy to accomplish manually but in MASM it's much simpler to use the logic followed in the macro in Figure 11.5. Here, the high-order digit is added to the binary number, the binary number is multiplied by 10 , the next high-order added, the entire number is multiplied by 10, and so on until the low-order digit is added and not multiplied. If you work it out on paper, you will see that the same effect has been achieved. Bach digit has been multiplied by the nth power of 10 , where \(n\) is the number of digits of lower-order.

In our macro we have restricted ourselves to a one-word binary value, requiring exactly five decimal digits. You may want to think about changing the macro to allow for more or fewer digits or to check that a five-digit number is within the one-word range.


The problem of converting from binary to unpacked is again a matter of tens. We divide the binary digit by 10 , and the remainder is the low-order decimal digit. We repeat the division to find the next digit. We could stop after four divisions and use the fourth quotient as the high-order digit, but it's simpler to code when we just loop through five times using the remainder each time. Our macro is in Figure 11.6. Try coding your own before you look at this one, or you may want to improve on this by allowing for binary values of more than one word.

\section*{Other Conversions}

What about going between ASCII and binary? ASCII and packed? Packed and binary? You can do any of these things by combining macro calls, as in:
```

ASC2UNP
UNPACK, ASCI 1,10
UNP2PACK
PACKED,UNPACK,10

```

If you frequently have use for one or more of these conversions write your own routines using ours as a guide.

\section*{Testing the Conversion Macros}

Figure 1.7 contains a short program that has no purpose except to test the six conversion macros shown in this program. I stored the macros in CONVLIB.LIB. I included addition routines in some spots just so you could


Floure T1. 6 Einary to Unpecked
```

%
PROG_STACK SEGMENT STACK 'STACK
PROG_STACK ENOS
MAIN_PROG ASSUME
START
STI
CLS
mainloor
CALL
NNE
CONT:
ADCOUNPACKEO
ANP2PACK
ADD
ADC
UNUMEER,PNUMOER,S
AOD_UNIN
ADD
OINZUNP
ADO_LNPAC
LNPP2ASC
M18P
ENO_PROOI
MAINLPROB ENDP
BETMMAEER PROC
OISPLAY
JE CMP

```
age ..... 132
- include maclib.lit
nClude conerib.lib
include equlib.lie
```

IMBUF,6
BET!

```
```

INP INCOCNT,S
GET1:
GETNUMOER ENDP
PROO_CODE
END
Figure n1.7 Conversion Test Program

```
see that data actually went in and got changed. The program reads a fivedigit number, manipulates it through six conversions with several additions along the way, and displays the updated number on the screen. The updated number is nine more than the original input. You should enter the conversion routines into your system as a macro library; you may also want to include the test program from Figure 11.6. If you try the program out, make sure that both the original and the updated number fit in the unsigned one-word range.

\section*{12}

\section*{I/O Interrupts}

\section*{,}

You have learned to use interrupt 21 H to read from the keyboard and display character strings on the CRT. You have also written a few macros using BIOS interrupt 10 H to control certain video functions. In this chapter I will discuss some other functions of these interrupts as well as some other BIOS interrupts. III discuss keyboard, printer, CRT, and communications VO, as well as functions to get and set the date and time.

\section*{BIOS and DOS Interrupts}

As you know, an interrupt transfers control to a routine that is provided as part of BIOS or DOS. Most interrupt routines are part of BIOS. Interrupts 20 H through 3FH are reserved for DOS routines. Not all of the DOS interrupts were available in DOS 1.0; many were implemented in later versions. In some cases you can choose between a DOS or a BIOS interrupt to perform similar functions. You can write one character on the printer, for example, using function 5 of DOS interrupt 21H or function 0 of BIOS interrupt 17H. Which is best? IBM recommends using DOS functions whenever possible. We will follow that recommendation, but in a few cases we must use BIOS functions. Function 2 of interrupt 17 H , for exam. ple, reads the printer status; there is no equivalent DOS function.

You will find all of the DOS interrupts described in an appendix of your DOS manual. We are interested in DOS 21 H only. You will find its functions listed in the same appendix following the list of interrupts. The
function descriptions begin at a section labelled FUNCTION CALLS. In this chapter and in the next two, we will describe many 21 H functions. You should be able to learn the others from the manual if you need them.

What about the BIOS interrupts? We will teach you only a few of them in this chapter; there are many more. They are found in the IBM Technical Reference Manual, but they are not easy to find or interpret. You should be able to handle most I/O using DOS. If you need functions that DOS does not provide and that are not covered in this chapter, such as graphics or sound control, consider programming in a high-level language.

\section*{Reading From the Keyboard}

Pigure 12.1 summarizes the keyboard interrupts that will be discussed in this chapter. You have learned to use function 0AH of interrupt 21H to read a string of characters ending with CR \((0 \mathrm{DH})\) from the keyboard into a program-defined input buffer. Your program must specify the maximum number of characters to be read, including CR, in the buffer's first byte.
\begin{tabular}{|c|c|c|c|c|c|}
\hline In grat 10 & \[
\begin{aligned}
& \text { Use } \\
& \text { 道 }
\end{aligned}
\] & \begin{tabular}{l}
Function \\
(1) ent
\end{tabular} & Other Prapgration Recuired & \multicolumn{2}{|l|}{Bentlis mad menarka} \\
\hline Read ene character oith ecte and Ctri-Areak check & 21H & 1 & mons & Caar & acter in ML \\
\hline Road ene chmectery no ecto and no ctrl-break check & 21\% & 7 & asos & Clara & acter in al \\
\hline Read one sharscteri as ecto but Ctet-brect cmeck & 214 & - & nons & Char & acter in al \\
\hline nese strimg eeding with cm & 219 & \(\cdots\) & Wiffer ofteritin ax Max. cbar (inc. Ca) in first byte of botter & & t of char. resed in ast lec. Cal in second buffer byte acters (iac. CB) art at third byte \\
\hline Chect if enerecter wallable in teybaard buffer & 214 & 0 00 & aone & & \[
\text { troed, } A L=O F F H
\] \\
\hline cleme butfor and call anothor fuactien & 210 & 000 & Function \(A\) in \(A L\) (1, 4, 7, 0, or a) & & mats on second nction called \\
\hline Get werbened atatus byte & 14H & 2 & nome & Brte & in AL \\
\hline - & & & & \[
\begin{gathered}
18 \\
7 \\
4 \\
5 \\
4 \\
3 \\
2 \\
1 \\
4
\end{gathered}
\] & Hoasing if set 1nsert on Cape Lock on Man Lock on Seroll Lask On alt Key Presceed ctri Ker Pressed Lett milte Prested Rigt simiti - \\
\hline
\end{tabular}

Froure 12.1 Keyboardwo

Preparation for calling the interrupt includes putting the function number in AH, as with all interrupts; putting the buffer's offset into DX; and putting the character count into the buffer's first byte. The interrupt routine puts the count of characters actually read (not including CR) into the second buffer byte; the characters themselves (including CR) are copied into the buffer starting at the third byte. Notice that since the character count must fit into one byte, the maximum number of characters that can be read is 254 (not including CR).

\section*{Single-Character Input Functions}

Several functions of 21 H read a single character, putting it into AL. I will discuss three of them: functions 1,7 , and 8 . Preparation for each of these functions consists simply of putting the function number into AH. Function 1 echoes the character on the CRT and checks to see if you pressed CtrlBreak. If Ctrl-Break is pressed, interrupt 23 is automatically called and ends your program. Function 7 of 21 H does not echo the character or check for Ctrl-Break. Function 8 of 21 H checks for Ctrl-Break, but does not echo; it is similar to BASICs INKEYs.

\section*{Clearing the Keyboard Buffer}

Characters typed on the keyboard are actually put into a 15 -character keyboard buffer. Characters read by functions \(1,7,8\), or 0AH are really taken from this keyboard buffer. If the keyboard buffer is empty when a character is needed, the program will pause until one is available.

Punction 0 CH of 21 H clears the keyboard buffer and then performs the function whose number has been placed in AL. This second function may be 1, 6, 7, 8 or OAH. (1 don't cover function 6 in this book.) Using function 0 CH prevents you from accidentally or intentionally typing a key before the program is waiting for one.

Here is a routine using 0 CH :
\begin{tabular}{ll} 
DISPLAY & KEY_PRESS_PROMPT \\
MOV & AH, OCH \\
MOV & AL,O8H \\
INT & \(21 H\)
\end{tabular}

KBY_PRESS_PROMPT is a message such as "press any key to continue". You could use this routine to force a program pause so the user can read a display before the screen is cleared. Notice that the actual input function is 8, which does not echo the typed character, but does check for Ctrl-Break.

If you don't want the user to be able to end the program at this point, you could use function 7 instead of 8.

\section*{Checking for a Key}

Function 0BH of 21 H simply checks to see if a key has been pressed. If a character is available, the function puts 0 FFH into AL ; otherwise, 00 . The function does perform a Ctrl-Break check; interrupt 23 is called if CtrlBreak is detected. Otherwise, the character is not read and it remains in the keyboard buffer. To read a character you will need to use functions 1,7 , or 8. You could use 0BH to end a loop, telling the user to press any key to stop the current operation and continue the program, like this:

NEXT TIME:
\begin{tabular}{|c|c|}
\hline DISPLAY & HOW_TO_STOP \\
\hline & \begin{tabular}{l}
; operation such as \\
; displaying adot
\end{tabular} \\
\hline MOV & AH, OBH \\
\hline INT & 21H \\
\hline OR & AL, 0 ; IS AL ZERO? \\
\hline JZ & NEXT_TIME \\
\hline
\end{tabular}

\section*{Checking Keyboard Status}

Interrupt 16H, a BIOS interrupt, also deals with keyboard operations. Two of its functions, 0 and 1 , deal with reading a character and determining if a character is available, which you already know how to do using DOS functions. Punction 2 of 16 H , however, is unique. It reads n hyte of keyboard status information, called KBPLAG, into AL. Bach ef the eight bits in this byte describes the status of a particular key. The description of interrupt 16H, function 2, in Pigure 12.1 includes a table that shows the meaning of each bit when set, and numbers the bits from high-order (bit 7) to low-order (bit 0). Notice that the two shift keys are represented by separate bits. Your program can check each bit in AL. Suppose that you need to know whether the caps lock key is on; that's bit 6. You could use this routine:
\begin{tabular}{lll} 
& \(\operatorname{MOV}\) & AH,2 \\
& INT & \(16 H\) \\
TEST & AL, 40H & \\
& JNZ & CONTINUE \\
& \(\cdots\) &
\end{tabular}

If your program requires all uppercase input, you might now prompt the user to turn on CAPS LOCK and repeat the check until you find that it is turned on.

\section*{Extended Keyboard Codes}

You know from BASIC that some keys generate a two-byte code with the first byte 00 . The function keys, for example, use these extended codes. If you read a character and find it is 00 , you need to read again to find out which of the extended-code keys was pressed. Or, if your program does not use the extended code keys, you may simply consider this an error, clear the buffer, and require the user to type another key.

\section*{Using the CRT}

Figure 12.2 summarizes the CRT for video) functions discussed in this chapter. You already know many of them. You have used function 9 of interrupt 21 H to display a string of characters on the screen; the string's end is marked by \(\$ \mathbf{~} \$ \mathbf{2 4 H}\}\). To prepare for this function, you must load the string's beginning offset into DX. There is no limit on the number of characters displayed.

\section*{Displaying One Character}

Function 2 of 21 H displays one character at the cursor position on the CRT. The character must be loaded into DL. The cursor is advanced as each character is displayed. To display more than one character you can use a loop, but you will need to know in advance how many characters are to be displayed. This function is especially useful when the characters displayed include " \(\$\) " or when, because of the way they are used elsewhere in the program, it is not convenient to end the string with " \(\$\) ". Figure 12.3 shows a macro that could be used to display any number of characters using function 2. Function 2, by the way, checks for Ctrl-Break after each character is output, so the user can end the program during this display.

\section*{BIOS Video Interrupt Functions}

Interrupt \(\mathbf{1 0 H}\) is the BIOS interrupt for video (CRT) functions. It has 15 functions but we will deal with only six of them in this book.

Setting the Video Mode Function 0 sets the video mode for the color/graphics adaptor; in BASIC, this job is done using a combination of
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WIDTH and the first two parameters of the SCRRBN statement. As Figure 12.2 shows, there are seven possible modes. The mode number must be placed in AL in preparation for the interrupt. The routine:
\begin{tabular}{ll} 
MOV AH, 0 \\
MOV & AL, \(1 \quad ; 40\) charcolortext
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{8}{*}{- Displas} & macro & MESSAGE, COLNT \\
\hline & LOCAL & NEEXT_CHR \\
\hline & PUSM & AX \\
\hline & PUSN & Ex \\
\hline & PuSH & CX \\
\hline & PUSH & DX \\
\hline & MON & CX,COLNT \\
\hline & MOS & EX, 0 \\
\hline \multicolumn{3}{|l|}{NPXT._CHAR:} \\
\hline & MEN & AH, 2 \\
\hline & MEN & OI. MESSAGE[ EX ] \\
\hline & INT & 21H \\
\hline & INC & EX \\
\hline & LOCP & NEXT_CHAR \\
\hline & POP & OX \\
\hline & Pap & CX \\
\hline & POP & BX \\
\hline & POP & AX \\
\hline
\end{tabular}

Figure 12.3 Display Loop Macro
is the equivalent of the BASIC instructions:

\section*{1000 WIDTH 40 \\ 2000 SCREEN 0.1}
while using mode 5 (medium resolution \(\mathrm{b} / \mathrm{w}\). graphics) is equivalent to SCRBEN 1,1

Controlling the Cursor We use function 1 to turn the cursor on and off in the CURSORON and CURSOROFF macros from Chapter 5. This function also controls the start and end lines for the cursor, thereby controlling the cursor's size. As Figure 12.2 shows, the start and end line numbers go into the lower four bits of CH and CL, respectively. When bit 4 (the low-order bit of the upper four bits) of CH is set, the cursor is invisible; when bit 4 is cleared, the cursor shows up on the screen. The start and end lines can range from 0 to 13 with the monochrome board and from 0 to 7 with the color/graphics board.

We used function 2 in the LOCATB macro. Function 2 sets the cursor position. DH must contain the row and DL the column for the new position. Remember that the count for rows and columns starts with 0,0 in the upper left corner of the screen and goes to 24,79 in the bottom right. BH must contain the number of the page on which output is being written, or the active page. In the monochrome board or in the graphics mode of the color/graphics board the page is always 0 . In the color/graphics 40 -column modes, you have a choice of pages 0 through 7 ; in the 80 -column modes, 0 through 3. In this book I always use page 0 .

Functions 1 and 2 combined serve the purpose of BASICs LOCATE statement with its five parameters: row, col, cursoron, start, stop. The BASIC statement:

100 LOCATE 5, 6, 1, 5,7
turns on a three-line cursor and places it at row 5, column 6. To do the same thing in MASM you could do this:
\begin{tabular}{lll} 
MOV & CH, 5 & ;BEG INNING OF CURSOR AND TURN ON \\
MOV & CL, 7 & ;END OF CURSOR \\
MOV & AH, 1 & \\
INT & 1OH & ;DEFINE CURSOR \\
MOV & DH,4 & ;ROW5 \\
MOV & DL, 5 & ;COLUMN 6 \\
MOV & BH,0 & ;PAGE 0 \\
MOV & AH,2 & \\
INT & \(10 H\) & ;PLACE CURSOR
\end{tabular}

Reading the Cursor Position Function 3 of 10 H reads the cursor postion, like BASICs CSRLIN and POS. Once again, page number must be specified in BH. The function returns the cursor row in DH and the column in DL. CH and CL are filled with the cursor type parameters, that is, the same information that you would put into CH and CL to set the cursor with function 1. (BASIC bas no equivalent for this part of the function.)

Scrolling the Screen We used function 6, which scrolls the active page up, to write the CLS macro in Chapter 5 . It requires seven parameters passed through the registers, as shown in Figure 12.2. Punction 7 is basically the same, except that it scrolls downward thereby bringing blank lines in at the top of the window.

\section*{Using the Printer}

Figure 12.4 summarizes the printer I/O interrupts. Function 5 of DOS interrupt 21 H sends one character to the printer. The character must be placed in DL. This is the only DOS printer function, and it's probably all you will need. Most printer functions, such as carriage return, form feed, underining, and so on, are triggered by characters sent to the printer as if they themselves were to be printed. These are the same characters you

send from BASIC using LPRINT CHR\$(...). One difference: in MASM you will have to send CR, or LF, or both at the end of each line. BASIC does this automatically after each LPRINT that does not end with a semicolon.

Figure 12.5 contains a macro that can be used to send a number of characters to a printer. You will have to specify the number to print and make sure to include end-of-line characters. You might want to modify this macro to look for a specific end-of-text character instead of using a count.

\section*{Printing a Character with BIOS}

BIOS interrupt 17 H , function 0 , also prints one character. In this case, however, the character goes in AL and the printer number in DX. BIOS allows for up to three printers, numbered 0,1 , and 2. If you have only one printer it will be printer 0 . A byte of printer status information is returned to AH. Well discuss this status byte when we discuss function 2 of this interrupt.

\section*{Initializing the Printer}

Function 1 of 17 H initializes the printer and returns the status byte in AH . Initializing resets all the printer options to their original values just as though you had turned the printer off and on again. You may find it useful to initialize your printer at the beginning of every program that uses it.
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{8}{*}{PRINTER} & macró & TEXT, COUNT \\
\hline & LOCAL & NEXT_CHAR \\
\hline & PUSH & AX \\
\hline & PUSH & EX \\
\hline & PUSN & CX \\
\hline & PUSH & DX \\
\hline & MON & CX,COUNT \\
\hline & MON & EX, 0 \\
\hline \multicolumn{3}{|l|}{NEXT_CHAR:} \\
\hline & M00 & Alt, 5 \\
\hline & MOV & DL,TETTEEX] \\
\hline & INT & 21\% \\
\hline & INC & EX \\
\hline & LOOP & NEXT_CHAR \\
\hline & POP & DX \\
\hline & POP & CX \\
\hline & POP & Ex \\
\hline & PGP & AX \\
\hline & \multicolumn{2}{|l|}{ENDH} \\
\hline
\end{tabular}

Figure 12.5 PRUNTER Macro

\section*{The Printer Status Byte}

Function 2 of 17 H simply reads the status byte into AH . The meanings of the bits when set are shown in Figure 12.5. Some of them may require some explanation. ACKNOWLBDGB means that the printer has sent a signal to indicate that it has received data. SRLECT means that the printer is on-line. TIME OUT means that the printer has returned BUSY signals for a long time and the system will no longer try to send it data.

\section*{Computer Exercise}

Try writing a very primitive typewriter program. Here are the steps to follow:
1. Initialize the printer.
2. Clear the screen and put a prompt on it.
3. Read and echo a character from the keyboard.
4. If the character is an extended code flike a function key), end the program. Otherwise, continue.
5. Print the character.
6. If the character was CR, add LF on both the CRT and printer.
7. Go back to step 3.
\begin{tabular}{|c|c|c|c|c|}
\hline In prater in & Use
IMI & \begin{tabular}{l}
Function \\
(18 eH )
\end{tabular} & Deher Preparstion Reaniced & Resulfi and Remarks \\
\hline Get character from ASinc & 214 & 3 & nopes & characler in AL \\
\hline Send character frion ASMC & 21H & 4 & Character in ot & a0ns \\
\hline get dite & 21H & 304 & nome & \[
\begin{aligned}
& C X=y \text { year; DH }=\text { aonth } \\
& X=\text { day }
\end{aligned}
\] \\
\hline Set dite & 21N & 284 & \[
\begin{aligned}
& C X=y \text { yort } \\
& O H=\text { monin; } X=\text { day }
\end{aligned}
\] & \begin{tabular}{l}
AL \(=1\) if ok \\
AL \(=\) OFFH if inualid
\end{tabular} \\
\hline Get tise & 214 & . 2 CH & none & Chmours; CLainutes Dutercondsipl=hund. \\
\hline Set time & 21H & 2DH & CHbluours; Cleminutes DHEAeconds; OL=hundredths & AL = if ok AL-AFFH if invalid \\
\hline Print Screot & 5 & nowe & nowe & none \\
\hline Find oos Version & 214 & 30\% & none & \begin{tabular}{l}
Major version in AL -inor in AH \\
If AL \(=\mathrm{A}\), version is pre-2.e
\end{tabular} \\
\hline
\end{tabular}

Youll find my version of this program (TYPER.ASM) at the end of the chapter. When you test your program don't worry if the first few characters typed don't print immediately. Many printers don't begin printing until their buffer is full or CR is sent.

\section*{Miscellaneous Functions}

Figure 12.6 summarizes the remaining functions discussed in this chapter: those associated with communications, date and time, screen printing, and finding out under which version of DOS your program is running.

\section*{Communications Functions}

DOS 21H function 3 receives input from the Asynchronous Communications Adapter. It waits for a character to be received and places that character in AL. Function 4 sends the character in DL to the Asynchronous Communications Adapter.

\section*{Date and Time}

Function 02AH of interrupt 21 H gets the system date. It puts the year fin binary) into CX, the month into DH, and the day into DL.

Function 02BH sets the date. To prepare for it, place the year into CX, the month into DH, and the day into DL. All three figures should be binary. The year must be between 1980 and 2099; the month, 1 to 12; and the date 1 to 31. The date is checked for range and validity; a date of \(2 / 30 / 81\) will be rejected since there is no such date. If the date is accepted, and the system date updated, the function returns 0 in AL. Otherwise, it returns \(\mathbf{O F F H}\) in AL.

Function 02CH gets the time of day as four one-byte quantities. CH has the hours (0 to 23). CL has minutes. DH has seconds and DL has hundredths of a second.

Function 02DH sets the time of day. CH, CL, DH, and DL must be prepared with the time in the same format as returned by 02 CH . If the operation is valid, \(A L\) is returned as 00 . If it is not valid, AL is returned as OFPH.

\section*{Print Screen}

BIOS interrupt 5 prints the screen. It serves the same function as ShiftPrtSc, but is started from your program instead of by the user.

\section*{DOS Version Number}

Function 30 of interrupt 21H finds the DOS version number. The major number is returned in AL, and the minor number, in AH. If AL is 2 and \(A H\) is 1 , for example, it means that your program is currently running under DOS 2.1. If AL is 0 , you can assume that a version of DOS prior to 2.0 is being used.
```

* PAGE.132 :THIS IS TYPER.ASM
;- ; THE TYPINGGROGRAM
; INELUDE EOULIB.LIE
'PROG_STACK SEGMENT STACK 'STACK'
OB SOCS STACK DUP \'STACK
PROR_DATA SEGMENT 'DATA'
jNCHAR
pROG_DATA
PROG_DATA
PROG_CODE
MAIN_PROG
SEGMENT
SEGMENT 'CODE'
PROC FAR CMES_CODE,DS:PROG_DATA,SS:PROG_STACK;ES;PROG_OATA
STARTER
ST1
MCLD NON AH,0 BINITIALIZING PRINTER
MON DX,O
17H
AH,2 DISPLAY PROMPT CHAR
MON DL,18H
INT : 2:M
INPUT_CHAR: MON AH.I :INPUT WITH ECHO AND CHECK
CHECK_CHAR: CMP AL,O IIF ANY EXTENDED CODE
ITPUT_CHAR:
MON DL,AL
INT 2IH
CMP AL,CR ICMECK FOR CR
NNE INPUT_CHAR
OL,LF ilF CR ACD LF
MON AH,S
MON AH,2 : LF ON SCREEN ALSO
MNN
INPUT_CHAR
ENO_PROO:
MAINLPROG - RET
PROS_COOE ENOS
EN
Flgure 12.7 Typing Program

```

\section*{13}

\section*{Disk I/O Using File Control Blocks}

In versions of DOS prior to 2.0, disk file handling requires the use of file control blocks (FCBs). DOS 2.0 and later versions have another way to access files that is both simpler and more flexible than the earlier one. This chapter describes file handling using PCBs. If your programs will always run under DOS 2.0 or later versions, you should not use this method. In fact, you should skip this chapter and go to Chapter 14, which covers the newer file-access method:

\section*{The File Control Block}

An FCB is a 37-byte area defined in your program's data segment. It is divided into 10 fields that contain information to be passed between your program and the DOS disk-access routines. You will find a description of the FCB and its fields in an appendix of your DOS manual. (Note: an appendix in the BASIC manual also describes an FCB; this is a special 'BASIC FCB, not the DOS PCB.) Figure 13.1 shows a MASM program's description of an PCB. WeIl discuss the fields in detail.


Figure 13.1 An FCB to NAMEFILE

\section*{File Identifiers}

The first three fields, FILE_DRIVE, FILE__NAME, and FILE__EXT, identify the file. They must be initialized before the file is opened or used.

FILE_DRIVE is a one-byte field set to 1 for Drive A, 2 for Drive B, and so on. When FILE_DRIVE is 0 , as in Figure 13.1, it tells the system to use the default drive; when the file is opened, the zero will be replaced by the default drive's file number.

FILB_NAMB is an eight-byte file name, left-justified, with trailing spaces if necessary. FILB_EXT is the three-byte file extension, left-justified, with trailing spaces. (FILE _EXT may be all blanks.)

If the default drive is \(A\) when the program runs, the description in Figure 13.1 tells DOS to use file A:NAMEFILE.DAT. Notice that there is no provision for specifying a path in the PCB.

\section*{Current Block and Record}

FILE_CURR_BLOCK and FILE_CURR_REC identify the record to be accessed by read or write operations. A block is a group of 128 records. The first block, which starts at the beginning of the file, is block 0 . Since FILB_CURR_BLOCK is one word and therefore has a maximum value of 65,535 , you can't have more than 64 K blocks in a file. Opening the file sets the current block field to 0 ; the field does not need to be defined with an initial value. Notice that the block always contains 128 records regardless of the record size; the number of bytes in a block may be different for different files.

PILE_CURR_REC can range from 0 to 127. This field identifies the current record within the current block. The 129th record in the file is record 0 of block 1 . The current record field is not initialized when the file is opened. The definition in Pigure 13.1 gives the field an initial value of 0 . You may prefer to initialize it by moving 0 to FILB_CURR_REC before the first read or write.

\section*{Record Size and File Length}

FILB_RBC_SIZB is a one-word field that identifies the size of the file's records. When the file is opened, the record size is always set to 80 H (128). If this is not the right record size, you must change it after the file is opened, but before the first read or write. All records in the file are assumed to be the same size; there is no way to indicate variable length records.

FILE_SIZB indicates the length of the file in bytes. It's a two-word field and, as usual the low-order word is the first one. This field is initialized by DOS when the file is opened and should not be changed by the program.

\section*{File Date}

The next word, FILE_DATB, indicates the date the file was last created or updated. This field is filled in when the file is opened and should not be changed by your program. The five, not four, low-order bits of the first byte contain the day of the month, a value ranging from 0 to 31 . The three highorder bits, combined with the next byte's low-order bit, contain the month ( 0 through 12). The second byte's seven high-order bits contain a value bet ween 0 and 119; add 1980 to get the actual year. Bit-by-bit, the date looks like this:
```

FILE_DATE: y y y y y y y m
FILE_DATE+1: mmmdddddd

```

This layout makes a little more sense if you think of the word moved to a register, where the first byte (FILB_DATE) would go into the high byte and the second (FILB_DATB +1 ) into the low byte. Then, numbering the register's bits from 0 (lowest) to 15 (highest), the date would look like this:
\begin{tabular}{llllllllllllllll}
15 & 14 & 13 & 12 & 11 & 10 & 9 & 8 & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
\(y\) & \(y\) & \(y\) & \(y\) & \(y\) & \(y\) & \(y\) & \(m\) & \(m\) & \(m\) & \(m\) & \(d\) & \(d\) & \(d\) & \(d\) & \(d\) \\
HIGH & & & & & & & & & & & LOW
\end{tabular}

\section*{Relative Record Number}

FILB_REL_REC, the last field in the description, is a two-word field identifying a record to be read or written by random access. If you want to read the 128 th record in the file, for example, you would set this field to 128
before calling a random read function. Remember that this field, like other multiple-word fields, expects to find the low-order word first and the highorder word last. To read record 128, set FILE__REL_REC to 128 and FILE_REL_REC +1 to 0 .

\section*{The Rest of the FCB}

The 10 bytes between FILE__DATE and FILB_CURR__REC are used by DOS. No information is provided about what they contain or how they are used. Just make sure you leave room for them in the right place in the FCB.

\section*{The Disk Transfer Address}

When a program reads a record, an area of the data-segment must be provided to hold the data read. Similarly, to write a record, the data to be written must first be placed in an area of the data segment. The datasegment address into which data is to be read or from which it will be written is called the disk transfer address, or DTA. You must identify the DTA before you can read or write any record. The records for NAMEFILB.DAT can be read into or written from this area:
LIST__NAME
LIST_ID
DB 20 DUP(' \(\left.{ }^{\prime}\right)\)
DB 12 DUP ( \({ }^{\prime}\) ')

When you read or write NAMEFILE.DAT in your program, you will use the offset of LIST__NAME as the DTA.

\section*{Opening the File}

Punction OFH of DOS interrupt 21H opens a file. DX must point to the file's PCB. The drive, name, and extension (if any) must be in the FCB before the interrupt is called.

The interrupt routine returns a status byte in AL. If AL is OPFH, the file was not found; if AL is 0 , the file was opened.

Make sure to test AL after using function OFH .
When the open is successful, the drive field is set if necessary, the current block is set to 0 , the record size is set to 80 H , and the file size and creation/update date are filled in from the directory.
\begin{tabular}{|c|c|c|c|}
\hline \multirow[t]{16}{*}{OPELFILE} & PROC & & * \\
\hline & Pusis & \({ }^{\text {ax }}\) & \\
\hline & PUSH & DX & \\
\hline & LEA & OX,FILEDRIUE & ;FIRST PYTE OF FCE \\
\hline & HON & \(\mathrm{AH}, \mathrm{BFH}\) & ;OPGN FILE FUNCTION \\
\hline & INT & 21M & \\
\hline & 08 & AL, \({ }^{\text {a }}\) & IJF AL \(=2 \mathrm{ERO}\) \\
\hline & 32 & OPEN1 & - file mas found \\
\hline & LEA & DX,FILE_DRIUE & TOTKERMIEE NEED TO CREATE IT \\
\hline & HOW & \(\mathrm{AH}^{\text {d }} 1 \mathrm{SH}^{\text {d }}\) & \\
\hline & INT & 2iH & \\
\hline & OR & AL, & ilf AX - 2ERO CREATE OK \\
\hline & 32 & OPEN1 & \\
\hline & OISPLAY & NORROMM & IJF NO RDOM IN DIRECTORY \\
\hline & now & ERROR_CODE, 1 & ISET ERROR COOE \\
\hline & \(\cdots{ }^{\text {NP }}\) & OPER2 & I AND RETUPN to main loop \\
\hline \multicolumn{4}{|l|}{OPEN:} \\
\hline & HON & FILERECLSILE, 32 & ;SET RECGRD SIIE \\
\hline & HOV & FILECURR-REC, \({ }^{\text {I }}\) & IAND CURRENT RECORD \\
\hline \multicolumn{4}{|l|}{OPEN2:} \\
\hline & POP & AX & \\
\hline & RET & & \\
\hline OPBLFILE & Evp & & \\
\hline
\end{tabular}

Figure 13.2 Opening NANEFILE

\section*{Creating a New File}

Function 16 H of interrupt \(\mathbf{2 1 H}\) creates a new file. Again, DX must point to the PCB and the file drive, name, and extension (if any) must be in the FCB before the function is called.

If the file directory lacks room for another entry, AL is returned with the value OFFH. Otherwise, a directory entry is made for a zero-length file, the file is opened, and AL is returned with 0 . Make sure you check AL after using function 16 H .

Figure 13.2 presents a routine that opens NAMEFILE.DAT if it exists; otherwise, it creates the file and opens it. If the directory has no room, an error message is displayed and an error code field is set.

\section*{Sequential Writes}

Function 15H writes a record from the area pointed to by the DTA. DX must point to the file's FCB. The record written is the one identified by the current block and record fields. Obviously a DTA must be established before function 15 H is called. This is done by function 1 AH , which sets the disk-transfer address. DX must point to the DTA.
\begin{tabular}{|c|c|c|c|}
\hline \multirow[t]{13}{*}{hrite record} & PROC & & \\
\hline & PUSH & AX & \\
\hline & PUSH & DX & \\
\hline & LEA & DX,LIST_MAME & ;SET DISK TRANSFER ADDR \\
\hline & HON & AH, IAH & \\
\hline & INT & 21H & \\
\hline & LEA & DX,FILE-DRIVE & ;WRITE FROM DTA \\
\hline & MOS & AK, 15 H & \\
\hline & INT & 21H & \\
\hline & OR & AL, 0 & ; IF AL = 0 LRITE OK \\
\hline & \(J 2\) & WRITE1 & \\
\hline & dISPLAY & URITE_FAILEO & ;OTHESUISE NOT WRITTEN \\
\hline & MON & ERROR_COOE, 1 & \\
\hline \multicolumn{4}{|l|}{WRITE 1:} \\
\hline & POP & DX & \\
\hline & POP & AX & \\
\hline & RET & & \\
\hline HRITE_RECORD & ENDP & & \\
\hline
\end{tabular}

FIgure 13.3 Writing NAMEFILE
Function 1AH does not return a status byte, but the sequential write (function 15 H ) does return one in AL . If \(A L\) is 1 , the disk is full. If \(A L\) is 2 , it means that the area between the DTA and the end of the data segment was smaller than the PCB's record size. Probably, either the record description or the FCB has an error. If AL is 0 , the write was successful and the FCB's current record (and current block if necessary) is incremented to point to the next record.

Figure 13.3 shows a routine to write records to NAMEFILE.DAT. The DTA is set every time the routine is called, but this is not necessary if the rest of the program never changes the DTA. The routine includes an error check, but it does not differentiate between the two types of write error.

\section*{Reading Sequentially}

Function 14H performs a sequential read. DX must point to the FCB. A DTA must be established before the read. The record read is the one pointed to by the current block and record fields. AL is returned with a status byte. If AL is 1 or 3, end-of-file was encountered. A status of 1 indicates that no record was found and 3, that a partial record was read and filled out with zeros. A status of 2 indicates that the area between DTA and the end of the data segment was not large enough to hold the record read. After a successful read, indicated by \(\mathrm{AL}=0\), the current block and record fields are incremented.


\begin{tabular}{|c|c|c|c|}
\hline - close_file & \begin{tabular}{l}
PROC \\
PUSH \\
PUSH \\
LEA \\
now \\
INT \\
\({ }^{6}\) \\
DISPLAY \\
MOU
\end{tabular} & \begin{tabular}{l}
ax \\
DX \\
dx.file_drive \\
An, 10 H \\
2IH \\
AL, \({ }^{0}\) \\
closel \\
baO_close \\
ERROR_CODE, 1
\end{tabular} & \begin{tabular}{l}
; IF AL \(=0\) \\
I CLOSE Has OK \\
;else error occurred
\end{tabular} \\
\hline closel: & \[
\begin{aligned}
& \text { Pop } \\
& \text { Pop } \\
& \text { REI }
\end{aligned}
\] & \[
\begin{aligned}
& D X \\
& A X
\end{aligned}
\] & \\
\hline \multirow[t]{3}{*}{open_file} & ENOP
PROC & & \\
\hline & PUSH & \({ }_{\text {ax }}^{\text {ax }}\) & \\
\hline & PUSH & OX & \\
\hline \multirow[t]{6}{*}{-} & LEA & ox.file orive AH, PFH & ; FIRST BYTE OF FCB ;OPEN FILE FINCTION \\
\hline & INT & 21 M & \\
\hline & OR & AL, \({ }^{\text {a }}\) & if AL = ZERO \\
\hline & \({ }_{\text {JIS }}{ }^{\text {display }}\) & \({ }_{\text {OPEA }}^{\text {OPD OPEN }}\) & 'OTHEANISE NOT FOUND \\
\hline & mon & ERROR-CODE, 1 & \begin{tabular}{l}
iset erron code \\
a mid Retuen to main loop
\end{tabular} \\
\hline & Nof. & OPEN2 & \\
\hline OPEM: & \[
\mathrm{mov}_{\mathrm{nON}}
\] & file_rec_size, 32 FILE_CURR_REC, 0 & ;SET RECORD SIZE ;AND CURRENT RECORD \\
\hline \multirow[t]{4}{*}{OPER2:} & & & \\
\hline & POP & DX & \\
\hline & PRP & AX & \\
\hline & REI & & \\
\hline \multirow[t]{5}{*}{operfile PRINT_LINE} & Evop & & \\
\hline & PROC & & \\
\hline & PuSh & cx & \\
\hline & Push & \({ }_{\text {cx }}^{\text {CX }}\), 44 & ;PRINT 44 CHAR \\
\hline & now & ex,0 & \\
\hline \multirow[t]{7}{*}{Printis} & & OL, DUTPUT_MEME[ ©X] & ;LOAO char into a \\
\hline & now & AH,S & ;FOR PRINT FINCTION \\
\hline & INT & 2110 & 1 AND PRINT \\
\hline & INC Loop & Ex PRINTI & iPOINT TO NEXT CMAR IAND REPEAT \\
\hline & pop & & \\
\hline & POP & cx & \\
\hline & RET & & \\
\hline \multirow[t]{6}{*}{\[
\begin{aligned}
& \text { Print_LINE } \\
& \text { REAOIN }
\end{aligned}
\]} & Gvop & & \\
\hline & Proc & & \\
\hline & push & AX & \\
\hline & Push & DX \({ }_{\text {OX, InPUT_NERE }}\) & ;SET OISK TRANSER AODR \\
\hline & HEN & AH,1AH & \\
\hline & INT & 214 & \\
\hline
\end{tabular}

Figure 13.5 (continumd)


Figure 13.5

\section*{14}

\section*{Disk I/O}

\section*{Using File Handles}

This chapter describes a method of disk \(\mathrm{I} / \mathrm{O}\) using interrupt 21 H functions that were implemented with DOS 2.0. If your programs need to run with an earlier version of DOS, you cannot use this method. If they will run only under DOS 2.0 or later, this is the preferred method of disk I/O.

\section*{How It Works}

In this method, when a file is opened it is assigned a 16 -bit number called a handle. Your program must keep track of which handle has been assigned to which file. When you read, write, or close the file you place the handle in BX before calling the appropriate 21 H function. When you read or write you also specify (in DX) a buffer address; that is, a offset in your data segment where input will be placed or from which output will be copied. Additionally, you specify in CX the maximum number of bytes to be read or written. DOS maintains a read/write pointer for each open file; this always points to the next byte to be accessed in the file. The pointer is set to 0 when the file is opened and is updated by the number of bytes actually handled by each read or write. You can also use a \(\mathbf{2 1 H}\) function to change this pointer.
\begin{tabular}{ll}
\begin{tabular}{l} 
Error \\
Code
\end{tabular} & Meaning \\
1 & Igualid function number \\
2 & File not found \\
3 & Path not found \\
1 & Too many open files (no pathe left) \\
3 & Access denied \\
6 & Invalid handle \\
12 & Invalidaccess code
\end{tabular}

Figure 14.1 Error Codes for Fibe Handio Functions

The interrupt functions for this I/O method use CF to indicate whether an operation is successful. CP is cleared when an operation is successful and set if an error occurs. When CF is set an error code is placed in AX. You can find a list of error codes in the DOS appendix that describes 21 H functions; the list is called the BRROR RETURN TABLE. The functions we describe in this chapter use only seven of these codes; Figure 14.1 contains a description of those seven codes.

Ill discuss the six most useful file handle functions in detail. Once you understand them you should be able to learn others from the DOS manual if you need them.

\section*{Create and Open}

Function 3CH creates a new file. DX must point to a string that identifies the file. The string can include the drive, path, and filename, and must end with a byte of zeros. A character string ending in \(\mathbf{0 0 H}\) is called an ASCIIZ string. In the ASCIIZ string identifying the new file, both drive and path are optional but the full filename, including any extension, is required. To create a file named NAMBFILB.DAT on the default drive and path, then, our program should include a definition like this:

NAME_FILEDB 'NAMEFILE.DAT', 0
and load NAMB_FILE's offset into DX before calling the interrupt. A file attribute must also be specified by a code in CX. A file's attribute code may mark it as a hidden file, a system file, a read-only file, a read-write file, and
so on. You will find all possible attribute codes listed in another DOS manual appendix, the DOS Disk Allocation appendix. In this book, all files are straightforward read-write files, with attribute code zero. The routine to create NAMB_FILE, then, could be:
\begin{tabular}{ll} 
LEA & DX, NAME_FILE \\
MOV & CX,O \\
MOV & AH,3CH \\
INT & \(21 H\)
\end{tabular}

The create function creates a new file or truncates an old one so that it can be rewritten. It opens the file for read/write and assigns a handle which is returned in \(\mathbf{A X}\). If the file cannot be created, CP is set and the error code is put into AX. The possible error codes are 3, 4, and 5 . (In this case access denied means either that the directory was full or that the file already exists and is read-only.) Function 3CH, then, should be followed by some type of error testing; if no error is found the file handle must be saved for later use.

An existing file is usually opened instead of re-created. Function 3DH of \(\mathbf{2 1 H}\) opens a file. Again, DX points to an ASCIIZ string identifying the file. AL contains an access code: 0 to open the file for read only, 1 for write only, 2 for read/write. We usually open our files for read/write. This routine would open the existing NAME__FILE:
\begin{tabular}{ll} 
LEA & DX, NAME_FILE \\
MOV & AL, 2 \\
MOV & AH,3CH \\
INT & \(21 H\)
\end{tabular}

Again, an error check aibuid be made. Possible error codes from this function are 2, 4,5, and 12. Access denied will usually mean that you are trying to open a read-only file for write or read/write. If the open is successful, the file handle is returned in AX and should be saved.

Figure 14.2 contains an OPEN macro which opens an existing file; if the file is not found, the macro creates a new one. To call the macro you must specify the variable that contains the filename, the variable that should contain the file handle, and a variable that can hold an error code. After using the macro you should check CF to see if the open was successful; if it was not, you can examine the error code and print an appropriate message, then end the program.


Figure 14.2 The OPEN Macto
Here's an example:


The error routine might simply display an error message that includes the error code or it might display a different message for every possible error code value.

\section*{Read and Write}

To read a file, use function 3FH of interrupt 21 H . Before you call this function. BX must contain the file handle; CX the number of bytes to read;
and DX the address into which the bytes are to be read. If we want to read 32 bytes from NAME \(\qquad\) FILE into this area:
\begin{tabular}{ll} 
LIST_NAME & DB 20 DUP (?) \\
L.IST_ID & DB 12 DUP (?)
\end{tabular}
we can do it like this:
\begin{tabular}{ll} 
MOV & BX, NAME_HANDLE \\
MOV & CX, 32 \\
LEA & DX,LIST__NAME \\
MOV & AH,3FH \\
INT & \(21 H\)
\end{tabular}

This function reads from the indicated file starting at the current location of the read/write pointer; the bytes read are transferred to the area to which DX points. Possible error returns are 5 and 6. After a successful read, the read/write pointer will be updated by the number of bytes read and \(A X\) will contain that number. This is not necessarily the number of bytes that you asked for. If you try to read from the end-of-file, for example, you may get 0 bytes. DOS does not consider this an error, so CF will be clear and no error code will be passed.

In the READ macro in Figure 14.3 we test for end-of-file; if found, we set CF and pass 100 to the error code field. This allows us to handle end-of-file like any other error after using the macro. Notice that AX is not PUSHed and POPped; its value will be changed. This is done because there may be a need to know the the number of bytes actually read even when end-of-file is not found. You'll see an example later in the chapter.

To use the RBAD macro, you must identify the variables used for the file handle and input buffer, the number of bytes to be read, and the error code field. After RBAD you should test CF for an error condition. To read a record from NAMB_FILE you could use this routine:
\begin{tabular}{ll} 
READ & NAME_HANDLE,LIST_NAME , 32, ERROR__CODE \\
JNC & READ_OK \\
CALL & ERROR_ROUTINE \\
JMP & READ_DONE
\end{tabular}


Figure 14.3 The READ Macro


\section*{Figure 14.4 Tbe WFirte Macro}

To write to a file, use function 40 H of interrupt 21 H . This is similar to the read function. BX contains the file handle; CX contains the number of bytes to write; DX contains the address of the data to be written. Possible return error codes are 5 and 6 . The read/write pointer is updated and AX
contains the number of bytes actually written; this may not be the number requested. When the full number of bytes is not written it usually means that the disk is full.

The WRITB macro in Figure 14.4 requires that you specify the file handle, buffer area, count, and error code. After a write a check is made to see if all bytes were written; if not, CF is set and an error-code of 99 is returned from the macro.

\section*{Adjusting the Read/Write Pointer}

Function 42 H of interrupt 21 H allows you to change the read/write pointer. As usual, BX contains the file handle. There are three methods of changing the pointer; the method is indicated by a code in AL. In each method, a twoword offset is specified in CX and DX, with the low-order word in DX, high-order in CX. This offset is a signed value; it may be negative.

If \(A L=0\), the offset is calculated from the beginning of the file. If the offset is 182 , for example, the pointer is set to point to byte 182 of the file. To point to the beginning of the file, move 0 to CX, DX, and AL. Then the next read or write will start at the file's beginning.

If \(\mathrm{AL}=1\), the new value of the pointer is computed by adding the specified offset to the current pointer value. In other words, the offset specifies how far (and in what direction) you will move from the current read/write position. If the offset is negative, you will move backwards through the file.

If \(\mathrm{AL}=2\), the new location is computed by adding the offset to the end-of-file location. If the file's records are 32 bytes long, you can point to the last record in the file by moving 2 to AL, -32 to DX, and OFFH to CX |to extend the negative sign through the high-order word). If you move 0 to CX and DX and 2 to AL , the pointer will be set at the end of the file, ready for you to append new records.

Possible error codes from this function are 1 and 6; in this case an error code of 1 means that AL didn't contain a valid method.

If the pointer is moved successfully, AX and DX will show the updated pointer value. AX has the low-order word, DX the high-order. (Remember that before the call, DX had the low-order word of the offset, while CX had the high-order word.) You can use method 1 with an offset of 0 to find the current value of the pointer; you can use method 2 with an offset of 0 to find out how long the file is.
\begin{tabular}{|c|c|c|}
\hline FIND_END & O MACRO & hample \\
\hline & PUSH & \({ }_{\text {AX }}{ }^{\text {A }}\) \\
\hline & PUSH & CX \\
\hline & PUSH & OX \\
\hline & H0V & AH,42H \\
\hline & MON & Al. 2 \\
\hline & HON & EX, HANDLE \\
\hline & MON & CX, \({ }^{\text {c }}\) \\
\hline & MON & DX, \({ }^{\text {c }}\) \\
\hline & INT & 21H \\
\hline & POP & DX \\
\hline & POP & CX \\
\hline & POP & EX \\
\hline & PCP & AX \\
\hline & Enem & \\
\hline : & & \\
\hline POINT & MACRO & HANDLE,COUNT \\
\hline & local & POINTI \\
\hline & PUSH & AX \\
\hline & PUSH & BX \\
\hline & Push & CX \\
\hline & Push & OX \\
\hline & MOU & BX.HANDLE \\
\hline & mow & CX. 0 \\
\hline & MOV & DX.COUNT \\
\hline & CMP & DX, 0 \\
\hline & Jbe & POINTI \\
\hline & Not & CX \\
\hline POINT 1 : & & \\
\hline & MOW & AL, 1 \\
\hline & MON & AH, 42H \\
\hline & INT & 21H \\
\hline & POP & DX \\
\hline & POP & BX \\
\hline & POP & cx \\
\hline & POP & AX \\
\hline & ENDM & \\
\hline
\end{tabular}

Figure 14.5 The FIND_END and POINT Macros
Figure 14.5 contains two macros that use function 42. FIND_END sets the pointer to the end of the file. When you plan to add records to an existing file, you could use FILB_BND before beginning to write. POINT simply changes the pointer a specified number of bytes; POINT only asks for a value for DX so the macro can only be used with a range of \(-32,768\) to 32.767 bytes. Notice the provision for setting CX to OFPFFH if DX is negative, thus extending the sign of DX throughout CX. When you use either of these macros be sure to follow them with JC or JNC to check for errors.

\section*{Closing a File}

Function 3BH of interrupt 21H closes a file. BX must contain the file handle. The onily error code possible is 6 . Figure 14.6 contains a CLOSE macro that could be used for any file.

CLose
\begin{tabular}{ll} 
MACRO & HANDLE, ECODE \\
PUSH & AX: \\
PUSH & BX: \\
MON & BX.HANDLE \\
MON & AH.3EH \\
INT & \(21 H\) \\
MON & ECOOE,AL \\
POP & EX \\
POP & AX \\
ENDM &
\end{tabular}

Flgure 14.6 The CLOSE Macro

\section*{Computer Exercise}

Figure 14.7 contains a simple program using OPEN, FIND_EEND, WRITE, and CLOSE to write NAMEFILE.DAT. The macros from this chapter are included under the name FILEHAND.LIB. If you want to, you can use WRITENAM to create NAMBFILE.DAT and enter some data into it; then write a similar program using RBAD to read NAMEFILE.DAT and display each record on the screen. You'll find our version, READNAME.ASM, at the end of the chapter.
\[
\text { PAGE . } 132
\]
include maclib.lib
INCLUDE FILEHAND.LIB
include equije.LIB
:


PROC
PROO

INCOUNT
Fhaure M. 7 Whitenum.ASM (contimiod)

\begin{tabular}{|c|c|c|c|}
\hline \multirow[t]{4}{*}{} & Cus & ERROR.CODE, 12 & \\
\hline & JNE & ERRS & \\
\hline & DISPLAY & IMALID_ACCESS & \\
\hline & MPP & ERR_END & \\
\hline \multicolumn{4}{|l|}{ERR5:} \\
\hline & Ost & ERROR.CODE, 99 & \\
\hline & JNE & ERR6 & \\
\hline & DISPLAY & OJSK.full & \\
\hline & SPP & ERR END & \\
\hline \multicolumn{4}{|l|}{ERR6:} \\
\hline & DISPLAY & unlownlerror & \\
\hline \multicolumn{4}{|l|}{ERRCEND:} \\
\hline & CLC & & \\
\hline & Ret & & \\
\hline Error_rout ine & ExDP & & \\
\hline \multirow[t]{10}{*}{; BETNHE} & Proc & & \\
\hline & PUSH & -x & \\
\hline & Clear & INOATA, 21 & \\
\hline & display & NOWEPRROMPT & ;PROMPT FOR NAME \\
\hline & getoata & INRUF, 21 & ; GET NAFEL IN BUFFER \\
\hline & NOU & OL, incount & IMOUE INCOWNT TO WORD SILE \\
\hline & now & en, & \\
\hline & MON & CCOUNT, QX & \\
\hline & POP & BX & \\
\hline & RET & & \\
\hline GETMAES & ENOP & & \\
\hline \multicolumn{4}{|l|}{} \\
\hline GET10 & PUSH & BX & \\
\hline \multirow[t]{7}{*}{01001:} & & & \\
\hline & OISPLAY gejdata & Incuf, 13 & IGET ID IN BUFFER \\
\hline & \[
\begin{aligned}
& \text { GEEL } \\
& \text { HOW }
\end{aligned}
\] & EL, incourt & \\
\hline & HON & 8u, \({ }_{\text {ch }}\) & \\
\hline & mov & CCOONT, \({ }^{\text {a }}\) & \\
\hline & POP & \(8 \times\) & \\
\hline & RET & & \\
\hline & Endp & & \\
\hline \multicolumn{4}{|l|}{} \\
\hline rrocecade & EN & MAINLPROS & \\
\hline Figure 4.7 W & TENAMA & ASM & \\
\hline
\end{tabular}

\section*{File Handles for Keyboard, CRT, and Printer}

Five handles have been pre-defined by DOS and are reserved for the use of input/output devises. These handles are:

0000 Input device; usually the keyboard.
0001
Output device; usually the CRT.
\begin{tabular}{ll}
0002 & Error output device; always the CRT. \\
0003 & Auriliary device (communications device). \\
0004 & Standard printer (printer 0 ).
\end{tabular}

The first two can be redirected if desired. You can use these file handles with the read and write functions described above. You don't need to open or close these files and there are no read/write pointers for them. Keyboard input and CRT or printer output is very simple using these handles.

Figure 14.8 shows the typing program from Chapter 12 revised to use file handles for the keyboard and printer. Notice the EQUs that assign handle values to KRYBOARD, CRT, and PRINTER. You may want to add these to your EQU library.

There are a few things you should know about the keyboard input. As with function \(0 A H, C R\) signals the end of the input. If you ask for MAX characters, nothing but CR will be accepted after MAX-1. You can enter as many fewer than MAX as you like; CR will end the input. There is one other limitation: no matter how large MAX is, no more than 128 characters (including CR) will be accepted.

The maximum size of the input area, though, should be 129. That's because when CR is entered, both CR and LP are put into the input area. All input is echoed on the CRT, including the CR and LF. There is no need, then, to add LF after CR as in Chapter 12's version of TYPBR. After the interrupt AX will contain the actual count of characters read, including CR and LP. In the typing program this count is used to set the number of characters to be printed after each input.

\section*{Just For Fun}

Remember the telepione number program you worked on in early chapters of this book? You know enough now to revise the program so that names and telephone numbers are saved in a file and then to write a new program that prints the list. Go ahead and try these using the programs from this chapter as a guide. You may want to include headings and page breaks in your telephone list when you print it.

PAGE, 132



Figure Ma (continued)


Floure 14.8

\section*{15}

\section*{MASM With BASIC Files}

If you have been programming in BASIC for a while, you probably have some data files that contain valuable information which you would just as soon not reenter from scratch for use with MASM programs. In this chapter, I will give you some hints on how to access data from BASIC files in MASM programs.

\section*{Sequential Files}

As you know, BASIC can read and write two types of files: sequential and random. BASIC's sequential files are very simple to handle in BASIC, but not so simple in MASM. The main problem is that sequential files have variable-length records; in fact, each data item in the record is variablelength.

Let's look at a sequential file where each record contains a name a string variable) followed by an integer. The maximum size for the name is 255. For the integer, it is six characters (including a possible leading sign). Strings are stored with quotation marks surrounding them. Numbers are stored in ASCII characters as BASIC's PRINTT command would display them on the CRT. Fields are always separated by cornmas. The end of the
record is always marked by CR and LF; and the end of the file, by IAH. This means that each of our file's records may be as much as 266 bytes long, like this:
"A Name . . . up to 255 total . . ", 33001 ! ©
where \(!\) and \(\Leftrightarrow\) represent CR and LF respectively. On the other hand, if the string is empty and the integer zero, the record could be as short as six characters: "",0!@

To read a BASIC sequential file in a MASM program, then, you must read an arbitrary number of bytes into a buffer and examine each byte. As you examine each byte, move meaningful characters to the appropriate fields, skip over quotation marks, look for commas that mark the ends of fields, keep track of how many characters were actually put into each field, skip but keep track of decimal points and signs, and look for CR and LF to mark the end of the last field in each record. You should be able to develop routines to do these jobs using the commands you already know.

\section*{Random Files}

BASIC's random files have fixed-length records and fixed-length fields. A record written with this BASIC FIELD statement:

FIELO 11,18 as NAMs, 2 as As, 4 as Bs, 8 as Cs
is a 32-byte record that can easily be read into a MASM program. The input buffer might look like this:
\begin{tabular}{lll} 
IN_NAME & DB & 18 DUP (?) \\
IN_A & DB & 2 DUP (?) \\
IN_B & DB & 4 DUP (?) \\
IN_C & D8 & 8 DUP(?)
\end{tabular}

The problem with random files is in handling the numeric data. As you know, BASIC handles integers, single-precision, and double-precision numbers. An integer in a random file is formatted by MKI\$ and stored in a two-byte field, a single-precision number is formatted by MKS\$ and stored
in a four-byte field, and a double-precision number is formatted by MKDs and stored in an eight-byte field. Integers really create no problems for MASM; MKIS simply provides a two-byte for one-word) signed binary number with the low-order byte first. If As represents an integer, you can handle IN_A as you would any two-byte binary signed number. Singleand double-precision are more complicated, however. Ill discuss singleprecision in some detail, but first IIl quickly review some of the terms that well need in that discussion.

\section*{Mantissa, Exponent, and Base}

The number 5,350 can be expressed in a form such as \(5.35 \times 10^{3}\). In this form we say that the number has a mantissa of 5.35 , an exponent of 3 , and a base of 10 . You can convert to other exponents and mantissas by multiplying or dividing the mantissa by 10 . Bach multiplication shifts the decimal point one place to the right and subtracts 1 from the exponent. Bach division shifts the point to the left and adds 1 to the exponent.

In other words, \(5.35 \times 10^{3}=53.5 \times 10^{2}=5350 \times 10^{0}=53500 \times 10^{-1}\).
Any number can be expressed as a mantissa, an exponent, and a base. The base that you pick determines the digits in the mantissa and the exponent. 5,350 is \(14 \mathrm{B6H}\). This can be written as \(1.4 \mathrm{~B} 6 \mathrm{H} \times 16^{3}\). A positive exponent represents the number of times the mantissa must be multiplied by the base to produce the value. You can multiply a number by its base simply by ahifting the point to the right and adding a trailing zero if required. A negative exponent represents the number of divisions by the base required to produce that number, in other words, the number of times the point must be shifted to the left with leading zeros inserted if necessary. One standard way to express numbers in this form is to adjust them so that exactly one non-rero digit is placed to the left of the point, as in \(5.035 \times 10^{3}\). We say that a number in this format is normalized.

\section*{Single Precision Format}

To express a number in BASICs single-precision format you begin by normalizing it in base 2 . We'll work with the number 1234567, or 12D687H. In base 2 , this is \(1001011010110100001118 \times 2^{0}\). Normalized, this would be \(1.001011010110100001113 \times 2^{20}\). Formatting a single-precision number starts with putting this form into three bytes low order first, and then putting the exponent in the fourth byte. There are not enough digits to fill three bytes
but we want to align the number so that the point comes after the highorder digit. We fill in with trailing zeros. So far, then, our four bytes look like this:
\begin{tabular}{ccccccccc}
0011 & 1000 & 1011 & 0100 & 1.001 & 0110 & 0001 & 0100 \\
3 & 8 & D & 2 & 9 & 6 & 1 & 4 \\
& low & & middle & & high & & exp
\end{tabular}
(The point is assumed; it's not actually stored in the number.) Three more steps are required before the single-precision format is complete:
1. Add \(129(81 \mathrm{H})\) to the exponent.
2. The high-order digit is always 1 , so there's no need to store the 1 ; we'll just assume it. Remove the 1.
3. Use the high-order bit position for a sign bit. If the number is positive, put 0 in the bit; if negative, 1. Note that only the sign bit is involved. In single-precision format, negative numbers are not in two's complement notation.

Now our number looks like this:
\begin{tabular}{ccccccccc}
0011 & 1000 & 1011 & 0100 & 0001 & 0110 & 1001 & 0101 \\
3 & 8 & \(D_{\text {middie }}\) & 1 & \(\mathrm{high}^{2}\) & 9 & 5
\end{tabular}

And, that is indeed how it will be stored in single precision format.
If you want to work out another example for yourself, try a negative number; -1234 should end up as 00409 A 8BH. Remember, you're not using the two's complement; convert 1234 and then put 1 in the sign bit.

\section*{From Single Precision To Binary}

In dealing with single-precision integers, the real issue is how to convert them to binary especially how to do it in a MASM program. We'll use 38D21695H as an example, knowing that it ought to come out 12D687H (1234567). Here's how our number looks when we read it into our MASM program:
\begin{tabular}{cccccccc}
0011 & 1000 & 1011 & 0100 & 0001 & 0110 & 1001 & 0101 \\
3 & 8 & \(D\) & 2 & 1 & 6 & 9 & 5
\end{tabular}

First of all, let's reverse the steps that ended the last section. We'll start by subtracting \(129(81 \mathrm{H})\) from the exponent and replacing the sign bit by 1. (Don't lose track of the sign, though; youll need to know it later.) Here's how our number looks now:
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 0011 & 1000 & 1011 & 0100 & 1.001 & 0110 & 0001 & 0100 \\
\hline 3 & 8 & D & 2 & & 6 & 1 & 4 \\
\hline & & & & & & & \\
\hline
\end{tabular}

We included the assumed point for convenience; it's not in the byte as stored. We could quit now, just converting the three-byte number to two's complement if it's negative, but you will find it much easier to use the number in arithmetic or conversions if you get rid of the assumed point and fractional places.

First, well save the exponent in another field and zero-fill the fourth byte so we can use all four bytes for our number. Then, let's consider what the new exponent will be when we get rid of the fractional places.

The number now has 23 fractional places-all but one of the 24 digits. To end up with no fractional places, you must shift the point 23 places to the right, subtracting 1 from the exponent for each place. In our example, the original exponent is 20, so after the shift it will be -3. This means that our number would need to be divided by 2 three times to produce the original value with an exponent of zero or to express it in a form that does not include an exponent.

Since the point is assumed, the number undergoes no actual change. How do you know, then, if an exponent belongs to a normalized or nonnormalized number? You know because you control the program. Either leave all of your converted numbers with 23 fractional places or without fractional places.

What does it mean if you end up with a positive exponent? Suppose your original exponent was 25 . After subtracting 23 your new exponent is 2. The nomber must be multiplied by \(2^{2}\) to arrive at its value with no exponent.

It's often desirable to go abead and divide or multiply as incicated by the exponent. Here is where you use the shift instructions. To divide by 2 , shift each bit to the right (SHR) and adjust the exponent; to multiply by 2 , shift each bit to the left (SHL) and adjust the exponent. If you can get to a zero exponent this way, fine. Make sure, though, that you don't shift out significant bits. Don't do a right shift if the low-order bit is 1 . In a left shift, the high-order bit must be reserved for a sign, so don't shift if the nert-to-high-order bit is 1 . After all of the manipulation is done, convert the number to two's complement if the original sign bit was 1 .
\begin{tabular}{|c|c|c|c|}
\hline \multirow[t]{14}{*}{CONERT_SP} & mACRO & \multicolumn{2}{|l|}{Bin.single, exp} \\
\hline & LOCAL & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{NEXT_LEFT,RIGHT_SHIFT,NEXT_RIGHT}} \\
\hline & LOCAL & & \\
\hline & PUSH & & AX \({ }^{\text {a }}\) \\
\hline & PUSH & \multicolumn{2}{|l|}{CX} \\
\hline & XOR & Cx, cx & ; ZERO CX \\
\hline & XOR & DX, DX & ; AND DX \\
\hline & MON & CL, SINGLE*3 & \multirow[t]{2}{*}{\begin{tabular}{l}
; CX WILL HOLD EXP \\
:MONE SP NLMBER TO OX:AX
\end{tabular}} \\
\hline & MON & AL, SINGLE & \\
\hline & MON & \multicolumn{2}{|l|}{AH,SINGLE+1} \\
\hline & mov & \multicolumn{2}{|l|}{DL, SINGLE* 2} \\
\hline & OR & DL, 80H & \multirow[t]{2}{*}{;HIGH-ORDER DIGIT IS 1 ;ADJUST EXP (-129-23)} \\
\hline & SuB & CX, 152 & \\
\hline & JS & RIGHT_SHIFT & ;1F NEG EXP SHIFT RIGHT \\
\hline \multicolumn{4}{|l|}{NEXT_LEFT:} \\
\hline & TEST & OH .48 H & \multirow[t]{2}{*}{IIF 日IT O SET STOP SHIFT} \\
\hline & JN2 & Store_NLMEER & \\
\hline & SHL & \(0 \times 1\) & ;OTHERWISE SHIft DX \\
\hline & SHL & AX. 1 & \multirow[t]{2}{*}{\begin{tabular}{l}
; THEN AX \\
; PUT SHIFTED BIT INTO DL
\end{tabular}} \\
\hline & ADC & DL, 0 & \\
\hline & \[
\begin{aligned}
& \text { LOop } \\
& \text { JMP }
\end{aligned}
\] & NEXT_LEFT STORE_NLMEER & IDEC EXP AND REPEAT :QUIT WHEN EXP O \\
\hline \multicolumn{4}{|l|}{RIGHT_SHIFT :} \\
\hline \multirow[t]{6}{*}{NEXT_RIGHT:} & NEG & cx & ;Change exp ro positive \\
\hline & TEST & AL, 1H & ilf git i set stop shify \\
\hline & JN2 & END_RIGHT & \\
\hline & SHR & AX, 1 & ; ELSE SHIFT ax \\
\hline & SHR & 0x, 1 & \multirow[t]{2}{*}{\begin{tabular}{l}
; AND DX \\
:IF SHIFYED BIT SIGNIFICANT
\end{tabular}} \\
\hline & JNC
OR & CONTI 1
AH, 8 H & \\
\hline \multicolumn{4}{|l|}{CONT 1 :} \\
\hline & \[
\begin{aligned}
& \text { LOOP } \\
& \text { JMP }
\end{aligned}
\] & NEXT_RIGHT STORE HIMMER & :DEC EXP and repeat ; QUIT WHEN EXP = 0 \\
\hline END_RIGHT: & & & IIF QUIT BEFORE EXP=0 \\
\hline \multicolumn{2}{|l|}{STORE_NUMBER, CX} & cx & \\
\hline & HON & Exp, CX & \multirow[t]{2}{*}{; SAVE THE NEW EXPONENT ;IF ORIGINAL NUMBER NEGATIUE} \\
\hline & TEST & SINBLE+2,88H & \\
\hline & J2 & CONT 2 & \\
\hline s & NOT & DX & \multirow[t]{4}{*}{- CONUERT to twos complement} \\
\hline & NOT & AX & \\
\hline & A00 & AX. 1 & \\
\hline & ADC & DX, 0 & \\
\hline \multicolumn{4}{|l|}{CONT 2 :} \\
\hline & & \multirow[t]{7}{*}{BIN,AL BIN+I,AH BIN+2,DL OIN+3,OH DX CX AX} & INOW SAEE NEW BIMARY NUMBER \\
\hline & How & & \multirow[t]{6}{*}{} \\
\hline & MOU & & \\
\hline & POP & & \\
\hline & POP & & \\
\hline & POP & & \\
\hline & ENDM & & \\
\hline
\end{tabular}

Figure 15.1 contains a macro that converts a BASIC single-precision integer to a four-byte binary number with a separate exponent. To use the macro, specify the locations of the destination (the binary number), the source the single-precision number), and the new exponent. The macro converts each number to a form with an exponent as close to zero as it can get without losing digits. All the conversion is done in the AX and DX'
registers, with DX holding the high-order digits and AX the low-order. The exponent is in CX. After all of the rest of the conversion is done, the macro looks back at the source's sign bit to decide whether to put the final result in two's complement form.

\section*{Double Precision Format}

Double-precision numbers also use the exponent and mantissa form with base 2. They have eight bytes instead of four because the original decimal number can go as high as 17 digits, while single-precision can go only to 7 digits. The last byte is the exponent (plus 129). The other seven bytes contain the mantissa in normalized form, with a sign bit replaced by the 1 before the point and stored low-order first. In the normalized form, there will be 55 fractional places instead of the 23 in a single-precision format. If you want to convert double-precision numbers you should be able to code a macro based on the single precision one. Instead of trying to work in four registers at once, however, you may prefer to convert the original number to binary "in place". If you do that, make sure to keep track of whether the original was positive or negative; the sign bit won't be available when you are through with the conversion.


\section*{Using Assembler Subroutines in BASIC Programs}

Assembler language programs can be used as subroutines in BASIC programs either with CALL or as a USR function. In an appendix of the BASIC manual, you will find a great deal of information about how to set up and use such subroutines. In this chapter, I will go over an example of one method of loading and calling a MASM subroutine from a BASIC program. Once you are comfortable with this procedure you should be able to learn to use the other methods from the BASIC manual.

\section*{The MASM Subroutine}

Figure 16.1 contains a new version of the typing program developed in earlier chapters. We will use this program as an example of a MASM subroutine. Notice that there is no stack segment. Most subroutines use the calling program's stack. Since there's no stack, there's no SS parameter in ASSUME. BS is not needed in ASSUMB either since the subroutine doesn't include any of the string operations that require BS. (If our program had no data, and therefore no data segment, we wouldn't have a DS parameter either.)


Unlike most MASM programs, this one doesn't start by putting the return address on the stack; the BASIC CALL takes care of that. The subroutine must, however, PUSH and POP any segment register that it changes, except CS. In this case, that's only DS; the subroutine's datasegrent address is loaded into DS. If you don't preserve these registers, you will have trouble when you return to the calling program. You must also make sure that SP has not changed. The other registers and the flags don't need to be saved and restored.

\section*{Preparing the Subroutine}

The subroutine is coded and assembled like any other program. Our source-code file is TYPESUB.ASM, so we assemble it like this:

MASM TYPESUB;

Next, we link the subroutine using the /H option, like this:

\section*{LINK TYPESUB/H;}

The /H option tells the linker to mark the EXE file so that the program will be loaded as high in memory as possible.

\section*{Saving a Memory Image}

Now we use DEBUG to find out where the subroutine will be loaded and to save a version of the object code that can be loaded from a BASIC program. First, load BASIC under DEBUG, like this:

\section*{DEBUG BASIC.COM}

When you see the DEBUG prompt \((-)\), type \(R\) to get a display of the registers. Write down the values in CS, IP, SS, and SP. Youll need to know them later. When I did this, CS and SS both contained 0907; IP, 0100; and SP, PKPE.

Now load your program's EXB file and display it's original registers. The sequence of instructions looks like this:
-N TYPESUB.EXE
\(-\mathbf{R}\)

This time just copy the values from CS, IP, and CX. CS is where the code segment begins, IP is the offset of the first instruction within the segment (usually 0), and CX shows the size of the loaded program in bytes. In our

DEBUG session, CS was 3F94; IP, 0; and CX, B2. Notice that the whole subroutine was 012 H , or 178 bytes; and 130 of that was for our input buffer.

Now we need to run BASIC (still under DBBUG) so we can BSAVE our subroutine. First, we have to restore BASICs SS and SP registers and set CS and IP to point to the beginning of BASIC. To do these things, we need to change CS, IP, SS, and SP to the values they had when we first loaded BASIC. To change a register in DBBUG, use the R command with the name of the register. DEBUG will display the current value and then prompt you with a semi-colon for a new value. Here's how it went when I did it:
-R CS
CS \(3 F 94\)
:0907
R SS
SS 3F94
:0907
R IP
IP 0000
: 0100
-R SP
SP 0000
: FFFE
Now everything's set; \(G\) (for GO) will start BASIC running. At the BASIC prompt (OK), use DEF SEG to point to the subroutine's CS, like this:

DEF SEG=8H3F94

Next, use BSAVB to copy to a disk file an image of the subroutine as it currently is in memory. You specify the disk file name and the subroutine's beginning offset and size. You recorded those last two values from IP and CX when the subroutine was loaded. In my example, BSAVE went like this:

\section*{BSAVE TYPESUB.BIN', O, \&HOOB2}

The memory image file usually has the extension .BIN as in this example.

\section*{Calling the Subroutine}

Now you can write or finish writing your BASIC program. You can go ahead and do that while BASIC is loaded under DEBUG or you can quit DEBUG and restart BASIC. Your program may already almost have been finished, but the CALL routine can't be coded until the memory image file has been created.

Here's how the CALL routine goes:
- First, use DEF SEG to point to the subroutine's CS address.
- Then, use BLOAD to load the memory image file. You must specify the file name and the beginning offset (usually 0) that you found in IP when the subroutine was loaded.
- Third, assign that same offset to a numeric variable.
- Fourth, call the variable. Control will be transferred to the offset represented by the variable within the segment pointed to by DEF SEG.

In our example; the CALL routine goes like this:
```

1000 DEF SEG = 8H3F94
1100 BLOAD TYPESUB.BIN*.0
1200 SUBR=0
1300 CALL SUBR

```

To use TYPBSUB a second time, you should be able to just repeat the CALL as long as you have not executed another DEF SEG, loaded another subroutine, or changed the value of SUBR.

\section*{Computer Exercise}

Enter TYPBSUB.ASM from Figure 16.1. Then, assemble and link the subroutine (use the /H option when linking) and use DEBUG to create the memory image file.

5 PRINT - START FROM BASIC
10 OEF SEG=AH3F94
is BLCAD 'TYPESUB. BIN-, \(\theta\)
16 FOR NK: \(=1\) TO 3
17 DEF SEG=4H3F94
20 SUER=1
30
COLL
35 CALL SUB
40 PRINT "BACK TO BASICS" : END

\section*{Fignre 16.2 TESTSUB.BAS}

Figure 16.2 shows the BASIC program we used to test TYPESUB. Use a similar program and run your own tests.

\section*{Using Arguments}

TYPESUB doesn't use any variables from the calling BASIC program, but many subroutines do need to get input from or place results in BASIC variables. The CALL statement can include a list of variables, known as arguments or parameters, which are used by the called subroutine. The BASIC manual explains the use of these arguments, but I will mention' a few points that you should keep in mind.

The argument list names the variables to be used by the subroutine. What is actually passed is the offset of each of the variables. These offsets are pushed on the stack in the order in which the variables appear in the list. CALL pushes two more items on the list also: CS and IP for the return to BASIC. When your subroutine starts, then, the last argument's address is the third item on the stack-it starts at SP+4. You will need to use BP to access these arguments; so, your program should start by PUSHing BP and then copying SP to BP. Now, the last argument's address is at BP +6 , the next-to-last at BP +8 , and so on. To copy the offset of the third argument into DI, then, you could use this instruction:
mOV DI,10!BPI

Notice that you can't POP these addresses. POP always takes the top item on the stack. You would have to POP the return address before you got to the arguments and you shouldn't touch that.

When you access data with these offsets, remember that they point to locations in BASIC's data segment. If your program has changed DS, you must use BASICs DS to address the arguments; it should be sitting in your stack as the second item your program PUSHed.

Before you return to BASIC, all of the items PUSHed by the subroutine should be POPped so that, immediately before the return, SP points to the saved return address. RET will use that address and remove it from the stack, but the argument offsets are still sitting there. RET must adjust SP to skip around these so that it is pointing to the item that was top-of-the-stack before CALL began. To do this, simply code RET as RET \(n\) where \(n\) represents the number of stack bytes to skip-two times the number of arguments. If your subroutine uses four arguments it should start like this:
\begin{tabular}{lll} 
PUSH & BP & \\
MOV & \(B P, S P\) & ; BP + 6 points to last argument \\
PUSH & \(D S\) & if subroutine has a dataseg
\end{tabular}
and end like this:
\begin{tabular}{|c|c|c|}
\hline POP & DS & ; if DS was PUSHed \\
\hline POP & BP & \\
\hline RET & 8 & ; two for each argument passed \\
\hline
\end{tabular}

One more thing: if possible all arguments should be integers. As you learned in Chapter 15, BASIC integers are simply one-word binary numbers that can be handled easily in a MASM routine. Single- and doubleprecision take too much special handling in MASM. Strings also make trouble; the address passed for a string points to a special field that describes the string, not to the string itself. If you must pass string variables read the explanations in the BASIC manual appendix carefully.

\section*{APPENDIX \\ A}

\section*{Data Formats and Representation}

This appendix presents a quick review of the binary number system, the use of signed binary numbers and two's complement notation, hexadecimal notation, binary-coded decimals, and ASCII code.

\section*{Decimal, Binary, and Hexadecimal}

In daily life most of us use decimal numbers. Decimal numbers are made up of combinations of the 10 decimal digits \((0,1,2,3,4,5,6,7,8\), and 9\()\) with each digit position representing a power of 10; we say that decimal numbers use base 10. The position to the left of the decimal point, actual or implied, represents \(10^{\circ}\). Moving to the left, each position represents a higher power of 10; moving to the right, a lower power. 327.025, then, represents \(\left(3 \times 10^{2}\right)+\left(2 \times 10^{4}\right)+\left(7 \times 10^{\circ}\right)+\left(0 \times 10^{-1}\right)+\left(2 \times 10^{-2}\right)+(5 \times\) \(10^{-3}\).

Computers use binary numbers. Binary numbers use base 2. There are two possible binary digits ( 0 and 1 ) and each position in a binary number represents a power of 2 . The position to the left of the binary point, actual or implied, represents \(2^{\circ}\). Moving to the left, each position represents a higher power of 2; moving to the right, a lower power. (Remember that 2 \(=1 / 2\), or \(.5 ; 2^{-2}=1 / 4\), or \(.25 ; 2^{-3}=1 / 8\), or .125 ; and so on.) In this book, as in MASM source code, binary numbers are indicated by "B" following the
number. 001.1018 , then, represents \(\left(1 \times 2^{3}\right)+\left(0 \times 2^{2}\right)+\left(0 \times 2^{2}\right)+(1 \times\) \(\left.2^{2}\right)+\left(1 \times 2^{-1}\right)+\left(0 \times 2^{-2}\right)\), or \(9.625(8+0+0+1+.5+.125)\). The binary representation of 327.025 is \(101000111.01 B\).

Each position in a binary number is referred to as a bit (for Binary digIT) or a bit position. Bach bit can have a value of 0 or 1 . Most computers work with groups of eight bits; such a group is called a byte. Computers also operate with words. In the IBM PC and its family, a word is 16 bits, or two bytes. Sometimes, it is also convenient to deal with four bits at a time; a 4-bit group is a half-byte or a nibble. In this book, I usually write binary numbers as half-bytes, bytes, or words. When we write 5 in binary form, then, we will write 0101 B or 00000101 B , not 101B.

The hexadecimal number system uses base 16 . It has 16 possible digits \(\{0,1,2,3,4,5,6,7,8,9, A, B, C, D, B\), and F\(\}\), and each digit position represents a power of 16 . " H " is used to indicate a hexadecimal number, as in \(\mathbf{1 2 3 H}\) (291). For clarity, a hexadecimal number must always start with a digit from 0 through 9. OBAH is a number equivalent to 186 , while BAH is something Scrooge said before he reformed.

A distinct relationship exists between the binary and the hexadecimal system, based on the fact that \(24=16\). Any hexadecimal digit can be represented by four binary digits. To convert a hexadecimal number to binary, you just need to replace each hexadecimal digit by its four-bit binary equivalent. To convert binary to hexadecimal, separate the binary number into groups of four bits (starting from the binary point) and convert each bit to its hexadecimal equivalent. Here's an example:
```

$\begin{array}{llll}9 & 3 & F & 6 \mathrm{H}\end{array}$

```

It's much easier for humans to read and write hexadecimal numbers than the strings of 0 s and is needed for binary. In most source code, displays, and discussions we use the hexadecimal equivalents of the binary numbers that the computer uses. Don't forget, though, that the computer uses only binary.

\section*{High- and Low-Order}

We often refer to a number's rightmost digit position /the one that's the least power of the base) as the low-order digit and its leftmost digit position as the high-order digit. In 327.025, 5 is the low-order digit and 3 is the highorder digit. In 1001.101B, both the high- and low-order digits are 1 . We extend this concept to refer to the high- or low-order nibble of a byte, the high- or low-order byte of a word, and so on. In the ane-word number 0000

11111110000 B , for example, the high-order byte is 00001111 B , the low-order byte is 1110000 B , the high-order bit of the low-order byte is 1 , and the loworder bit of the low-order byte is 0

\section*{Binary Addition}

There's no need to go very deeply into binary arithmetic since by and large the computer takes care of such computations. But, to follow the rest of this discussion, you must know the facts of binary addition. These are very simple. There are only three basic facts.
\(+0=0\)
\(+0=1\)
\(+1=10\)

Notice that when you add 1 and 1, you generate a carry that must be added into the next digit's sum. Here are two examples of multi-bit addition; you should be able to figure them out with no trouble.

\begin{tabular}{r}
00111011 \\
\(+\quad 01110100\) \\
\hline 1011111
\end{tabular}

\section*{Signed Binary Numbers}

When we need to indicate that a decimal number is negative, we generally use a negative sign \(\{-\mid\) before or after the number. A number without a sign is assumed to be positive, but if we want to emphasize this we can use a positive sign \(|+|\) before or after the number.

We can indicate signs in binary numbers by using similar techniques, but for the computer it's more efficient if the sign is part of the number. This can be done by reserving the high-order bit to indicate the sign; it is referred to as the sign bit. The rest of the number contains the absolute value, or magnitude. A one-byte signed number has a high-order sign bit and seven bits that contain the absolute value. A one-word signed number has a high-order sign bit and fifteen bits that contain the absolute value.

A negative number doesn't just have a negative sign, however; most computers, including the IBM PC, use two's complement notation for negative binary numbers. To form the two's complement of a binary number, change each digit to its opposite and then add 1 to the result. For erample: to form the two's complement of \(36 \mathrm{H}(00110110 \mathrm{~B})\). change each
bit; the result is \(0 C 9 H(11001001 B)\). Now add 1 ; the result is \(0 C A H(1100\) 1010B). Using signed numbers, then, 36 H is 54 and 0 CAH is -54 . By the way, if \(x\) is the two's complement of \(y\), then \(y\) is the two's complement of \(x\). Work out the two's complement of 0 CAH ; you'll find that its 36 H .

\section*{Ranges}

A one-byte number can range from \(\mathbf{0 H}\) to \(\mathbf{0 F F H}\). If the number is unsigned, this is a range of 0 to 255 . If the number is signed, this is a range of -128 \((80 \mathrm{H})\) to \(+127(7 \mathrm{FH})\).

A one-word number can range from \(\mathbf{O H}\) to OPFFFH. If the number is unsigned, this is a rasee of 0 to 65535 . If the number is signed, this is a range of \(-32768(8000 H\) ) to 32767 (7FFFH).

\section*{Binary Coded Decimals}

It's often more convenient for us to work with decimal digits even though the computer uses only binary numbers. A special format called binary coded decimal, or BCD, has been devised for this purpose. It's based on the fact that the decimal digits ( 0 through 9 ) can be represented by the same 4 -bit binary numbers used to represent the first 10 hexadecimal digits. To translate a decimal number into BCD format, just translate each digit into its 4 -bit binary code. The number 123450, for example, in BCD format would be 00010000011010001010000 B , or 123450 H . To change a number written in BCD format back to decimal, translate each 4-bit group into its equivalent decimal digit. Notice that when numbers are written in BCD they can never contain the half-byte values \(1010 \mathrm{~B}, 101 \mathrm{~B}, 1100 \mathrm{~B}, 1101 \mathrm{~B}, 110 \mathrm{~B}\), or 1111 B . How can you tell whether the string of bits \(10010001 \mathrm{~B}\{91 \mathrm{H})\) is a binary number equivalent to 145 or a BCD representation of 91 It could be either one; you can't tell by looking at it. If the string is a value in a program you must know whether it was intended to be binary or BCD.

\section*{Packed and Unpacked Decimals}

BCD numbers are used in two forms. So far we have looked at the packed decirnal form. Packed decimals represent one decimal digit per half-byte, two per byte. Unpacked decimals have only one decimal digit per byte; the high-order half-byte is always zero. The packed decimal representation of 35 , then, is \(001101018\{35 \mathrm{H})\), while the unpacked representation is 0000 \(001100000101 \mathrm{~B}(0305 \mathrm{H})\).

\section*{BCD Arithmetic}

Arithmetic with BCD numbers, either packed or unpacked, is based on binary arithmetic. The answers, however, must be adjusted for any BCD digit position where the result is 10 or more. For example, let's add 35 and 26 in BCD format:
\begin{tabular}{r}
\(001101018 \quad(35 \mathrm{H})\) \\
\(+\quad 00100110 \mathrm{~B} \quad(26 \mathrm{H})\) \\
\hline 01011011 B \\
\hline
\end{tabular}

This answer, 5BH, would be right if we were adding binary or hexadecimal numbers; but it is wrong when you're adding decimal digits. The answer should be 61. An adjustment must be made to allow for the fact that BCD digits can only be 0 through 9 . MASM provides adjustments for arithmetic operations with unpacked decimals, as well as for addition and subtraction with packed decimals.

\section*{The ASCII Character Code}

Another way that data is represented in the IBM PC is in ASCII character code. Each character is represented by a one-byte value. Standard ASCII code uses only seven bits per character, so it can represent only 128 characters. But IBM uses a full eight bits per character, thus allowing an additional 128 characters to be part of the ASCII code set.

The values from 0 to 31 are generally used for control characters. Some of these, such as 10 for line feed, 12 for form feed, and 13 for carriage return, are generally accepted and recognized by most peripheral devices such as CRTs and printers. Values from 32 through 126 are part of the standard ASCII set. This includes \(32(20 \mathrm{H})\) as the code for a space, \(48(30 \mathrm{H})\) through 54 (39H) for the decimal digits, 65 (41H) through 90 (5AH) for the uppercase letters, and \(98(61 \mathrm{H})\) through \(122(7 \mathrm{AH})\), for the lowercase letters. The remaining values in this range are used for special characters. The rest of IBM's ASCII set, values 127 through 256, represent special typefonts and graphics characters.

When ASCII characters are included in programs or discussions, they usually are enclosed in single or double quotation marks.

\section*{Numbers in ASCII}

Almost all data is input or output as ASCII characters. When you press a key on the keyboard, it is the ASCII code value for that key that is passed to
* the computer. When you display characters on the CRT or print them on a printer, the computer sends numbers to the output device, which interprets the numbers as ASCII code and displays or prints the corresponding characters.

What happens when you input a number such as 35 in response to a prompt? The ASCII code that is received is 3335 H . This is not 35 in binary, in packed decimal, or in unpacked-decimal format. In order to use this input as a number, your program must usually convert the input to one of the formats that it can work with. The closest format is unpacked decimal; all that is necessary to convert an ASCII digit to an unpacked-decimal digit is to change the high-order half-byte from 3 to 0 . That's the main reason for using unpacked decimals in your program. In the same way, numbers to be displayed or printed must usually be converted from another format to ASCII; the easiest conversion is from unpacked decimals.

APPRNDIX


\section*{The Macro Assembler Instruction Set}

This appendix lists the Macro Assembler instructions grouped by functions and subfunctions. For each instruction, a very brief description of its purpose is given. An asterisk (.) marks instructions not discussed in this book. Use this appendix when you know what you want to do, but aren't sure what instruction(s) are available to do it. For a detailed description' of an instruction's purpose, format, and operands, look the instruction up' in the MASM manual.

\section*{Copying or Transferring Data}

\section*{String Moves}

LODS/LODSB/LODSW
STOS/STOSB/STOSW MQVS/MOVSB/MOVSW
- Load AL or AX from a string Store from AL or AX to string Copy a string
\begin{tabular}{ll} 
I/O & \\
IN & . Get one byte from an input port \\
OUT & . Send one byte to an output port
\end{tabular}

\section*{Stack Manipulation}
\begin{tabular}{ll} 
PUSH & Push one word on top of stack \\
POP & Pop one word from top of stack \\
PUSHF & - Push flag register on top of stack \\
POPF & - Pop flag register from top of stack
\end{tabular}

Miscellaneous Data Transfers
MOV Copy one byte or one word
XCHG - Exchange values of operands
XLAT - Place byte looked up in table into AL
LAHP - Copy SF, ZF, AF, PF, and CF to AH
SAHF - Copy from AH to SF, ZF, AF, PF, and CF
LEA Loads computed BA into register
LDS . Loads segroent number into DS
LES - Loads segment number into ES

\section*{Comparing or Testing Data}

CMP
TEST
CMPS/CMPSB/CMPSW
SCAS/SCASB/SCASW
Compare bytes or words
Logical AND bit comparison
Compare strings
Search string for accumulator match

\section*{Changing Data}

\section*{Arithmetic}
\begin{tabular}{ll} 
ADD & Add without carry \\
ADC & Add with carry \\
SUB & Subtract without borrow \\
SBB & Subtract with borrow \\
MUL & Multiply unsigned numbers \\
IMUL & Muliplty signed numbers \\
DIV & Divide unsigned number \\
IDIV & Divide signed number \\
\hline
\end{tabular}
\begin{tabular}{ll} 
& \multicolumn{1}{c}{ The Macro Ass } \\
& \\
JNO & \\
JS & Transfer if OF clear \\
JNS & Transfer if SF set \\
JP/JPE & Transfer if SF clear \\
JNP/JPO & Transfer if PF set \\
JCXZ & Transfer if PF clear \\
& - Transfer if CX \(=0\)
\end{tabular}

\section*{Miscellaneous Instructions}
\begin{tabular}{ll} 
INTO & Transfer to interrupt on overflow \\
IRET
\end{tabular}
\begin{tabular}{ll} 
Repetition with Counter in CX \\
LOOP & Transfer control if CX not 0 \\
LOOPE/LOOPZ & \begin{tabular}{l} 
Transfer control if CX not 0 and ZF \\
\\
set
\end{tabular} \\
LOOPNE/LOOPNZ & \begin{tabular}{l} 
Transfer control if CX not 0 and ZF \\
clear
\end{tabular} \\
REP & \begin{tabular}{l} 
Repeat string operation if CX not 0 \\
REPE/REPZ
\end{tabular} \\
& \begin{tabular}{l} 
Repeat string operation if CX not 0 \\
and ZP set
\end{tabular} \\
REPNE/REPNZ & \begin{tabular}{l} 
Repeat string operation if CX not 0 \\
and ZF clear
\end{tabular}
\end{tabular}

\section*{Conditional Transfers}

Note: op1 and op2 refer to operands in previous flag-setting instructions such as arithmetic, comparison, or logical instructions.
\begin{tabular}{|c|c|}
\hline JA/JNBE & Transfer if unsigned op2 \(>\) opl \\
\hline JB/JNAR & Transfer if unsigned op2 < op1 \\
\hline JAR/JNB & Transfer if unsigned op 2 not < op1 \\
\hline JBE/JNA & Transfer if unsigned op2 not > opl \\
\hline JG/JNLE & Transfer if signed op2 \(>\) opl \\
\hline JJJNGB & Transfer if signed op2 < op1 \\
\hline JGRJJNL & Transfer if signed op2 not < opl \\
\hline JLE/JNG & Transfer if signed op2 not > opl \\
\hline JRJ2 & Transfer if op \(2=\mathrm{opl}\) ( ZP set) \\
\hline JNEJNZ & Transfer if op2 not \(=\) op 1 (ZF clear) \\
\hline JC & Transfer if CP set \\
\hline JNC & Transfer if CF clear \\
\hline JO & Transfer if OF set \\
\hline
\end{tabular}
- Send instruction to another processor

HLT - Wait for external interrupt
WAIT
LOCK
NOP
- Wait for TEST signal from external processor
- Lock access to resources shared by co-processor
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ANEXOS

APRENDIX. B - ROA BIOS INTEREACE SPECIEICATION

\subsection*{8.1 General}

The system contaiss a read only memory basic input/output system (ROM BIOS) which permits the user program to access most system devices without regard for the physical requirements of the device. Each BIOS function is called by a pre-defined scftware interzupt to which the necessary parameters are passed through 8088 registers. For interrupts which perform multiple functions, resister inf passes the finction number. In general, any register (exceptity and PLAGS) which does not return a result, will be returned unchanged.

The numeric valwes used in the foilowing discussion are in decimal unless followed by letter "h" in which case they are hexadecimal.

Table B-1. Sumary of Reserved Interrupts


INT 1 CH
INT 2DH
INT 1EH INT. 1FH

Timer Tick
Video Parameters Diskette Parameters Character Generator Table

User Supplied Goftware
Pointer
Pointer Pointer

\section*{B. 2 Software Interrupts}

INT G5H - PRIHT SCREEN
This inter rupt conies the screen to printer it. No arguments are passed through 8888 registers fox this function. Byte \(50 H: 0\) holds the status of the print operation where: \(\theta=D O N E, 1=I N\) PROGRESS OFFH \(=\) ERROR. Interrupts are assumed to be enabled during printing, and any interrupts which occur may examine the status at \(50 \mathrm{H}: 0\).

YHT LEH - VIDEO
This interrupt provides an interface to the crr fo: the following functions:
\(A H=0\) Set \(\dot{D} i s p l a y\) Mode
\(A L=0 \quad 40 \times 25\) Black \& White
\(A L=140 \times 25\) Color
\(A L=280 \times 25\) Black \& White
\(A L=380 \mathrm{X} 25\) Color
\(\mathrm{AL}=4\) Graphics \(320 \times 200\) Color
AL \(=5\) Graphics \(320 \times 206\) Black \& White
AL \(=6\) Graphics \(648 \times 208\) Black 8 White
\(A L=780 \times 25\) Monochrome
Note: Modes 0 through 6 use color graphics video
board. Mode 7 uses monochrome video board.
AH \(=1\) Set Cursor Type
CH (Bits 4-0) a Starting line for cursor CL (Bits 4-0) = Ending line for cursor Note: To turn OFF cursor, call with CX=2agen
\(A H=2\) Set Cursor Position
DH, DL = Cursor position (row, column), upper left is \(9,0\).
BH \(=\) Page number, must be if graphics mode is selected.
nif \(=3\) Read Cursor Position
\(\mathrm{BH}=\quad\) Page number, must be if graphics mode is selected.
Valees Returned:
DH,DL = Cursor position (row, column), upper left is B.b
\(\mathrm{CH}, \mathrm{CL}=\) Cursor mode
AH \(=4\) Read Light Pen Position
Values Returned:
\(\mathrm{AH}=\quad G\) if light pen not pressed, not triggered
AH = \(\quad 1\) if registers contain light pen position
DH,DL \(=\) Row, colum of light pen (if \(A H \approx 1\) )
\(\mathrm{CH}=\) Raster line (0-199, if \(\mathrm{AH}=1)\)
\(B X=P\) Pixel column ( \(0-319\) or \(9-639\), if \(A H=1\) )
AH = 5 Select Active Display Page
AL = Page number ( \(9 \sim 7\) if mode 0 or \(1,0-3\) if mode 2 or 3 )

An = 6 Scroll Window of Active Page \(U_{p}\), Blank New Bottom Line
Al = Number of lines (if AL w blankentire window)
\(\mathrm{CH}, \mathrm{CL}=\mathrm{ROW}, \mathrm{Colman}\) of upper left corner of window
DH,DL = Row, column of lower right corner of nindow
BH = . Attribute to be used on new blank line
\(A H=7\) Scroll Window of Active Page Down, Blank New Top Line
AL * Number of 1 ines (if AL = 0 , blank entire window)
CH,CL \(=\) Row, column of upper left corner of window DH,DL \(=\) Row, column of lower right corner of window BH = Attribute to be used on new blank line

AH = 8 Read Character and Attribute at Cursor
BH \(=\) Page number, must be \(\theta\) if graphics mode is selected
Values Returned:
\(A L=\) Character value
AH \(=\) Attribute value (invalid if graphics mode)

AH \(=9\) Write Character and Attribute at Cursor
BH a Page number, must be \(\boldsymbol{\theta}\) if graphics mode is selected
CX \(=\) Number of characters to be written
AL = Character
BL = Attribute (alpha mode), or color (graphics mode)

Note: If Bit 7 of \(A L=1\) in graphics mode, the color will be exclusive or:d with the current color of the character.
\(A H=10\) Write Character Only at Cursor
BH = Page number, must be \(\boldsymbol{\theta}\) if graphics mode is selected
cx = Number of characters to be written
AL = Character
AH = 11 Select Color Palette
BH a 6 Define background color (mode 4) or define the border color (modes b-3). BL = color value
\(B H=1\) Select the color palette (mode 4 only) BL = Selects Green (1), Red (2). Yellow (3)
BL = 1 Selects Cyan (1), Magenta (2). white (3)
\(A H=12\) Write Dot (Sodes 4-6 Only)
DX = Row number
CX = Column number
AL = Color value
Note: If Bit 7 of EL : \(i\), the color will be exclusive or'd. with the current color of the character.

AH = 13 Read Dot (Modes 4-6 Only) \(D X=\) Row number CX = Column number
Value Returned:
\(A L=\) Color value
AH = 14 Write Character (Teletype Conventions)
\(\mathrm{AE}=\) Character value
\(\mathrm{BL}=\) Foreground color or character (if graphics mode)
BH - .. Page number (if alpha mode)
Note: This function emulates a teletype by writing a character to the curlent cursor position, then moving the cursor one position to the right. Line urap-around at right margin is provided. Control codes supported are:

SP (2gH) Nrite a blank space
CR (ADH) = Cursor to left margip of current Ilne
LF (EAH) Cursor down one line, scroll up if at bottom
BS (98H) Cursor left one character (nondestructive)
BEL (67H) = Sound beeper
AH = 15 Read Video stata Values Röturned:
AL \(=\quad\) Video mode \(\quad\) Screen width ( 49 or 89 )

IMT 11H - Equipment Report
This interrupt reports the system configuration.
Value Returned:
\(A X=\) Equipment configuration word, defined as follows:
Bit \(15,14=\) Number of printers attached Bit \(13=\) Not used
Bit \(12=\) Game interface attached
Bit 11,10,9 = Number of RS232 Cards
attacbed
Bit 8 Onused.
Bit 7,6 6 Number of floppy disk drives attached

0日 \(=1\) Drive, \(01=2\) Drives,
\(10=3\) Drives, \(11=4\) Drives
Bit \(5,4=\) Initial video mode
\(60=\) Dumb terminal, \(61=40 \times 25\) color
\(10=80^{\circ} \times 25\) color, \(11=80^{c a r d} 25\) card monochr
Bit 3,2,1 = Not used
Bit 0 = Existance of Floppy Drives
\(\theta\) = No Floppy Drives lafloppy drive exists

IHT 12H - Memory Size Report
This interrupt reports the size of contiguous memory in the system.

\section*{Value Returned:}

AX : Number of \(1 K\) (1924) byte blocks of contiguous memory which exist, starting from fie. This value is not dependent on suitch settings on the main printed circuit board.

IKT 13B - Diskette 1/O
This interrupt performs all data transfers between the floppy or fixed disk and the system memory. It also provides a track format function for the floppy disks.

Eloppy disks are numbered \(0-1\). depending on their physical location in the system. Bit \(g\) of AX returned by INT lif indicates existance of floppy drives: \(0=\) Hone, \(l=O n e\) or more.

Certain drive parameters must be defined for INT 13H. The vector location corresponding to INT IEH must point to a disk parameter table (see description of INT 1EH).

AH - Reset the Diskette System
Brings the disk system to an initialized state. Recalibration will be done on the first access to each drive following this function. This function must be performed before the next use of the disk system whenever a disk eryor occurs.
\(A H=1\) Read Disk status
Values Returned:
Caryy an if error
AH Error status
6GH = No error
E1H = Unrecognized command
02H m Address mark not found
63H = Write protected diskette
\(04 \mathrm{H}=\) Sector not found
88H = DMA overrun
098 = Attempt to DMA across 64K boundary
16H = CRC error on diskette read
20H = Disk controller fallure
4GH = Seek failed
89H = LO cesponse fron disk system withis time allowed

Note: Error status bits may be combined by logical ORing when multiple exrors occur.

AH - 2 Read Sectors from Disk to Memory
AH = 3 Write Sectors from Memory to Disk
AH = 4 Verify Sectors from Disk


Values Returned:
Same as for read disk status command
Note: If an error is reported by the diskette I/O code, the user should reset the system (INT 13H with \(A H=0)\) then retry the desired function. Since no motor start up (or head load) delay is generated, it may be necessary to allow 4 attempts on a read or verify command while motor spins up.

AH = 5 Format a Track on Floppy Disk
AL \(m\) Number of sectors on track
ES:BX = Address of track descriptor table
CH \(=\) Track number (6-39)
DH = Head number ( \(0-1\) )
DL = Drive number ( \(0-1\) )
Values Returned:
Same as for read disk status command
Note: Prack descriptor table is composed of 4
bytes ( \(C, H, R, N\) ) for the I.D. field of each sector on the track in physical order:

C = Cylinder number
H = Head number
R - Sector number
\(H=\) Sector leagth code ( \(6=128,1=256,2=512\), 3=1024)

\section*{Pired Disk I/O}

The fixed disk \(1 / 0\) interface provides access to 5-inch fixed disk drives through the controller. The following functions pertain to the fixed disk only.

Registers Used for Fixed Disk Operations
(DL) \(-\quad\) Drive Number (80H-87H)
(DH) \(-\quad\) Head Number ( \(0-7)\)
(CH) \(-\quad\) Cylinder Number \((0-1023)\)
(CL) \(-\quad\) Sector Number (1-17)

Hote: 2 MSB's of cylinder number are placed in the MSB locations of the CL register, respectively (10 bits total).


Fixed disks are assigned sequential numbers, beginning with 86 H , depending on the number of drives installed. Drive number \(80 H\) is the fixed disk bootstrap drive. (Note: ro reset fixed disk drives, the drive address in DL must be \(8 \mathbf{g} H-87 H\).) Eixed disk parameters are pointed to by the INT 4IH vector.

```

$(A H)=08$ Return the current drive parameters
$(A H)=09$ Initialize drive pair characteristics
Interrupt $41 H$ points to data block
AH) $=0 A$ Read long
$(A H)=$ BB Write long

```

Note: Read and write long \(=512+4\) bytes of ECC
\((A H)=O C\) Seek
\((A H)=O D\) Reset disk (fixed disk only)
\((A H)=O E\) Read sector buffer
\((A H)=O F\) Write sector buffer (recommended prior to
\((A H)=10\) Formatting)
\((A H)=11\) Recalibrate
\((A H)=12\) Controller RAM Diagnostic
\((A H)=13\) Drive Diagnostic
\((A H)=14\) Controller Internal Diagnostic

Output:
AH = Status of Current Operation
\(C Y=g\) Successful operation (AH=0)
\(C Y=1\) Failed operation (AH has error reason)
Note: Error 11 H indicates that the data read had a recoverable error which was corrected by the ECC algorithm. The error may not reoccur if the data is rewritten.

\section*{AL = Burst length}

Drive parameters information is accessable in the following registers:

DL = Number of consecutive drives attached (0-2)
DH = Maximum head number value
CH = Maximur cylinder number value
CL = Maximum value for sector number and cylinder number high bits

If any of the following errors are reported, reset the drive and retry the operation.
```

0FFH Sense operation failed
0BBH Undefined error cccurred
80H Attachment failed to respond
.40H SEEK operation failed
20H Controller has failed
11H ECC corrected data error
10H Bad ECC on disk read
gBH - Bad track flag detected
69H Attempt to DMA across 64K
boundary
07H. Drive parameter activity
failed
05H Reset failed
04H
62H
01H
60H
INT 14\# - Sexial Communications .
The interrupt provides an interface to the RS-232 type
serial interfaces in the system.
AH = g Initialize the Communications Port
DX = Number of serial port (0-3)
AL - Initialization parameters
Bit 7,6,5 m Baud Rate
000 = 19.2 Kilobaud 160= 1200 Baud
001 = 150 Baud. 101 - 2400 Baud
010=30g Baud
611: % 600 Baud . 111 = 9600 Baud
Bit 4,3 = Parity Type
06 or 10 = Hone
01 = 0dd
11 = Even
Bit 2 = Stop Bits (g=1. Bit, l=2 Bits)
Bit 1,2 = Word Length (10=7 Bits, Ll=8 Bits)
Valves Retuxned:
Same as for return port status command

```

AH = 1 Send Character AL = Character value
            DX = Number of serial port (a) 3 )
Values Returned:
    AH a Status of operation
        Bit \(7=\) Unable to transmit
        Bit 6-6 = Same as for return port status
                        command
AH = 2 Receive Character
    DX \(=\) Number of serial port (0-3)
    Values Returned:
        \(A L=\) Character value
        AH = Status of operation
        Bit 7 = No data set ready received
        Bit 4-1 = Sare as for return port status
                                    command
AH = 3 Return Port Status
    Dx Returnber of serial port (0-3)
    AH \(=\) Line control status
        Bit 7 = Time out
        Bit \(6=\) Transmitter shift register empty
        Bit 5 m Transmitter holding register empty
        Bit \(=\) Break detect
        Bit \(3=\) Framing error
        Bit \(2=\) Parity error
        Bit 1 Overrun error
        Bit 6 = Receiver data ready
    AL = MODEM status
        Bit 7 = Receive line detect (data carrier
                detect)
        Bit 6 = Ring indicator
        Bit' 5 = Data set ready
        Bit \(4=\) Clear to send
        Bit 3 = Receive line signal detect changed
        Bit 2 = Trailing edge of ring indicator
        Bit 1 . Data set ready changed
        Bit \(g=\) Clear to send changed

\section*{INT 16H - Keyboard I/O}

This interrupt provides an interface to the detachable keyboard.

AH \(=6\) Read Character
Values Returned:
AL = ASCII value or 0
\(A H=\) Scan code of key pushed (if AL=ASCII)
Extended code (if AL \(=\) g)
\(\mathbf{A H}=1\) Read Status
Values Returned: .
Zero Flag = if a character is available
\(A X=S a m e\) as in read character if. \(Z=\mathcal{O}\), character
returned in \(A X\) remains in buffer.
AH = 2 Return Shift Status
Value Returned:
- AL = Keyboard Status

Bit \(g=\) Right shift depressed
Bit \(1=\) Left shift depressied
Bit 2 = Control depressed
Bit. 3 - Alternate depressed
Bit 4 - Scroll lock toggled
Bit 5 = NUA lock toggled
Bit 6 Caps lock toggled
Bit 7 - Insert state active

Extended Code


15
\(16-25\)
36-38
44-50
59-68
71
72
73
75
75
77
79
80
81
83
84-93
94-103
194-113
114
115
116
117
118
119
120-131
132

Punction
NUL Cberacter
GArs strac:
ALT \(Q, W, E, R, T, U, I, O, P\)
ALT.A,S,D,F,G,H,J,K,L
ALT \(Z, X, C, V, B, N, M\)
Fl-ElG Eunction Keys Base
Case
Home
\(\uparrow\)
Page Up \& Home Cursor
\(\overrightarrow{\text { End }}\)
\(\downarrow\)
Page Down \& Home Cursor INS
DEL
E11-F26 (Upper Case E1-F10)
F21-F30 (CTRL Fl-F10)
F31-E40 (ALT El-F16)
CTRL PRTSC (Start/Stop
Echo to Printer) Key 55
CTRL - Reverse Word
CTRL \(\rightarrow\) Advance Word
CTRL EDD Erase EOL
CTRL PG DN Erase BOS
CTRL HOME Clear Screen and Home
ALT \(1,2,3,4,5,6,7,8,9,8,-\), \(\therefore\) (Keys 2-13)
CTRL PG UP TOP 25Lines
of Text \& Home Cursor

IHT 27H - Rarallel Printer
rhis interrupt provides an interface to the parallel printer devices.
\(\mathrm{AH}=\mathrm{B}\) Print Character
AL = ASCII character DX = Printer number ( \(0-3\) )
Valce Returned:
AH = Printer status Bit 7 n Not Busy Bit \(3=\) I/O Ezror Bit 6 =Acknowledge Bit \(2=\) Not Used Bit 5 = Out of Paper Bit \(1=\) Not Used Bit 4 = Selected
\[
\text { Bit } \mathfrak{B}=\text { Time Out Error }
\]
\(A H=1\) Initialize Printer Port Value Returned:

Same as for print character comand
\(\mathrm{AH}=2\) Read Printer Status
Value Returned:
Same as for print character comand
INT 19A -- System Bootstrap
This interrupt boots the system from floppy disk drive 0. The boot sector is read from the disk. loaded into memory at \(0: 7 \mathrm{CO} \mathrm{OH}_{\mathrm{H}}\) and control transferred to it at that address.

Ho parameters are passed through registers.
This interrupt is automatically invoked by the system initialization code in the ROK BIOS.

IHT LAH - Read/Set fibe of Day
This interrupt allows the time of day clock to be read or set.

\section*{AH \(=g\) Read Time of Day}

Values Returned:
CX High order word of time of day count
DX = Low order word of time of day. count
\(A L-g\) lif day has not changed since last read
Note: The time count in CX,DX runs at the rate of 18.2965 Hz or 54.9254 milifseconds/count.
\(A H=1\) Set Time of Day
\(C X=\) High order word of time of day count
DX = Low order word of time of day count
Note : Time count is initiallyset o \(\sigma\) when mPC is reset or powered on.

\section*{B. 3 User Supplied Routines}

IET 1BH -- Keyboard Break
Control will vector to this interrupt when a break is commanded from the keyboard. The ROM BIOS initializes this vector to point to a null interrupt service routine.

IMT ICH -- Timex Tick
Control will vector to this interrupt when the timer interrupt occurs. The ROM BIOS initializes this vector to. point to a null interrupt service routine.

\section*{B. 4 Pointers}

INT 1DH - Video Parameters
This vector points to a table of video intialization parameters for the Motorola 6845 CRT controller chip on the color and monochrome video boards. The tables consist of the data to be output to the CRT controller's 16 registers, RG-Rl5. All four strings must be reproduced to maintain all possible modes of operation. The vector initialiy points to the following table in the ROM BIOS:


DB 38H, 28H, 2DH, 0AH, 7FH, 06H, 64H, 70 H Color DB 62H, \(61 \mathrm{H}, 06 \mathrm{H}, 67 \mathrm{H}, 60 \mathrm{H}, 60 \mathrm{H}, 00 \mathrm{H}, 60 \mathrm{H}\) Graphics

DB 61H, \(50 \mathrm{H}, 52 \mathrm{H}, 0 \mathrm{FH}, 19 \mathrm{H}, 66 \mathrm{H}, 19 \mathrm{H}, 19 \mathrm{H}\). 8 BX 25


\section*{INT LEA - Diskette Parameters}

This vector points to a table of parametezs used for generating command strings to the intec 8272 floppy disk controller. If floppy disk drives of various Eypes are to be used, this vector must point to an appropriate table when the diskette \(1 / 0\) function is approprmed The vector initially points to the performed following table in the ROM BIOS:
\begin{tabular}{|c|c|c|c|}
\hline Table & Data & Meaning 827 & 3272 Command \\
\hline DB & DFH & SRT - 12, HUT = 15 & Specify \\
\hline DB & 62H & HET = 1. ND \(=0\) & Specify \\
\hline DB & 37 & Motor Turn off Delay [Ticks] & \\
\hline DB & 2 & Sector Length Code (N) & RD/WR/EMT \\
\hline DB & 8 & End of Track (EOT) & RD/WR \\
\hline DB & 42 & RD/WR Gap Length (GPL) & RD/WR \\
\hline DB & PFH & Data Length (DTL) & RD/WR \\
\hline DB & 86 & Format Gap Length (GPL) & gORMAT \\
\hline DB & E6H & Data Fill value (D) & FORMAT \\
\hline DB & 12 & Head Settle Time [ms.] & \\
\hline DB & 4 & Motor Start rime [1/8 sec.] & \\
\hline
\end{tabular}

\section*{INT 1FH -- Charactex Generator rable}

This points to a user supplied extension of the character generator table for graphics video modés. The user may define \(8 x 8\) graphics patterns corresponding to character values 128-255 by pointing this vector to a table of lk bytes of pixel data. Each pattern is defined by 8 bytes which describe the lit pixels in each row (from top to bottom) of the \(8 \times 8\) block. (Example: A value of 0日G日bgll (binary) will light the two rightmost pixels.)

The ROM BIOS intializes this vector to 0:0, which indicates that character values 128-255 are not defined.


Table E-2. ASCII Character Chart


Table E-3. ASCII Code Tables (Used in Conjunction with Table E-2)
\begin{tabular}{|c|c|c|c|}
\hline Key & Unshift & Shift & - Control \\
\hline 1 & 1B & 1B & 1B \\
\hline 2 & 31 & 21 & 31 \\
\hline 3 & 32 & 40 & 32 \\
\hline 4 & 33 & 23 & 33 \\
\hline 5 & 34 & 24 & 34 \\
\hline 6 & 35 & 25 & 35 \\
\hline 7 & 36 & 5 E & 36 \\
\hline 8 & 37 & 26 & 37 \\
\hline 9 & 38 & 2A & 38 \\
\hline 10 & 39 & 28 & 29 \\
\hline 11 & 30 & 29 & 30 \\
\hline 12 & 2 D & 5 F & 15 \\
\hline 13 & 3D & 2B & 3D \\
\hline 14 & 08 & 08 & 7 F \\
\hline 15 & 09 & & \\
\hline 16 & 71 & 51 & 11 \\
\hline 17 & 77 & 57 & 17 \\
\hline 18 & 65 & 45 & 05 \\
\hline 19 & 72 & 52 & 12 \\
\hline 20 & 74 & 54 & 14 \\
\hline 21 & 79 & 59 & 19 \\
\hline 22 & 75 & 55 & 15 \\
\hline 23 & 69 & 49 & 09 \\
\hline 24 & 67 & 4 F & OF \\
\hline 25 & 70 & 50 & 10 \\
\hline 26 & 58 & 7 B & 18 \\
\hline 27 & 5D & 7D & 10 \\
\hline
\end{tabular}


Table E-4 (Continued)


\section*{ROOT DIRECTORY}

The root directory holds information of files and its sub-directories. Each entry in the disk directory takes thity-wo bytes, andeonsists of the lollowing fields:

\[
\begin{gathered}
\text { APPEI.JIX D - MS-DOS INTERRUPTS AND } \\
\text { FUNCTION CALLS }
\end{gathered}
\]

\section*{INTERRUPTS}

MS-DOS reserves interrupt types \(\mathbf{2 0}\) to \(3 F\) for its use. This means ansotute locations. 80 to FF are the transter address storage locations reserveoty the DOS. The defined internupts are as follows with all values in hex:

\section*{\(2 \overline{3}\) Program teminizte}

This is the normal way to exit a program. This vector transiers to the logic in the DOS for restoration of <CTPi-C> exil addresses to the ealues they had on entry to the program. Al file buffers are flushed to firk All files that have changed in lengith stould have been closed (see function call 10 hex) prior to tssuing this internupt If the charged file was not closed tis length will not be recorded correctly in the directory. Betere this Interrupt is executed, CS MUST polit to the Program Segment Piefix.
In order for a program to pass a completion (or error) code when termingting, trmust use either functioncall hax 4 C (exit) or hex 31 (teenfate and stay residem). These tho new methods are preferred over using internuph hex 20, and the codes returned by them cean be interrogated in batch processing (see ERRORLEVEL, subcommand of batch process\(\mathrm{f} \mathrm{g} \mathrm{g}_{\mathrm{g}}\).

\section*{21 Function request}

\section*{See II FUNCTION REQUESTS.}

\section*{22 Terminate addrese}

The address represented by this htiemupt (88-8B hex) is the addrues to which cortrol will trarsier when the program terminates. This address is copied into low mamory of the segment the program is loaded into at the time this segment is cresied. II a program is to execute a mecond program, it must set the leminate address prior to creation of the seg. ment into which the program will be loaded. Otherwise once the second progrem executes, its termination will cause transfer to its host'stemination address.

23 <CTRL-C> exit address
If the user types <CTRL-C> during keyboard input or video output. "C Hind be printed on the console and an internupt type 23 hex will be executed. if the <CTRL-C> routine preserves all registers, it may end
- with a returnfrom-interrupt instuction (Iffer) to continue program excaution. If functions 9 or 10 (butfered output and input), were being executed, then VO wirl condinuse from the start of the kine. When the internupt oscurs. all registers are set to the value they had when the originat call to MS-DOS was made. There are no restricions on what the <CTRL-C> hander is allowed to do, inctuding MS-DOS function calls. as long as the registers are unchanged it IRET is used.

If the program creates a new segment, then loads in a second program which changes the <CTRL-C> address, the termination of the second program and retum to the first will cause the <CTRL-C> address to be restored to the value it had before execution of the second program.

\section*{24 Fatal error abort vector}

When a latal error occurs within MS-DOS, control will be transferred with an \(\operatorname{INT}\) 24H. On entry to the error handler, AH will have its bit \(7=0\) it the error was a disk error (probably the most commonocourrence), bit \(7=1\) i not If it is a disk error, bits \(0-2\) monude the following:
\begin{tabular}{ll} 
bit 0 & 0 if read, 1 ti write \\
bit 21 & AFFECTED DISK AREA \\
bit 00 & \\
bit 01 & Reserved area \\
bit 10 & File allocation table \\
bit 11 & Directory \\
\end{tabular}

Registers BP:SI contain the address of a Device Header Controf Block from which additional information can be retrieved. See below

\section*{TABLE D-1. Devico Header}


Device Header Format (Pointer to by BP-SI). AL, CX, DX, and DS:BX wil be setup to perform a retry of the transter with INT \(25 H\) or INT 26H (betow). The lower half of Di will have a 16 -bic error code rocturned by the hardware. The values returned are shown in TABLE D-2

TABLE D-2. Device Header Error Codes
\begin{tabular}{|ll|}
\hline 0 & write protect \\
1 & unicnown unit \\
2 & not ready \\
3 & unknown command \\
4 & data error \\
5 & bad request structure length \\
6 & seek error \\
7 & unknown media type \\
8 & sector not found \\
9 & printer out of paper \\
A & write fault \\
B & read fault \\
C & general failure \\
\hline
\end{tabular}

The registers will be set up for a BIOS disk call and the returned code will be in the lower half of the DI register with the upper half undefined. The user stack will appear as follows, from top to bottom:
\begin{tabular}{ll} 
IP & MS-DOS registers after issuing \\
CS & INT 24
\end{tabular}

FLAGS
TABLE D-3. User Registers at Time of Request
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The registers are set such that if an IRET is executed the DOS will respond according to (AL) as follows:

\section*{TABLE D-4. Error Correction Codes}
\begin{tabular}{ll}
\((\) AL \()=0\) & ignore the error \\
\((\) AL \()=1\) & \begin{tabular}{ll} 
retry the operation. IF THIS OPTION USED, STACKDS, \\
BX, CX, AND DX MUST NOT BE MODIFIED!
\end{tabular} \\
\((A L)=2\) & abort the program
\end{tabular}

Currently, the only error possible when AH bit \(\mathbf{7 = 1}\) is a bad memory image of the file allocation table.

\section*{NOTES:}
1. Before giving this routine control for disk enors, MS-DOS periorms five rethes.
2. For disk errors, this exit is taken onty for errors occurring during an interrupt hex 21 function call. It is not used for errors during an. internupt hex 25 or hex 26 call.
3. The SS, SP, DS, ES, BX, CX, and DX registers must be preserved.
4. Use of some MS-DOS function calls will destroy the operating system stack and leave MS-DOS in an unpredictable state. If necessary. calls 1 trrough 12 may be used, otherwise refrain from using MSDOS function calls.
5. The intemupt handler must not change the contents of the device header.
6. If the interupt hander will handie errors ilself rather than returning to MS-DOS, it should restore the application program's registers from the stack, remove all but the last 3 words on the stack, then issue an IRET. This will retum to the program immediately atter the INT 21 that experienced the error. Note that it this is done, MS-DOS will be in an unstable state unfil a function call higher than 12 is issued.

Thistransters control directly to the DOS BIOS. Upon return the original flags are still on the stack (put there by the INT instruction). This is necessary because retum information is passed back in the flags. Be sure to pop the stack to prevent unconirolled growth. For thisentry point "records" and "sectors" are the same size. The request is as follows in TABLE D-5.

TABLE D-S. Disk Read Request Codes
\begin{tabular}{|ll}
\hline (AL) & Drive number \((0=A, 1=B\), etc. \()\) \\
(CX) & Number of sectors to read \\
(DX) & Beginning logical record numb ar \\
(DS:BX) & Transter address
\end{tabular}

The number of records specified are transferred between the given drive and the transter address. Logical record numbers" are obtained by numbering each sector sequentially starting from zèro and continuing across track boundaries. For example, logical record number 0 hex is track 0 sector 1 , whereaslogical record number 12 hex 1 track 2 sector 3.

All registers except the segment registers are destroyed by this call. It the transfer was'successtul the carry flag (CF) will be zero. It the transfer was not successtul CF \(=1\) and (AL) indicates the enror as shown in TABLE D-6.

TABLE D-6. Disk Read Error Codes
\begin{tabular}{|cl|}
\hline Retum & Description \\
\hline 0 & write protect \\
1 & unknown unit \\
2 & disk not ready \\
3. & unknown cornmand \\
4 & data error \\
5 & bad request structure length \\
6 & seek error \\
7 & unknown media type \\
8 & sector not found \\
9 & printer out of paper \\
A & write fault \\
B & read fault \\
C & general disk failure \\
\hline
\end{tabular}

Appendix D

Register (AH) contains a more specific error code as follows:
TABLE D-7. Register AH Error Codes
\begin{tabular}{|ll|}
\hline Retum & Description \\
\hline 80 H & attacturent tailed to responded \\
40 H & SEEK operation failed \\
20 H & Controller fallure \\
10 H & Bad CFC on disketle read \\
08 H & DMA overnun on operation \\
04 H & Requested sector not found \\
03 H & Write etternpt on wrte-protected disk \\
02 H & Address mark not found \\
00 H & Error other than types listed \\
\hline
\end{tabular}

NOTE: Error status bits may be combined by logical ORing when multiple errors accur.

26 Absolute disk witte
This vector is the counterpart to Internupt 25 abova.

\section*{27 Terminato but stay resident}

This vector is used by programs whicti are to remain resident when COMMAND regains control. Such a program is loaded as an executing COM the by COMMAND. Atter It has indiaized itselt, it must set DX to its last addrass phus one in the segment in which it is executing, then excecute an intarupt 27H. COMMAND will then treat the program as an eatension of MS-DOS, and the program will not be overtald when other programs are exacuted, This concept is very useful for loading programs such as user-witten Intemupt handlers that must remain resident.

The new MS-DOS function cell mumber 31H has been established to allow a teminating program to pass a completion (or error) code to MSS-DOS which can be interpreted within batch processing.

NOTES:
1. This intempt restores the internupt 22,23 , and 24 vectors in the same manner as INT 20. Theretore, it can not be used to install permanently resident CTRL-BREAK or CRITICAL ERROR handler routines.

2 The maximum size of memory that can be made resident by this method is 64 K . You can use call hex 31 to make a larger program resident.
3. This internupt musi NOT be used by .EXE programs which are loaded into the high end of memory.

\section*{FUNCTION REQUESTS}

The user requests a function by placirg a function number in the AH register, supplying additional information in other registers as necessary for the specific function then executing an interrupt type 21 hex. When MS-DOS takes control it switches to an intemal stack. User registers except AX are preserved unless information is passed beck to the requester as indicated in the specific requests. The user stack needs to be sufflcient to accommodate the interrupi system. It is recommended that it be 80 hex in addition to the user needs.

There is an additional mechanism provided for programs that conforms to CPM calling conventions. The function nurnber is placed in the CL register, other registers are set as normal according to the function spectication, and an intrasegment call is made to location 5 in the curremt code segment. This method is only available to functions which do not pass a parameter in AL and whose numbers are equal to or less I han 36 . Register AX is always destroyed is this mechanism is used, othemwise it is the same as nomal function requests.

Functions 2F through 57 are now for MS-DOS Version 2.1. Where similar functions exist in both ithls group and the group of tradisional calls, we recommend using the new calle. They have been detined with simples interlaces and provide more poweitul functions than thelr traditional counterparts.

Many o. rew function calls return the carry flag clear if the operation was successfut. II an error condition was encountered, the carry flag is set, and AX contains one of the following binary error return codes:

TABLE D-8. Binary Error Codes
\begin{tabular}{|c|c|}
\hline Code & Conoition \\
\hline 1 & Invalif function number \\
\hline 2 & File not tourd \\
\hline 3 & Path not found \\
\hline 4 & Too many open files (no handles left) \\
\hline 5 & Access denied \({ }^{\text {d }}\) \\
\hline 6 & Invalid handle \\
\hline 7 & Memory control blocks destroyed \\
\hline 8 & Insufficient memory \\
\hline 9
10 & Invalid memory block address trvalid emvironment \\
\hline 11 & tnvalid environment invalid format \\
\hline 12 & Invalid access code. \\
\hline 13 & Invalid data . \\
\hline 15 & Invalid difive was specified \\
\hline 16 - & Attempted to remove the current directory \\
\hline \[
17
\] & Not sarne device No more files \\
\hline
\end{tabular}

Several of the calls accept an ASCIIZ string as input. This consists of an ASCII string containing an optional drive specifier, followed by a directory path, and in some cases a flename. The string is terminated by a byte of binary zeros. For example:

\section*{B: LLEVELILEVEL2\FILEI}
tollowed by a byte of zeros. (Note that all calls which accept path names will accept etither a forward slash or a backstash as a path separator character.)
The new calls supporting fites or devices used by an identifier are known as a Thandie". When you create or open a file or device with the new calls, a 16 -bit binary vake is returned in AX. This is the thandie" (sometimes known as a token) that you will use in referring to the file after it's been opened.

The following thandies are pre-defined by MS-DOS and can be ustin , y your program. You do not need to open them betore using them:
TABLE D-9. MS-DOS Handles
\begin{tabular}{|ll|}
\hline Handle & Définition \\
0000 & Standard input device. Input can be redirected. \\
0001 & Standard output device. Output can be redirected. \\
0002 & Standard error output device. Output carinot be redirected. \\
0003 & Standard auxiliary device. \\
0004 & Standard printer device.
\end{tabular}

\section*{FUNCTIONS}

The functions are as follows with all values in hex:
0 Program terminate
The terminate and <CTRL-C> ext addressies are restored to the values they had or entry to the terminating program. All file buffers are flushed, however, files which have been changed in length but not closed will hot be recorded property in the disk directory. Control transters to the terminate address.

\section*{1 Keyboard Input}

Waits for a character to be typed at the keyboard, then echos the character to the video device and returns it in AL. The character is checked for a <CTRL-C>. It this key is detected an intermpt 23 hex will be executed.

NOTE: For functions 1, 6, 7, and 8, exdended ASCII codes will require two function cals. The first call returns 00 as an indicator that the nex call will return an extended code.

\section*{2 Video output}

The character in DLis output to the video device. If a <CTRL-C> is detected after the output an intermpt 23 hex will be executed.

\section*{3 Auxiliary input}

Waits for a character from the aumiliary input device, then returns that character in AL.

NOTE: Auxiiary (AUX, COM1, COM2) support is unbuffered and noninternupt driven. At startup the first auxiliary port is initialized to 2400 baud, no parity, one stop bit, and B-bit data.

\section*{4 Auxitiary output}

The character in DL is output to the auxiliary device.
5 Printer outpent
The character in DL is ointput to the printier.
6 Direct console vo
II DL is FF hex, then AL returns with keyboard input character it one is readj; othervise 00 . If OL is not FF hex, then DL is assumed to have a valid character which is output to the video device. No checks are made for <CTRL-C>.

\section*{7 Direct console input without echo}

Waits for a character to be typed at the keyboand, then returns the character in AL. As with tunction 6, no checks are made on the character.

\section*{8 Console Input without echo}

This function is identicat to function 1, excopt the key is not echoed.
9 Print string.
On entry, DS:DX must point to archaracter string in memory terminated by a \(S^{\prime}\) ( 24 heox). Each character in the string will be output to the video dovice in the same form as function 2.

\section*{A Butfered keyboard Input}

On entry, DS:DX must point to an input butfer. The first byte must not be zero and specilies the number of characters the buffer can thotd. Characters are reed trom the keyboard and placed in the butter beginning at the third byta. Raeding the keyboard and filing the buffer continues unili <ENTER> is typed. if the butier fills to one less than the meximum, then
additional keyboand inputt is ignored until a <ENTER> is typed. The second byte of the buffer is set to the number of characters received exctucding the carriage rotion ( 00 hex), whictiis atways the last character. Editing of this buffer is described in Chapler 7.
B. Check keyboard status

If a character is available from the keytoard. AL. will be FF hex, otherwise Al will be 00.

C Character input with buffer fiush
First the keyboard type-ahead buffer is emptied. Then if AL is 1, 6, 7, 8, or OA, the corresponding MS-DOS input function is executed. If AL is not one of these values, no further operation is dene and AL. retums 00 .

\section*{D Disk reser}

Fushes all file buffers. Unclosedfites that have been changed in size will not be property recorded in the disk directory until they are closed. This function need not becalied before a disk change if all files which have beèn writen hava bean closed.

\section*{E Eelect disk}

The drive specified in \(\mathrm{DL}(0=\mathrm{A}, 1=\mathrm{B}\), etc.) is selected as the defaut cisk. The number of drives is retumed in AL
F Open fire
Op eatry, DS:DXjoint toensnopened file control block (FCB). The disk directory is sedrched for the named file and AL returns FF hex if it is not tound. It it is found, AL will retum a 00 and the FCB is filled as follows:
1. It the drive-code was 0 (defart disk), i is changed to the actual disk used \((A=1, B=2\) sic.). This aljows changing the defaut disk withous interfering with subsequent operations on this file. The high byte of the current block field is set to zero. The size of the record to be worked with (FCB byles E-F hex) is set to the system default of 80 hex. The size of the file, and the time and date are sel in the FCB from information obtained from the cirectory.

2 his the user s responsibility to set the record size (FCB bytes E-F) to the size in terms of which he wants to think of the file if the default 80 hex is not appropriate. It is also the user's responsibility to set the random record field and/or current block and record fields.

\section*{10 Close file}

This function must be called after file wites to ensure all directory information is updated. On entry, DS:DX point to an opened FCB. The disk directory is searched and if the file is found, its position is compared with that kept in the FCB. If the file is not fourid in the directory, it is assumed the disk has been changed and AL returns FF hex. Otherwise, the directory is updated to reflect the status in the FCB and AL returns 00 .

\section*{11 Search for the first entry}

On entry, DS:DX point to an unopened FCB. The cisk directory is searched for the first matching name (name could have "?" 8 indicating any letter matched) and \(I\) none are found, AL returns FF hex. Otherwise, Al retums 00 and the locations at the disk transfer address are set as follows:
1. It the FCB provided for searching was an extended FCB, then the first byteis set to FF hex, then 5 bytes of zeros, then the attribute byte from the search FCB, then the drive number used ( \(A=1, B=2\), etc.), then the 32 bytes of the directory entry. Thus the disk trenster address contains a valid unopened extended FCB with the same search attributes as the search FCB.
2. If the FCB provided for searching was a nomal FCB, then the first bytais set to the difve number used ( \(A=1, B=2\), etc.) and the next 32 bytes contain the matching directory entry. Thus the disk transfer address contains a valid unopened normal FCB. Entries for volume label, sub-directories, hidden and system files, will not be retumed.
3. If the aturbute fietd is set for the volume label, it is considered an exclustive search, and only the volume label ertry is returned.

Directory entries are formatted as follows:
TABLE D-10. Directory Entry Formats
\begin{tabular}{|c|c|c|}
\hline Location & Bytes & Description \\
\hline 0 & 11 & File name and extension \\
\hline 11 & 1 & Attributes. Bits 1 or 2 make file hidden \\
\hline 12 & 10 & Zero field (for expansion) \\
\hline 22 & 2 & Time Bits. \(0-4=\operatorname{secs} / 2\) \(5-10=\mathrm{min}\) 11-15 \(=\mathrm{hrs}\) \\
\hline 24 & 2 & Date Bits. \(0-4=\) day \(5-8=\) month \(9-15=\) year \\
\hline 26 & 2 & First allocation unit \\
\hline 28 & 4 & File size, in bytes. (30 bits max.) \\
\hline
\end{tabular}

\section*{12 Search for the next entry}

After function 11 has been called and lound a match, function 12 may be called to find the next match to an ambiguous request (' \(7^{\prime \prime}\) s is the search filename). Both thputs and outputs are the same as function 11. The reserved area for the FCB keeps information necossary for continasing the search, so it must not be modified.

\section*{13 Delete file}

On entry, OSDX point to an unopened FCB. All matcting directory entries are deleted. It no directory entries match, AL returns FF, other wise AL returns 00.

\section*{14 Sequential read}

On entry, DS:DX point to an opened FCB. The record addressed by the curren block (FCB bytes C-D) and the current record (FCB byte 1F) is loaded at the disk transter address, then the record address is incremented. If end-of-file is encountered AL returns either 01 or 03 . A return of 01 indicates no data in the record. 03 indicates a partial record is read and filled out with zeros. A retum of 02 means there was not enough room in the disk transier segment to read one record, so the transfer was aborted. AL retums 00 it the transfer was completed successfully.

\section*{15 Sequential write}

On entry, DS:DX point to an opened FCB. The record adidressed by the current block and current record fields is written from the disk transter address (or, in the case of records less than sector sizes, is buffered up for an eventual witte when a sector's worth of data is accumulated). The record address is then incremented. If the disk is full AL returns with a 01. A retum of 02 means there was not enough room in the disk transfer segrment to write one record, so the transter was aborted. AL returns 00 if the transfer was completed successfully.

\section*{16 Create file}

On entry DS:DX point to an unopened FCB. The disk directory is searched for an emply entry, and AL returns FF if none is found. Otherwise, the entry is instiatized to a zero-length file, the tile is opened (see function F), and AL returns 00 . The file may be marked hidden during its creation by using an extended FCB contalning the approprtate attribute byte.

\section*{17 Rename file}

On entry, DS:DX point to a modifed FCB which has a drive code and file name in the usual position, and a second the name starting 6 bytes after the first (DSIDX +11 hexi) in what is normally a reserved area. Every matching occurrence of the first is changed to the second (with the restriction that two files cannot have the eccact same name and extersion). If "'s appear in the seccind name, then the corresponding postfions in the original name will be unchanged. AL returns FF hex if no match was found, othervise 00.

AL. retums with the code of the current default drive ( \(0=A, 1=B, e t c\).) t
1A Set disk transfer address
The disk transfer address is set to DS:DX MS-DOS will not allow disk transters to wrap around within the segment, nor to overflow into the next segment.

1B Allocation table address
On return, DS:SX point to the allocation table for the current drive, DX has the number of allocation units, AL. has the number of records per allocation unit, and CX has the size of the physical sector. At DS:[BX-1]. the byte before the allocation tabie is the dirty byte for the table. If set to 01, it means the table has been modified and must be written back to disk. If 00, the table is not modified. Any programs which get the address and directly modity the table must be sure to set this byte to 01 for the changes to be recorded.. This byte should NEVER be set \(1000-\) instead, a DISK RESET function (*OD hex) shoutd be performed to write the table and reset the bit

NOTE: Beginning with MS-DOS version 2.1 this call no fonger returns the address of a complete file Allocation Table, because the FATs are no longer kept resident in memory.

\section*{21 Random read}

On entry, DS:DX point to an opened FCB. The current block and current record are set to agree with the random record field, then the record addressed by these fields ls loaded at the current disk transfer address. If end-of-file is encountered, AL returns elther 01 or 03 . 01 is returned, no more data is available. 403 is returned, a partial record is avaliable, filied out with zeros. A rearn of 02 means there was not enough room in the disk transfer segment to read one record, so the transfer was aborted. AL. returns 00 if the transfer was completed successtully.

\section*{22 Random witte}

On entry, DS:DX poind to an opened FCB. The current block and current record are set to agree whth the randorn record field, then the record addressed by these fields is witten (or in the case of reconds not the same as sector stess - buffered) from the dist transfer address. I the
disk is luil AL relurns 01. A return of 02 means there was not enough room in the disk transfer segment to write one record, so the transfer was aborted. Al returns \(\mathbf{0 0}\) if the transfer was completed successlully.

\section*{23 File size}

On entry, DS:DX point to an unopened FCB. The disk cireciory is searched for the first matching entry and if none is found, AL relurns FF. Othenvise the random record field is set with the size of the file (in terms of the recoro size field rounded up) and AL returns 00 .

\section*{24 Set random record field}

On entry, DS:DX point to an opened FCB. This function sets the random racord field to the same file address as the current block and record fields.

\section*{25 Set vector}

The interrupt type specified in AL is set to the 4-byte address DS:DX

\section*{26 Create a new program segment}

On entry, DX has a segment number at which to set up a new program segment. The entire 100 hex area at location zero in the current program segment is copied into location zero in the new program segment. The memory she information at location 6 is updated and the current termination and <CTRL-C> exit addresses are saved in the new program segment starting at \(O A\) hex.

\section*{27 Random block read}

On entry, DS:DX point io an opened FCB, and CX contains a record count that must not be zero. The specified number of reconds (in terms of - The record size field) are read from the file address specified by the randorn record field into the disk transfer address. If end-of-file is reached before all records have been read, AL returns either \(0 i\) or 03 . A return of 01 indicates end-ol-file and the last record is complete, a 03 indicates the iast record is a partial record. If wrap-around above address FFFF hex in the disk transfer would occur, as many records as possithe are read and

AL returns 02. If all records are read successlully. AL returns 00 . In any case. CX returns with the actual number of records tead, and the random record field and the current blockirecord fields are set to address the next record.

\section*{28 Random block write}

Essentially the same as function 27 above, except for writing and a write-protect indication. If there is insufficient space on the disk. AL return 01 and no records are witten. It CXis zero upon entry, no records are written, but the file is set to the length specified by the Randorn Record field, whether longer or shorter than the current fite size (allocation units are released or allocated as appropriate).

\section*{29 Parse file name}

On entry DS:SI points to a command line to parse, and ES:DI points to a portion of memory to be filied with an unopened FCB. Leading TABs and spaces are ignored when scanning. If bit 0 of AL is equal to 1 on entry. then at most one leading file name seperator will be ignored, along with any trailing TABs and spaces. The filename separators are:
: . \(=+:\). <tab> <space>
If bit 0 of AL is equal to 1 , then all parsing stops if a separator is encountered. The command line is parsed for a file name of the form D.filename.ext, and if found, a corresponding unopened FCB is created at ES:DI. The entry value of AL. bits 1,2 , and 3 determine what to do if the drive, filename, or extension, respectively, are missing. In each case, if the bit is a zero and the field is present on the command line, then the FCB is filled with a fixed value ( 0 , meaning the defaut drive for the drive field; all blanks tor the fitename and extension fields). If the bit is a 1 , and the field is not present on the command line, then that field in the destination FCB at ES:DI is left unchanged. It an asterisk \({ }^{-* *}\) appears in the filename or extension, then all remaining characters in the name or extension are set to "?".

The following characters are \#legal within MS-DOS file specifications:
\[
\text { 1/ }[1+=;, \<>1
\]

Control characters and spaces also may not be given as elements of file specifications. If any of these characters are encountered whileparsing, or the period (.) or colon (:) is found in an invalid position, then parsing stops at that point.

Hf either " \(r\) or "*- appears in the tie name or exlension, then AL returns 01, otherwise 00 . DS:SI will retum pointing to the first character after the file name.

NOTE: This call can not be used for command lines containing path names.

\section*{2A Get date}

Fieturns dets in CX-DX. CX has the year, Diri tes the month ( \(1=\) Jan, \(2=\) Feb, elc.), and DL. has the day. 1 thetime-of-day clock rolls over to the next day, the date will be adjusted accordingly, taiding lito account the number of days in cach month and leap years.

\section*{28 Set date}

On entry CX:DX must have a valid date in the seme format as returned by function 2A above. If the date is indeed valid and the set operation is successfut, then AL returns 00 . If the date is not valid, then AL returns FF.

\section*{2C Get ture.}

Returns with time-of-day in CX:DX. Time is actually represented as four 8-blt binary quanities, as follows: CH has the hours ( \(0-23\) ). CL has minutes ( \(0-59\) ), DH has seconds ( \(0-59\) ), DL has \(1 / 100\) seconds ( \(0-99\) ). This fomat is easily converted to a printable form yet can also be caiculated upon (e.g., subtracting two times).

\section*{20 Set timo}

On entry, CXIDX has time in the same format as returned by function 2C above. If any component of the time is not valld, the set operation is aborted and AL. retums FF. If the time is valid, AL returns \(\mathbf{0}\).
2E. Selpesed verify flog
On entry, DL must be 0 and AL. has the vertly flag: \(0=\) no verity, \(1=\) yerity after write. This flag is passed to the VO system on each witte. Note that the current seting of the vertly switch can be obtained through call hex 54.

\section*{\(2 F\) Get DTA}

On retum, ESBX contains the current DTA transfer address.

On return, AL contains the major version number. AH contains the minor version number.

NOTE: If AL retums zero, it can be assumed that it is a pre-MS-DOS version 2.1 system.

31 Terminate process and remain recident (Keep process)
On entry, Al contains a binary exit code. DX contains the memory size value in paragraphs. This function call terminates the current process and attempts to set the initial allocation block to the number of paragraphs in DX. It will not free up any other allocation blocks betonging to that process. The exit code passed in AL is retrievable by the paren through Wait (function call 4D hex) and can be tested through the ERRORLEVEL batch subcommands.

\section*{33 CTRL-BREAK check}

On entry, AL contains 00 to request the current state of control-break checking, 01 to set the state. If setting the state, DL. must contain 00 for OFF or 01 for ON. DL retums the current state \((00=O F F, 01=O N)\)

\section*{35 Get vector}

On entry, AL contains a hexadecimal internupt number. The CSIIP interrupt vector for the specified internupt is retumed in ESFBX. Note that interrupt vectors can be set through call hex 25 .

\section*{36 Get disk free space}

On entry, DL contains a driva ( \(0=\) defauth, \(1=A\) eic.). On return, \(A X\) returns FFFF it the drive number was trivalid. Otherwise, BX contains the number of availabie allocation units (clusters). DX contains the total number of clusters on the drive, CX contains the number of bytes per sector, and AX contains the number of sectors per chuster.

NOTE: This call returns the same information in the same registers (except for the FAT pointer) as the get FAT pointer call (hex 1B) did in previous versions of MS-DOS.

On entry, DS:DX points to a 32 -byte block of memory in which returned information is passed and AL contains a function code. In DOS 2.1, this function code must be zero. The following information is pertinent to intemational applications.
\begin{tabular}{llll|}
\hline WORD Date/ime format & \\
\hline \begin{tabular}{l} 
BYTE ASCIIZ string \\
Currency symbol
\end{tabular} & & \\
\hline BYYE ASCIIZ string & & \\
thousands separator & & \\
\hline \begin{tabular}{l} 
BYTE ASCIIZ string \\
decimal separator
\end{tabular} & \\
\hline \begin{tabular}{l} 
27 bytes \\
reserved
\end{tabular} \\
\hline
\end{tabular}

The date and time format has the following yalues and meaning:
\begin{tabular}{lll}
\(0=\) USA Standard & \(h: m: s\) & \(m / d / y\) \\
\(1=\) Europe Standard & \(h: m: s\) & \(d / m / y\) \\
\(2=\) Japan Standard & \(h: m: s\) & \(d / m / y\)
\end{tabular}

\section*{39 Create a sub-directory (MKDIR)}

On entry, DX-DX contains the address of an ASCIIZ string with drive and directory path names. If any member of the directory path does not exist, then the directory path is not changed. On return, a new directory is created at the end of the specifed path. Error returns are 3 and 5 (refer to error retum table).

\section*{3A Remove a directory entry (RLADIR)}

On entry, DS:DX contains the address of an ASCIIZ string with the drive and directory path names. The specified directory is ramoved from the structure. The current cfrectory cannot be removed. Enror returns are 3 and 5 (refer to error retum table). Note that code 5 is retumed if the spectified directory is not empty.

\section*{3B \\ Change the current directory (CHDIR)}

On ertry, DS:DX contains the address of an ASCIIZ string with drive and directory path names. If any meriber of the directory path does not exist, then the directory path is not changed. Otherwise, the current directory is set to the ASCIIZ string. Error return is 3 (refer to the error return table).

\section*{3C Create a file (Create)}

On entry, DS:DK contains the eddress of an ASCIIZ string with the drive, path, and flename. CX contains the attribute of the file. This function call creates a new file or truncates an old file to zero length in preparation for writing. If the file did not exist, then the file is crezted in the appropriate directory and the file is given the readhwite access code. The file is opened for read/write, and the handle is retumed in AX. Error returns are 3,4, and 5 (refer to the error retum table). If an emor code of 5 is returned, ether the directory was full or a file by the same name exists and is marked read-only. Note that the change mode function call (hex 43) can later be used to change the file's attribute.

\section*{3D Open a file}

Orientry, DS:DX contains the eddress of an ASCIL string with the drive, path, and filenames. AL contains the access code. On return, AX contains an error code or a 16 -bit file handle associated with the file. The following values are allowed for the access code:
\(0=\) file is opened for reading.
\(1=\) file is opened for writing.
\(2=\) file is opened for both reading and writing.
The read/write pointer is set at the first byte of the file and the record size of the file is 1 byte (the read/write poirter can be changed through function call hex 42). The retumed file handle must be used for subsequent input and output to the file. The file's date and time can be obtained or set throught call hex 57, and tis attribute can be obtained through call hex 43. Enror returns are 24,5, and 12 (reler to the error return table).

NOTE: This call will open any normal or hidden file whose name matches the name specified.

\section*{\(3 E\) Close a file handle}

On enfry, BX contains the fore handle that was retumed by "open". On return the file will be closed and all internal buffers are flushed. Eroor retum is \(\mathbf{6}\) (reler to the cror return table).

\section*{3F Read from a fie or device}

On entry, BX contains the fite thandle. CX cortains the number of bytes io read. DSDX conteins the brifer address. On rehum, N: contaiizs the number of bytes read It the value is zero, then the program has triod to read from the end-of-fie. This functioncall transfers (CX) byins trom a Gile into a bufter location. It is not guaranteed that all brites wili be read. For example, reading from the keybcard will read at most one iire of text. If this read is performed from the standard input device, the ingut can be redirected. Error retums are 5 and 6.

\section*{40 Write to a file or device}

On entry, BX contains the file handle. CX contains the number of bytes to write. OSDDX contains the address of the data to write. Write transfers (CX) bytes from a bufter into a file. AX retums the number of bytes actually wituan if this value is not the same as the number requested, it should be considered an error (no efror code is retumed, but your program can compere these values). The usual reason for this is a full disk. If this wite is performed to the standard output device, the output can be redirected. Error returns ere 5 and 6.

\section*{41 Delete a file from a specified directory (UNLINK)}

On entry, DS.DX contains the address of an ASCIZ string with a crive, path, and filenarne. Giobal filename characters are not allowed in any part of the sting. This function call removes a directory entry associated with a filename. Read-only files cannot be deleled by this call. To delete one of these fees, you can first use call hex 43 to change the file's attribute to 0 , then delete the file. Error returns are 2 and 5 .

\section*{42 Move file read/write pointer (LSEEK)}

On entry, AL contains a method value. BX contains the file handie.CX:DX contains the destred offset in bytes (CX contains the most significant part). On rehm, DX:AX contains the new location of the pointer (DX contains the most significant part).

It moves the readhwrite pointer according to the following methods:
AL \(0=\) The pointer is moved to offset (CX:DX) bytes from the beginning of the file.

AL \(1=\) The pointer is moved to the current location plus offset.
AL \(2=\) The pointer is moved to the end-of-ile plus offiset. This method can be used to deieminc file's size.

Error returns are 1 and 6.
43 Change file mode (CHROD)
On entry, AL contains a function code, and DS:DX contains the address of an ASCIIZ string with the drive, path, and filename. If AL contains 01 then the file will be set to the attribute in CX. If AL is 0 then the file's current attribute will be retumed in CX. Error retums are 3 and 5.

44 VO control for devices (IOCTL)
On entry, AL contains the function value. BX contains the file handle. On return, AX contains the number of bytes transferred for functions 2, 3, 4, and 5 or status ( \(00=\) not ready, FF a ready) for function 6 and 7. or an error code. Use IOCTL. to set or get device information associated with open device handle, or send/receive control strings to the device handle. The following function values are allowed in AL-
\(0=\) Get device information (retumed in DX).
\(1=\) Set device information (determined by DX). Currently, DH must be zero for this call.
\(2=\) Read CX number of bytes into DS:DX from device control channel.
3 = Write CX number of bytes from DS:DX
to device controt channel.
\(4=\) Same as 2 , but use dive number in \(B L(0=\) defauth \(1=A\), etc \()\) \(5=\) Same as 3 , but use drive number in \(B L(0=\operatorname{defantit}, 1=A\), etc. \()\).
\(6=\) Get input status.
7 - Get output status.

Th. can be used to get information about device channels. Calls can be made on regular files, but only function values 0,6 , and 7 are defined in the case. All other calls return an "invalid function" error.

Calls \(A L=0\) and \(A L=I\) have bits in \(D X\) defined as follows:


FIGURE D-1. Function Values


Bits 4, 8-13, and 15 are reserved and should not be altored.

NOTE: OH must be zero for call \(A L=1\).
Calls \(A L=2, A L=3, A L=4, A L=5\). These four calls allow arbitrary control strings to be sent or received from a character device. The call syntax is the same as the Read and Write calls, except for calls 4 and 5 which accept a drive number in BL instead of a handie in BX. A. "invalid function" error is returned it the CTRL bit is zero. As "access-denied" code is retumed by calls 4 and 5 if the drive is invalid. Ercr tetums are 1,6 , and 13.

Calts \(\mathrm{AL}=6\) and \(\mathrm{AL}=7\). These calls allow you to check whether a fite handie is ready for input or outpit. If used for a file, Al always returns FF until an exd-of-ile is reached, then always retums 00 unless the current file position is changed (through call hex 42). When used for a device, \(A\) L returns FF for ready or 00 for not ready.

45 Duplicate a fite handle (DUP)
On entry, BX contains the file handle. On return, AX contains the returned file handle. This.function call takes an opened file handle and retums a new file handle that refers to the same file at the same position. Error returns are 4 and 6 (refer to the error return table).

NOTE: If you move the readwrite pointer of either handle, the pointer for the other handle will also be changed.

46 Force a duplicate of a handie (DUP)
On entry, BX contains the file handle. CX contains a second file handle. On retum, the CX file handie will refer to the same stream as the BX file handle. If the CX file handla was an open file, then it is closed first. Error return is \(\mathbf{6}\) (refer to the error rethom table).

NOTE: If you move the readiwite pointer of either handle, the pointer for
the other handie will also be changed.
47 Get Current directory
On entry, DL contains a dive number \((0=\) defath, \(1=A\), etc.) and DS:SI point to a 64 -byte area of user memory. The futs path name (starting from the root directory) of the current directory for the specified drive is placed in the area pointed to by DS:SI. Note that the dive letter will not be part of the retumed string. The string will not begin with a backslash and will be teminated by a byte containing hex 00 . The ertor returned is 15 .

On entry, BX contains the number of paragraphs requested. On return, \(A X: 0\) points to the allocated memory block. If the allocation fails, \(B X\) will refum the size of the largest block of memory available in paragraphs. Errer retums are 7 and 8.

\section*{49 Free allocated memory}

On cntry. ES contains the segment of the block being retumed. On retum, a blook of memory is retumed to the system pool that was clltozaicd by call hex 48 . Error relums are 7 and 9.

4A Hodify aliocated memory blocks (SETBLOCK)
On entry, ES contains the segment of the biock. BX contains the new requested thock size in paragrephs. DOS will attempt to "grow" or "strink" the specified blocik. If the call fails on a grow request, then on retum, EX contains the maximumbtock stze possible. Error returns are 7 . 8 , and 9.

\section*{4B Load or execute a program (EXEC)}

This function call allows a program to load another program into memory and (defeult) begin execuffion of th. DS:DX point to the ASCIIZ string with drive, path, and filename of the file to be loaded. ES:BX point to a parameter block for the load and AL cenlains a function value. The following function values are allowed:
\(0=\) Load and execute the program. A program segment prefix is established for the program and the terminate and control-break addresses are set to the Instruction after the EXEC system call.

NOTE: When control is returned, all registers are changed inclucling the stack. You mist restore SS, SP and any other required registers. before proceeding.
\(3=\) Load, do not create the program segment prefix, and do not begin execution. This is usetul in loading program overlays.

For each of these values, the block pointed to by ES:BX has the following format:
\(\mathrm{AL}=0\) Load and Execute Program
WORD segrient address of environment
string to be passed.
DWORD pointer to command line to be
placed et Program Header +80 H
DWORD points to defautt FCS to be
passed at Progran Header +5 Ch
DWORD pointer to defaill FC3 to bi;
passed at Program Header +6 Ch
3 Load overlay
WORD segment eddress where file will
be loaded.
WORD relocation factor to be applied
the image.

Note that all open files of a process are duplicated in the newly created process after an EXEC. This is extremely powertul: the parent process has control over the meanings of standard input, output, ausillary, and pinter devices. The parent could, for example, write a series of records to a file, open the file as standard input, open a Eisting file as standard output, and then execute asort programthat takes its input fromstandard input and writes to standard output.

Also inherited (or copied from the parent) is an "envirciment. This is a block of text strings (less than 32 K bytos total) that corvey various configuration parameters. The following is the format of the ervironment (always on a peragraph boundary):

Byte ASCIIZ string 1
Byte ASCIIZ string 2
...
Byte ASCIIZ string n
Byte of zero

Typically the environment strings have the form:
parameter \(=\) value
For example, the string VERIFY \(\Rightarrow\) ON could be passed. A zero value of the environment address will cause the newly created process to inherit the parent's environment unchanged. The segment address of the errvironment is placed at oftset hex 2C of the Program Segment Prefix for the program being invoked. Error returns are 1,2,5,8,10 and 11 .

\section*{NOTES:}
1. When your program received control, all available memory was allocated to it. You must free some mernory (see call hex 4A) before EXEC can load the program you are irvoking. Normally, you would strink the amount of memory you need to a minimal tevel, and free the rest.
2. The EXEC call uses the loader portion COMMAND.COM (at the high end of memory) to perform the loading. If your program has overlaid the loader, this call will attempt to re-load the loader, thus destroying the cortents of the last 1536 bytes of memory. If you have used the "Allocate Memory' call to allocate all of the memory and the loader has been overtaid, the EXEC call win return an error due to insufficient memory to load the loader.

\section*{4C Terminate a process (Exit)}

On entry, AL contains a binary return code. This function call will terminate the curremt process, transtering control to the invoking process. In addifion, a return code can be sent. The return code can be interrogated by the batch subcommands IF and ERRORIEVEl and by the wall function call (4D). All files open at the time are closed.

4D Retrieve the retum code of a sub-process (wait)
This function call returns the Exit code specified by another process (via call hex 4C or call hex 31) in AX. It returns the Exit code only once. The low byte of this code is that sent by the exiting routine. The high byte is zero for nomal termination, 01 if terminated by CRIL-BREAK. 02 is terminated as the result of a critical device error, or 03 if terminated by function call hex 31.

4E Find first matching file (find first)
Oninput, DS:DX point to an AXCIIZ string containing the drive, path, and filename of the file to be found. The filename porion can contain global filename characters. CX contains the atribute tobe used in searching for the file. See function call hex 11 for a description of how the attribute bits are used for searches. It a file is found that matches the specified drive. path, and filename and attribute, the current DTA will be filled in as follows:
\begin{tabular}{|ll|}
\hline 21 bytes - & reserved ior DOS use on subsequent find next calls \\
1 byte - & âtribute found \\
2 bytes - & file's time \\
2 bytes - & file's date \\
2 bytes - & low word of file size \\
2 bytes - & high word of file size \\
13 bytes - & \begin{tabular}{l} 
name and extension of fite found, followed by a byte of \\
zeros. All blanks are removed from the name and exten- \\
sion, and if an extension is present, it is preceded by a \\
period. Thus, the name retumed appears just as you \\
would enter it as a command parameter.
\end{tabular} \\
\hline
\end{tabular}

4F Find next matching file
On input, the current DTA must contain the information that was filled in by a previous Find First call (hex 4E). No other input is required. This call will find the next directory entry matching the name that was specified on the previous Find Firstcall. Ha matching file is found, the current DTA will be set as described in call hex 4E. If no more matching files are found, error code 18 is retumed (rafer to the error relum table).

On retum, AL returns 00 if verity is OFF, 01 if verity is ON . Note that the verify switch can be set through call hex \(2 E\).

\section*{56 Rename a fue}

On input, DS:DX point to an ASCIIZ string containing the drive, path, and filename of the file to be renamed. ES:DI point to an ASCIIZ string containing the path and filename to which the file is to be renamed. If a drive is used in this string. it must be the same as the drive specified or implied in the first string. The directory paths need not be the same, allowing a file to be moved to another directory and renamed in the process. Error returns are 3.5. and 17 (refer to the error relurn table).

\section*{57 Get/Set a file's date and time}

On input, AL contains 00 or 01. BX contains a file hande. HAL \(=00\) on entry, DX and CX will retum the data and time from the handle's internal table, respectively. If AL \(=01\) on entry, the handie's date and time will be set to the date and time in DX and CX, respectively. Error returns are 1 and 6 (refer to the error return table).

\section*{APPENDIX F - COMMAND EXECUTION}

\section*{INTRODUCTION}

In MS-DOS 21. application programs may invoke a secondary copy of the command processor. Your program may pass an MS-DOS command as a parameter to the secondary cormmand processor. This command will be executed as if entered from the standard input device. Be sure that adequate free memory (size of COMMMND.COM) exists to contain a second copy of COMMAND.COM.

In the epplication program, build a command string for the secondary COMMAND.COM with the following format:

1 byte - length of command
xx bytes - MS-DOS command string
1 byte - carriage return (hex OD)
For example, if a utility program (in assembly) wants to copy a file from drive A to drive B, it may use the following command string:

DB 20; "COPY A:FILE1. DAT B: ", ODh

\section*{PROCEDURE}

The following procedure shows how is trvoke a secondary command processor:
1. Make sure the system has at least 17 K of memory for the second command processor.
2. Let DS:DX point to the drive, path and name of the command processor. This specification is available in the environment segment (polrted by offset hex 2C in PSP, program segment prefix), following the string 'COMPSEC= \({ }^{-}\).
3. Let oftset 0 of the EXEC control block point to an environment segment (may be the previous environment, poirted by PSP!2CH1).
4. Let offset 2 of the EXEC control block point to the command string built above.
5. Use interrupt 21 (hex) to invoke function 48 (hex), with function value 0 .
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\section*{APPENDIX H - COM AND EXE PROGRAM initialization And . STRUCTURE}

\section*{INTRODUCTION}

Ater you load a program into memory, but betore the program is actually executed, MS-DOS does certain program initializations. A block of information is buitt up as the interiace between the program, the invoking process, and the DOS. Only two types of files, EXE and COM files, ere ready-to-be-executed binary tiles in MS-DOS.

When you enter an extemal command, or invoke a program through the EXEC function call (hex 4B), DOS determines the lowest available address to use as the start of available mentrory for the program being invoked. This area is called the Program Segment (it must not be moved).

At oftset 0 with the Program Segment, DOS builds the Program Segment Prefix (PSP) control block. EXEC loads the program at offset teex 100 and gives it control.

\section*{PROGRAM INITIALIZATION}

Atter a program is boaded from disk into memory, the Program Segment Prefix is set up with the following format:

TABLE H-1. Program Segment Prefix
\begin{tabular}{|c|c|}
\hline Hex Oftses & Information \\
\hline 00-01 .. & An instruction INT 200", a place to which control may be transterred for program termenstion \\
\hline 02.03 & Mernory (paragraphs) allocated for the program 1 \\
\hline 04-05 & Resarved \\
\hline 06-07 & Number of bytes avallable in the segment \\
\hline
\end{tabular}

TABLE H-1 (continued)
\begin{tabular}{|c|c|}
\hline Hex Offset & Information \\
\hline 08-09 & Undefined \\
\hline OA-OO & Terminate address (IP, CS) \\
\hline OE-11 & Ctrr-Break exit address (IP, CS) \\
\hline 12-15 & Critical error exit address (IP, CS) \\
\hline 16-28 & Undefined \\
\hline 2C-2D & Environment address (segment only) \\
\hline 2E-4F & Undefined \\
\hline 50-52 & Two instructions: INT 21h RETF \\
\hline & User program may make a far call to location 50 to invoke all system functions. \\
\hline 53-58 & Undefined \\
\hline 5C-68 & File control blocks of first parameter on the command line. If parameter contains a path name, then this FCB will contain only a valid drive number. The filename fietd will not be valid. \\
\hline 6C-78 & File control blocks of second parameter, restrictions similar to first parameter's; if FCB in hex 5C is opened, this section is overtaid. \\
\hline 7C-7F & If FCB in hex SC is opened, this section is overtaid; otherwise unused. \\
\hline 80. & As unformatted paramater area at hex 81 contains al the characters entered after the command name (inctucing leading and imbedded definiters), with hex 80 set to the mumber of characters. Any \(<\gg\), orl parameters on the command fine will not appear in this area, because redirection of stanited inpet and output is transparent to applications. \\
\hline . & Once execution starts, this area (ofiset 80 - FF hex) becones the default disk transter area. \\
\hline
\end{tabular}
1. An of user memory is allocated to the program. If the program wants to invoke another program through the EXEC function call, it must first free some memory through the Setblock (hex 4A) function call, to provide space for the program being invoked.
2. An environment is a series of ASCII strings (totaing less than 32 K ) in the form:

NAME = parameter
Each string is teminated by a byte of zeros, and the entire set of strings is terminated by another byte of zeros. The emironment built by the command processor (and passed to all programs it invokes) will contain a \({ }^{-C O M}\) PSPEC=" string at a minimum tibe parameter on COMPSPEC is the path used by DOS to locate COMMAND.COM on disk). The last PATH and PROMPT commands issued will also be in the environment, along with any environment strings entered through the SET command (see Chapter 5).

The environment that you are passed is actually a copy of the invoking process emironment. If your application uses a terminate and stay resident concept, you should be aware that the copy of the environment passed to you is static. That is, it will not change even it subsequent SET, PATH, or PROMPT commands are lssued.

At program entry, certain registers are also initiaized. Register initialization between a COM program and an EXE program are slightly different.
w
N

TABLE H-2. . COM Program Registers
\begin{tabular}{|c|c|}
\hline Registers & Initial Value \\
\hline \multirow[t]{2}{*}{\(A X\)} & \(A L=F F\) it the first parameter contained an invalid drive specifier (otherwise AL \(=00\) ) \\
\hline & \(A H=F F\) it the second parameter contained an invalid drive specifier (otherwise \(\mathrm{AH}=\mathbf{C 0}\) ) \\
\hline CS & Segment address of the initial allocation block, which starts with the PSP \\
\hline DS & Same as CS \\
\hline ES. & Same as CS \\
\hline SS & Same as CS. \\
\hline IP & hex 100h \\
\hline SP & Set to the end of the program's segment. The segment size at offset 6 is reduced by hex 100 to allow for a stack of that size. A word of zero is placed at top of stack. \\
\hline
\end{tabular}

TAble h-3. . exe Program Registers
\begin{tabular}{|ll|}
\hline Registers & Initial Value \\
\hline AX & Sarne as COM fle \\
CS & Set to the vatue passed by the linker \\
DS & Set to point to Progran segment Prefix \\
ES & Same as DS \\
SS & Set to the value passed by the linker \\
IP & Set to the vatue passed by the linker \\
SP & Set to the value passed by the linker \\
\hline
\end{tabular}

\section*{PROGRAM TERMINATION}

There are four ways to terminate a program. It may jump to offset 0 in the PSP. tssue an INT 20, issue an INT 21 with register AH \(=0\) or hex 4 C , or call location hax 50 in the Program Segment Prefix with AH \(=0\) or hex \(4 C\).

All four methods result in transferfing control to the resident portion of COMMAND.COM (function call hex 4C allows the terminating process to pass a retuin codo). Al of these methods result in retuming to the program that issued the EXEC. Ourfing this refuming procass, intemupt vectors hex 22, hex 23, and hax 24 (terminate. Cur-Break, and critcal error ext addresses) are restored from the valuess saved in the Program Segment Prellx of the terminating program. Control ts then given to the teminate addressifit this is a program retarning to COMMMAND, control transfers to lis transient portion. If a batch file was in process, it is conitinued; ofherwise. COMMAND issues the system prompt and waits for the next comanand to be entered from the keyboard.

\section*{FILE STRUCTURE}

This section discusses how the. EXE file and. COM fle are actually stored on disk. A.COM file contains orily the executable code, while an .EXE file, in contrast, contains a header which is used in program inlitalcation."

\section*{STRUCTURE OF .COM FILE}
A.COM file contains only execurable code and user data. COM Gile is always
recommended as an exacutable file beckuse it is shorter than an EXE file by several hundred bytes, and thus cccuples less disk spece.

\section*{STRUCTURE OF .EXE FILE}

The EXE files produced by the MS-LINK program consist of two parts:
1. Control and relocation information
2. The load module itself

The control and relocation information, which is described betow, is at the beginning of the file in an area known as the header. The load module immediatety follows the header. The load module begins on a sector boundary and is the merpory image of the module constructed by the MS-INK.

The header is formatted as follows:
TABLE H-4. Header and Control and Relocation Information
\begin{tabular}{|c|c|}
\hline Hex Offset & Contents \\
\hline 00-01 & hex 4D, hex 5A - Signature to mark the file as a valid EXE file. \\
\hline 02-03 & Length of image MOO 512 \\
\hline 04-05 & Size of the file in 512-byte increments, including the header. \\
\hline 06-07 & Number of relocation table items that follow the formarted portion of the header. \\
\hline 08-09 & Size of the header in \(\mathbf{1 6}\)-byte increments. This is used to locate the beginning of the load module th the fie. \\
\hline OA- \(\mathrm{OB}^{\prime}\) & Minimum number of 16-byte paragraphs required above the end of the loaded program. \\
\hline \(0 C-\infty\) & Maximum number of 16 -byte paragraphs required above the end of the loaded program. \\
\hline OE-OF & Ofiset of stack segment in load module in segment (orm). \\
\hline 10-11 & Value to be given in SP register when the module is given condrol. \\
\hline
\end{tabular}

\section*{TABLE H-4 (continued)}
\begin{tabular}{|ll|}
\hline Hex Ofiset & Contents \\
\hline \(12-13\) & \begin{tabular}{l} 
Word cheoksum - negative sum of all the words in the \\
file, ignoring overflow.
\end{tabular} \\
\(14-15\) & \begin{tabular}{l} 
Vahee to be given in the IP register when the module is \\
given control.
\end{tabular} \\
\(16-17\) & \begin{tabular}{l} 
Offset of code segment with load module (in segment \\
form).
\end{tabular} \\
\(18-19\) & \begin{tabular}{l} 
Ofiset of the first relocation item within the file.
\end{tabular} \\
Overlay number (0 for resident part of the program).
\end{tabular}

The relocation table follows the formatted area just described. The relocation table is made up of a variable number of relocation trems. The number of items is contained at offset 06-07. The relocation item contains ivo fields-a - 2-byte offset value, followed by a 2 -byte segment value. The two fields contain the offset into the load module of a word which requires modification before the module is given control. This process is called relocation and is accomplished as follows:
1. A Program Segment Prefix is buitt following the resident portion of the program that is performing the load operation.
2. The formatted part of the header is read into memory (its size is at offset 08 - 09).
3. The load module size is determined by subtracting the header size from the file size. Offsets 04-05 and 08-09 can be used for this calculation. The actual size is downward adjusted based on the contents of offsets 02-03. Note that all files created by pre-released 1.10 LINK programs always placed a value of 4 at that location, regardess of actual program size. Therefore, we recommend that this field be ignored if it contains a value of 4. Based on the sefting of the higthow loader switch, an appropriate segment is determined at which to load the load module. This segment is called the start segment.
4. The load module is read into memory beginning the start segment.
5. The relocation table items are read info a work area (one or more at a time).
6. Each retocation table item segment value is added to the start segment value. This calqulated segment, in conjunction with relocation item offset value, points to a word in the load module to which is added the stant segment value. The resull is placed back into the word in the load module.
7. Once all relocation items have been processed, \(t:\) i. is and SP registers are set from the values in the header and the start segment value is added to SS. The ES and DS registers are set to the segment address of the Program Segment Prefix. The start segment value is added to the header CS register vahue. The result, along with the header IP value, is used to give control to the module.
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\section*{I. INIRODUCCION.}

Para el registro de temblores es de suma importancia la información precisa del tiempo de ocurrencia de los eventos. Dependiendo del tipo de aparato sismografico, las referencias de tiempo pueden ser desde simples marcas superpuestas sobre la traza misma del registro, hasta complejas señales electricas codificadas y multiplexadas en el flujo binario de la informacion sísmica.

Es usual, tanto en el registro de temblores camo en muchas otrạs areas cientificas, registrar el tiempo nomal referido a la hora de Greenwich y camo fechador simplemente un contador de los dias transcurridos desde - el inicio del año. Este ultimo metodo facilita enormemente llevar la Cuenta del tierpo, desde el punto de vista instrumental, ya que es solo un acumulador cronolbgico incrementado' cada 24 horas.

Para encontrar el numero acumulado de dias a partir de una fecha dada, se puede consultar un calendario o almanaque. Hacerlo mentalmente resul ta laborioso (especialmente hacia finales del año) y presenta muchas -probabilidades de error; una diferencia de un dia en un registro sismion puede acarrear serias confusiones al momento de interpretar los registros. . Por este motivo se pens6 desarrollar un método sencillo de calculo, con base en una tabla, que permitiese encontrar facilmente la corres pondencia entre ambas fechas partiendo de cualquiera de ellas.

Como un complemento que pudiese ser de interés para el lector, se presen ta en el anexo una breve historia de los distintos calendarios y la adop ción de nuestro calendario actual.
II. CALOULO DEL NUMERO DE DIAS TRANSCURRIDOS DEL ANO A PARTIR DE UNA FECHA DADA.

Este se obtiene de una manera muy sencilla: a partir de una fecha y hora local dada, leer directamente de la tabla siguiente el dato buscado:

MES \# DE DIAS POR MES DIAS TRANSCURRIDOS

ENERO
FEBREIO
MARZO 31
ABRIL 30
MAYO 31
JUNIO 30
JUIO . . . 31
AGOSTO . 31
SEPTIEMBRE . 30
OCIUBRE . 31
NOVIEMBRE \(\quad: \quad 30\)
DICIEMBRE 31
\(0+X\)
\(31+X\)
\(59+X+\star\)
\(90+X+*\)
\(120+X+\star\)
\(151+X+*\)
\(181+X+\star\)
\(212+X+\star\)
\(243+X+*\)
\(273+X+*\)
\(304+X+*\)
\(334+X+*\)

En esta tabla:
\(X\) representa el dia del mes considerando, la hora local +6 horas (hora de Greenwich).
* : en caso de ser año bisiesto (1984, 1988, 1992, 1996, 2000), debe -agregarse un dia a \(X\) en el renglion en donde aparezca el asterisco (*).

Como se ve, es necesario tomar en consideración la hora local mss. 6 horas, para obtener la hora de Greenwich, que al acumular 24 horas, incrementaria el dia del mes.

Para aclarar el procedimiento, se presentan los siguientes dos ejerplos:

Ejemplo No. 1:

Datos: Fecha: 18 de agosto de 1986. Hora Local: 14:30 hrs.

Calculo: Sumando 6 horas a la hora local se obtiene la hora de Greerwich: 20.30 hrs . (no se acumula un dia, por lo que \(\mathrm{X}=18\) ). Entrando con estos datos a la tabla y dado que 1986 es un año no bisiesto, se obtiene:

Dias transcurridos \(=212+18+0=230\)

Ejemplo No. 2:

Datos: Fecha: 25 de mayo de 1988. Hora Local: 21:15 hrs.

Calculo: En este caso la fecha y hora de Greenwich serian:
26 de mayo de 1988 , 03:15 hrs. (se acumula por tanto un dra \(\mathrm{X}=25+1\) )
Dado que 1988 es un año bisiesto, se obtiene:
Dias transcurridos \(=120+26+1=147\)

En este caso el problema es el inverso. Se tiene el dato de los dfas -transcurridos, el año y la hora de Greerwich, se desea conocer la fecha correspondiente. Los pasos a seguir son los siguientes:
1. Restar a la hera de Greenwich 6 horas. De ser necesario, restarle un dia al numero de dias transcurridos.
2. Entrar a la tabla anterior en el renglon cuya cifra base es menor o igual al numero de dfas transcurridos.
3. Restar del numero de dias transcurridos la cifra base del renglen obteniendose el dfa del mes ( X ) correspondiente al renglón. Si se trata de un año bisiesto \(y\) el renglón es de MARZO en adelante, restarle un dia a la fecha.
Los siguientes ejemplos ilustran el procedimiento:

Ejemplo No. 3:
Datos: Dias transcurridos: 193
Año: 1985 (no bisiesto)
Hora de Greenwich: 17:23
CSlculo: Hora Local: 11:23 (17:23-6)
Dias transcurridos: 193
Renglon correspondiente a: Julio
Dia del mes: \(193-181=12\)
Fecha: 12 de julio, 1985.

\section*{Ejemplo No. 4:}

Datos: Dlas transcurridos: 61
Año: 1992 (año bisiesto)
Hora de Greenwich: 05:47

Calculo: Hora local: 23:47
Dlas transcurridos: 60 (61-1)
Renglon correspondiente a: Marzo
Día del mes: 60-59-1 (año bisiesto) \(=0\) (por tanto se trata del ultimo dia del mes anterior).

Fecha: 29 febrero, 1992.

Ejemplo No. 5:

Datos: Dias transcurridos: 273
Año: 1985 (no bisiesto)
Hora de Greenwich: 12:47
CSlculo: Hora Local: 6:47 (12:47-6) Dias transcurridos: 273

Renglon correspondiente a: Octubre Dia del mes: \(273-273=0\) (fltimo dia del mes anterior). Fecha: 30 septiembre, 1985.
IV. CONCIUSITANES.

Se espera que este procedimiento sea de utilidad para aquellas personas que operan las redes sismicas y que frecuentemente se ven con la necesi dad de estimar los dias transcurridos del año para verificar y sincroniźar los relojes de los equipos de registro autónomo. Tambien podria ser Util durante el procesamiento e interpretacion de los datos para derivar, a partir del registro, la fecha de ocurrencia del temblor.
V. AGRADECTMIENIOS.

Se agradece la valiosa colaboracion del Ing. Roberto Quaas por sus sugerencias, comentarios y correcciones al manuscrito original.

\section*{BREVE HISTORIA DEL CALENDARIO ACTUAL.}

Un calendario es un medio de contar los dias y organizarlos en -unidades convencionales (años, meses, semanas), que suelen deri-varse de ciclos astronठmicos recurrentes que constituyen los cambios mas regulares en la naturaleza.

De una forma burda, podemos decir que un mes es el tiempo que le lleva a la Luna completar una vuelta alrededor de la tierra. Durante este tiempo, la Luna muestra cuatro fases, o cuartos, de -una duracion aproximada de una semana. Un 'año és el tiempo que le toma a la Tierra completar una vuelta alrededor del Sol, lo -cual equivales a poco mas de 12 lunas o meses. Por convencion, adoptamos que hay 7 dias en una semana; los meses tienen una dura cion entre 28 y 31 dias, y dividido el año en 12 meses, podemos referirnos con pre§ificn a cualquier dia del año conociendo el nd mero de dia y el nombre del mes.

El problema con este metodo de llevar la cuenta de los dias, radi ca en el hecho de que, mientras siempre hay un ndmero entero de dias en el año civil, a la Tierra le toma aproximadamente 365 -dias, 5 horas, 48 minutos y 46 segundos (o bien expresado en forma decimal 365.24219879 dias (1) ), en completar una vuelta alrededor del Sol. Si no tomaramos en cuenta esto, \(y\) adoptaramos 365
 0.2422 dias por año. Asf pues, al cabo de 100 años, habría una -
(1) A este periodo de tiempo se le denomina Año Tropico (del grie
 del Sol por el punto vernal (que es la posicion del Sol en el momento del equinoccio de primavera).
discrepancia de 24 d信解y despues de 1500 años las estaciones ha brian cambiado totalmente, al grado de que el verano en el hemisferio norte se presentaría en diciembre. Por tanto, es obvio que este sistema presenta grandes desventajas.

Julio César, notable general y polftico romano, hizo un intento de corregir este error, ya que en su Epoca el calendario romano era sumamente confuso. En los primeros tiempos de la antigua Roma, el calendario, apegado al ciclo lunar, constaba de 10 meses sumando un total dë 300 dias. Por ello hubieron de añadirse mas dias para mantenerse a tono con las estaciones. Aunque en el siglo. VIII a, C. el año romano se dividio en 12 meses lunares, sobrevivieron los nombres de los cuatro altimos meses del viejo calendario: septiembre, öctubre, noviembre y diciembre, que son las designaciones numericas latinas para los meses septimo, octavo, noveno y decimo. sin embargo, aln con esta division de 12 meses, los sacerdotes realizaban una muy pobre labor tratando de mantener el año acorde coñ las estaciones. Además, los polificos de la epoca fueron aumentando la confusion con "enmiendas" al calendario, destinadas a prolongar su vigencia en el poder o a reducir los perfodos de sùs oponentes. De esta forma, en Epoca de Julio Cesar, el calendario tenfa un error de más de dos meses en relacion con las estaciones. Durante su viaje a Egipto, es probable que cesar tuviera noticia del calendario egipcio (el cual segufa el ciclo solar \(y\) era de 365 dias), relacionándose con un astronomo greco-egipcio llamado Sosígenes. Por consejo de Éste, César decretठ que el año 46 a. C. tendrfa 455 dias, añadiendose 23 dias al finalizar febrero y 67 entre \(10 s\) meses de noviembre \(y\) diciem-bre. En la tradición romana, ese año pasb a la historia como el de la "confusion", pero de este modo, el año volvib a coincidir con las esțaciónes. Además, Cesar adopto la convencion de que -despues de trés años c.asecutivos de 365 dias, habria un año "bisiesto" de 366 dias. El dia extra serfa agregado al mes de febre ro siempre que el namero del año fuera divisible entre cuatro. En promedio, este año civil tenfa 365.25 dias, una razonable aproxi-
mación al año verdadero de 365.2422 dfas. Asf, despues de 100 años, el error es menor a un dia (0.78 dfas).

Pocas reformas se hicieron a este calendario llamado Juliano en los siguientes siglos. Aunque Augusto, sucesor de César, hizo ciertō ajustes (como quitarle un dia al mes de febrero para agregarlo al mes dedicado a su nombre: agosto, dejandon esta forma a febrero con 28 dias normalmente \(y\) con 29 en los años bisiestos), no fue no hasta los años 526 a 530 en que se hicieron cambios de importãn cia. Dionisio el Pequeño, abad de un convento de Roma, trasladó*el Año Nuevo del \(1^{\circ}\) de enero al 25 de marzo, quiza para siginifi-car el anual renacimiento de la naturaleza. Asimismo, fijठ el 25 de diciembre como fecha de la Natividad. Ademas, inicio la practi ca de fechar los sucesos bajo el sistema de "antes y despues de -Cristo", básado en calculos que en torno al año del nacimiento de Cristo realizara El mismo (aunque se piensa que 10 "hizo de manera \(^{\prime}\) historicamente erronea). El sistema entro en uso hacia" el año 607; en El no existe año cero. Paralelamente a el discurre un "calenda rio astronomico", que por razones de pura tecnica de calcülo tiene que introducir un año cero. Asl por ejemplo, el año -6 cronologico o astronómico, corresponde al año 7.a.C. Digamos de paso que, segan investigaciones recientes, parece probable que el nacimiento de Cristo tuviese lugar en este año.

A pesar de que el calendario Juliano funciond bien por mucho tiempo, en el curso de los siglos fue acumulando un error implicito; un dra ganado cada 128 años. Hasta que, en 1582 se acumulo una no table discrepancia entre las estaciones y la fecha del calendario Juliano. Fue asf como el Papa Gregorio XIII,-despues de prolongadas consultas con Aloisius Lilius, fisico y astrరnomo italiano, y el jesuita Christopher Clavius, matematico aleman, alineठ el año civil con el verdadero, decretando que se le debfan restar 10 -dras al año de 1582, aboliendo de esta forma, los ạf̣as entre 5 Y 14 de octubre inclusive, es decir, al 4. de octubre siguib el dia 15. Asimismo, fijo nuevamente el \(1^{\circ}\) de enero como dia del Año Nuevo, ordenando también la revision del sistema de año bisiesto, que ne
cesitaba la omision de 3 dias cada cuatrocientos años. Asf, los años que terminan en dos ceros (por ejemplo, 1700,1800 , etc.), s lo son bisiestos cuando son exactamente divisibles entre cuatro-cientos. Este sistema, llamado calendario Gregoriano, es el que se usa actualmente. De acuerdo a el, 400 años civiles contienen: (400 \(\times 365\) ) \(+100-3=146097\) dias, asi que el promedio de duracion de un año civil es: \(146097 / 400=365.2425\) dias, o bien

365 dias, 5 hrs*., 49 minutos y 12 segundos, reduciendo el error anual a s6lo 26 segundos, con lo cual, el ca-lendario Gregoriano es casi exacto, pues la diferencia es de un -d!a cada 3323 años.

La Europa catolicia adopt6 de inmediato el nuevo calendario, pero los estados protestantes se rehusaron a ello, y solo gradualmente lo fueron aceptando; Inglaterra y sus colonias cedieron apenas en 1752, año en que se omitieron ll dias a su calendario. Rusia, no obstante, conserv6 el uso del calendario Juliano (cuyos errores, naturalmente, continuaban acumulándose) hasta 1918, año en que, co mo uno de los efectos de la Revolucion Bolchevique, el gobierno so vietico omitio 13 dias al año para poner su calendario en concordancia con las estaciones \(y\) con los demas palses de Europa. Como resultado de ega medida, la anual celebración sovietica de la "re volucion de octubre", cae ahora el 7 de noviembre.
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