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I. GENERAL

A. Turning it ON

Figure 1 shows what MICROTUTOR looks like in case you don't have
one. If you do have one, plug the memory card into the first socket (M).
Plug the COSMAC microprocessor into the middle socket (P). The component
(bumpy) side of these cards should face the rear. Don't apply power until
the M and P cards are in unless you enjoy replacing integrated circuits.

Plug the power pack cord into the back of MICROTUTOR to turn it
on. Pull the cord plug out to turn it off. If the red display lights
.don't come on when you plug in the power you are the proud owner of what
is technically known as a lemon. :

B. Bits, Bytes, and Hex Digits

Before a stored program computer can run, it must have a program
stored in its memory. Before storing a program in the MICROTUTOR memory,

some basic definitions should be stored in your memory. Familiarity with

binary notation (bits) is assumed. If this is a rash assumption, please
correct the obvious gap in your otherwise outstanding educational back-
ground before proceeding. ‘

A byte is a group of 8 bits. The COSMAC microprocessor (along
with many others) uses 8-bit bytes (or words). These 8 bits are labeled
0-7 corresponding to the eight MICROTUTOR byte input switches as shown
below:

SWITCH X X X X X X X
BIT NO. 7 6 5 4 3 2 1 0

A byte can be divided into two 4-bit digits (D1 and DO). The
high order digit (D1) comprises bits 7-6-5-4, while DO comprises bits
3-2-1-0. Each 4-bit digit can be represented by a single HEX symbol as
follows: '

oo
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BINARY HEX DECIMAL EQUIVALENT
0000 0 0
0001 1 1
0010 2 2
0011 3 3
0100 4 4
0101 5 5
0110 6 6
0111 7 7
1000 8 8
1001 9 9
1010 A 10
1011 B 11
1100 c 12
1101 D 13
1110 E 14
1111 F 15

The byte "01011011" can now be described as '"5B" in HEX notation. Press.
the MICROTUTOR CL (Clear) switch and flip the LD (Load) switch up. Set
"01011011" into the input switches (setting input switches up for "1"
and down for "0"). Press IN and the byte will be displayed in hex form
as "5B". Change the input switches and press IN (with LD up) to convert

other binary numbers to HEX.

HEX is a base 16 numbering system which was developed by an
obscure group of bald headed, 16 toed programmers. It is only through
the development of notational jargon such as bit, byte, and HEX that we
can maintain our superiority over the average citizen. HEX notation
will be used throughout this manual unless noted otherwise.

C. Down Memory Lane

Whoever said that memory is fundamental to a stored program

computer has been long forgotten.

Just in case he (or she) was right,

MICROTUTOR is provided with a memory. The MICROTUTOR memory can store
up to 256 bytes in locations numbered consecutively from 00 to FF. The
number of a stored byte location is called its memory address. The

notation M(4A) is used to specify the memory byte located at address 4A.
For example, four bytes might be stored in the first four memory locations

as follows:




r—

, b - r
ADDRESS (M) BYTE g
00 E2 A
0l 27 B
02 51 LJ:

03 Fé

=y

M(02) would then represent the memory byte, addressed by 02, which is 51.
The ability not to confuse memory addresses with the bytes stored at those
addresses separates programmers from normal people.

When a byte is stored in memory at a specified location or address
it replaces the byte previously stored at that location. When a byte is
fetched or read from memory, a copy of it remains stored. (This is analogous
to recording or playing back magnetic tape.) '

D. Getting It In (Program Loading)

Computer instructions are individual binary codes or bytes stored
in memory. Each byte specifies an individual computer operation such as
store an input byte, add two bytes, display an output byte, etc. A se-
quence of such instructions is called a program. The computer obtains
each instruction, as required, from memory and performs the specified
operation,

The following is a short COSMAC MICROTUTOR program code that can
be stored in memory:

ADDRESS (M) INSTRUCTION BYTE (CODE)
00 00
01 F8
02 00
03 A3
04 53
05 E3
06 60
07 23
08 3F
09 08
0A FC
OB 01
0C 30
0D 04 . 4

Flip LD (Load) up. This tells MICROTUTOR that you want to load a program,

Push CL (Clear) and loading of the following sequence will start at memory -]
address 00.
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now ready to load your first program. Do not becom%
nervous z:ueizited as th{s will lead to mistaekes. Set the imput sw1§§hes
to 00 (Binary 00000000) and push IN. 00 is displéyed and stored at address
00. MICROTUTOR also advances its load memory pointer to 01 s? ?hat your
next input byte will be stored at memory addre§s 0l1. This ability to
anticipate your next move led to the early belief that c?mputers were
giant brains. (This belief was later shattered by the discovery of the

first program bug.)

Proceeding, set the input switches to the next instruction byte,
F8 (Binary 11111000), and push IN to store it at memory addfess 0l. Con-
tinue loading the rest of the program bytes into memory until the last
instruction (04) has been stored. '

E. So You Made A Mistake

You can check memory with LD up. Push CL to return to memory
address 00. Now push ST and the byte stored at address 00 will be dis-
played. Push ST again and the next byte (F8) will be shown. Continue
pushing ST to check that all bytes in the program are properly stored.

Checking the program in memory is generally skipped by those of
us who don't make errors. Some programmers actually prefer the challenge
and added fun of trying to run an improperly loaded program. If you are
only interested in getting a program to run, include the checking step.

1f one of your memory bytes is wrong you can loudly blame it on

" the computer or quietly change it to the right value. To change a byte,
leave LD up and push CL. Repeatedly push ST until the byte just before
the one you want to change is displayed. Set the input switches to the
byte code you want to substitute for the wrong one and push IN. The
new byte will replace the wrong one in memory and be displayed. Pressing
ST will resume memory stepping for correction of a subsequent error in
the byte sequence.

F. Pushing the Start Button

With the above program properly stored in memory you are ready
to run. LD should be down. Always push CL to start the program at the
beginning. (Starting programs at the end only works for backward pro-
grammers.) After pushing CL push ST (Start). The program is now running.

Unfortunately nothing spectacular happens when this program is
running so you'll just have to take our word for it. If you are a '
doubting Thomas type, you can verify that the program is running by
pushing IN. Each time you press IN the program adds 1 to the display.
This hex counter program only required 14 bytes. You really couldn't
expect anything too exciting, could you?

To stop.the program, press CL. Now nothing happens when you press

IN, does it? To restart the program, press ST. This program remains stored
in memory until you disconnect power or load a new program.




6.

Want to become a NIM game hustler? Find a friend to play with. 3
(1f you don't have a friend, you are well on your way toward becoming a r
professional programmer.) Start the computer (00 displayed). You and the
other player take turns. On each turn add 1, 2, or 3 to the displayed hex
number (press IN 1, 2, or 3 times). The first player to reach 10 (decimal -
16) wins. If you graciously let the other player have the first turn you
can always win (unless he cheats). We'll leave the how as an exercise for
the reader.

Later on a program which plays this game against you (and always 5
wins) will be described. In the meantime, this program can be used to
illustrate a major advantage of computers. This advantage lies in the
ease with which operation can be changed. For example, changing the 01
byte at M(0B) to 02 will increment the display by 02 each time IN is
pushed. Substituting an FF instruction for the FC at M(0A) will decrement
the display each time IN is pushed.

The next section provides some more programs to load and play with
before getting down to the nitty-gritty details of hardware and programming.




'SPECIAL FEATURE:

A Simplified
Microcomputer
Architecture

Joe Weisbecker
RCA Laboratories

Copyright 1974 by The Institute of
Electrical and Electronics Engi-
neers, Inc. Reprinted, with per-
mission, from COMPUTER, March
1974.

March 1974

Introduction

The motivation behind this work has been the view that
for 20 years computer hardware has become increasingly
complex, languages more devious, and operating systems
less efficient. Now, microcomputers afford some of us the
opportunity to return to simpler systems. fnexpensive,
LSl microcomputers could open up vast new markets.
Unfortunately, development of these markets may be
delayed by undue emphasis on performance levels which
prohibit minimum cost. We are already promised more
complex next-generation microcomputers before the initial
ones have been widely applied. This paper discusses these
points and describes a simplified microcomputer architec-
ture that offers maximum flexibility at minimum cost.
Design philosophy, programming considerations, and typi-
cal systems are also discussed. Experience with breadboard
versions of this architecture has verified its usefulness over a
surprisingly wide range of potential applications.

Overview

Large scale integration of semiconductor devices has
finally become a practical reality. The long-awaited revolu-
tion in electronic products appears to be at hand. The basis
of this revolution is the ability to provide complex elec-
tronics at greatly reduced prices. Major cost reduction opens
up entirely new markets and is as significant a development
as the invention of the vacuum tube or transistor.

The four-function electronic calculator represents the
first wave of the revolution. Further new markets will
emerge with the ability to provide complete stored-
program computers at a fraction of current minicomputer
costs. A number of microcomputer chip sets have already
been announced.'** We can expect a proliferation of micro-
computer types and products based on them over the next
several years. Unfortunately, old habits are hard to break,
and we can also expect to see increased emphasis on per-
formance instead of cost.? This could easily obscure the fact
that many mal';or new markets will depend primarily on
absolute cost.™

Consumer, educational, small business, and communica-
tions markets are prime targets for truly low-cost micro-
computer-based products. The architecture described here
was developed to satisfy the requirements of these potential
new markets. Practical, stand-alone systems (including
input/output device control and memory) requiring as few
as 6 LSI chips are feasible with this architecture. Discrete
TTL and COS/MOS breadboards of such potential systems
have been breadboarded and programmed. Based on this
experience, the microcomputer described appears to satisfy
the requirements of a much wider range of applications than
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originally intended. It also appears to be simpler than most
existing microcomputers. 1t is estimated that this new
architecture compares favorably with the complexity of
current four-function calculator chips. This simplicity is

expected to provide significant production advantages. Im-
proved yields and decreased testing costs are anticipated.

Since LSl improvements are permitting ever larger
numbers of devices per chip, there are definite long term
advantages in minimizing microcomputer complexity. If the
microcomputer is prevented from growing in complexity as
the device per chip ratio improves, more of the system can
be pulled back into a single chip. For example, small sys-
tems in which both memory and microcomputer are pro-
vided on a single chip become feasible, resulting in added,
long term, cost reduction potential. This approach is ruled
out, however, when increased device per chip ratios are
used to provide more complex microprocessors.

Design Philosophy

Minimum system cost is the primary goal. To achieve
this goal an architecture is required that is both simple and
flexible. Simplified computer architecture has received
relatively little attention in the literature. Prior approaches
toward simplified computers appear to be incompatible with
microcomputer application goals.®’%?

The architecture that was finally developed evolved from
examining proposed applications. Another approach would
have started with a more or less conventional minicom-
puter architecture and instruction set. This latter approach
was discarded because of fundamental differences in mini-
computer and microcomputer applications. The most ob-
vious mini-micro difference is cost. Because of their higher
cost, minicomputers must generally be structured to com-
pete on a free standing cost/performance basis with a high
degree of upward expansion capability and the need to
support relatively efficient operating systems, etc. Simple,
inexpensive microcomputers will generally be imbedded in
special-purpose products. They do not require the same
degree of upward expansion or an excessive preoccupation
with cost/performance ratios. (Who cares if a $20 micro-
computer chip is efficiently utilized?) Used to replace
custom logic, the microcomputer can be designed to put
more burden on the programmer. Software (in many cases)
will be developed on larger computers. Because of such
differences it was felt that a minicomputer starting point
would not yield the simplest architecture.

Since a single-chip microcomputer promises minimum
cost, the architecture was constrained to a 40-pin interface.
Smaller microcomputer interfaces tend to require extensive
multiplexing of inierface signals, and that adds demultiplex-
ing logic external to the microcomputer chip. This increases
system cost.

An 8-bit parallel (or byte) architecture was chosen. This
yields maximum performance consistent with interface pin
constraints and is compatible with input/output require-
ments. One- and four-bit organizations unduly restrict the
range of potential applications. Sixteen or more bits exceed
single-chip pin constraints or impose the need for multi-
plexed word transfers.

Since continued memory cost reduction is anticipated,
heavy reliance is placed on techniques using memory to
reduce hardwired logic complexity. 1t is also apparent that
many microcomputer applications will fall into the intelli-
gent buffer category. For these reasons, direct memory
addressing capability of up to 64K bytes is provided. RAM
and ROM can be mixed in any combination via a common

memory interface. This is a distinct simplification over an
architecture that. provides separate RAM and ROM inter-
faces. The common RAM/ROM interface also enhances
flexibility. A single LS! chip containing both ROM and
RAM segments will suffice for many applications — and that
results in system simplicity.

While low memory costs can be expected, very low cost
systems will only result from minimizing memory capacity
requirements. A unique architecture was devised which uses
an 8-bit instruction format. This permits compact prbgrams
and subroutines. Useful systems requiring 1024 bytes of
memory or less are possible with this format.

Random control logic uses chip area less efficiently than
register/memory arrays. For this reason a very simple, fixed
cycle, microinstruction set was developed to reduce required
control logic. The user has the option of programming
directly in microcode, using a set of subroutines stored in
memory (ROM/RAM), or employing a combination of these
approaches. Sets of subroutines stored in memory are
equivalent to applications-oriented macroinstructions and
can readily be provided where ease of programming is
important. On the other hand, many systems will utilize
the microcomputer as a substitute for special-purpose logic
and can be programmed directly and efficiently in micro-
code. This approach retains most of the advantages of a
microprogrammed computer but eliminates much of the
specialized, hardwired, sequencing and control logic usually
associated with microprogrammed systems.® Simple, short
subroutine-calling byte sequences provide flexible macro-
instruction definition.

Whether used as a component of larger systems or as a
free-standing computer, the microcomputer architecture
requires efficient, flexible, input/output capability. This is
provided via programmed byte transfers and a built-in
direct memory access channel. Programmed 1/O byte trans-
fer instructions provide maximum flexibility for I/O selec-
tion, control, and data transfer. The direct memory access
channel facilitates high-speed 1/O block transfer, TV display
refresh, and initial program loading with a minimum of ex-
ternal Jogic. While the inclusion of a direct memory access
channel adds negligible complexity to the microcomputer
architecture, it greatly simplifies system design, and that
leads to reduced overall cost. In addition to the two basic
I/O modes, four uncommitted flag lines are provided for
activation by external devices. These flags can be tested as
required by program. A flexible program interrupt capa-
bility also exists. Individual reset and load lines minimize
external initializing logic.

The overall design philosophy consisted of developing a
simple, flexible, microcomputer architecture which satisfies
a wide range of potential applications at minimum cost.
Performance levels were chosen to satisfy large volume
applications without overkill. The resulting architecture can
be implemented initially on one or two chips using slow
MOS technology. Instruction execution times in the range
of 4 to 8 microseconds are anticipated with LSI technolo-
gies that approach current TTL speeds. Experimental work
has demonstrated that this performance level is adequate
for most anticipated applications.
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Microcomputer Architecture

Figure 1 illustrates the microcomputer architecture. “R”
represents an array of sixteen 16-bit general-purpose regis-
ters. (This is essentially a 16x16 bit RAM.)

Figure 1 here.

P, X, and N are three 4-bit registers. The contents of P,
X, or N select one of the 16 R registers. R(N) will be used
to denote the specific R register selected by the 4-bit hex
digit contained in the N register. RO(N) denotes the low-
order 8 bits (byte) of the R register selected by N. R1(N)
denotes the high-order byte. The contents of a selected R
register (2 bytes) can be transferred to the A register. The
16 bits in A are used to address an external memory byte
via an 8-bit multiplexed memory address bus. The 16-bit
word in A can be incremented or decremented by ““1” and
written back into a selected R register.

M[R(N)] refers to a 1-byte memory location addressed
by the contents of R(N). This indirect addressing system is
basic to the simplicity and flexibility of the architecture.

D is an 8-bit register that functions as an accumulator.
The ALU is an 8-bit logic network for performing binary
add, subtract, logical “and”, “or” and “exclusive or” on
two 8-bit operands. One operand is the bus byte and the
other is contained in the D register. The D register can also
be shifted right one bit position. Add, subtract, and shift
operations set a 1-bit overflow register (not shown) which
can be tested by branch instructions.

I is a 4-bit instruction register. Four-bit operation codes
are placed in I and decoded to control instruction execution.
Bytes can be read onto the common data bus from any of
the registers, external memory, or 1/0 devices. A data bus
byte can, in turn, be transferred to a register, memory, or
I/0 device.

The operation of the microcomputer is best described in
terms of its instruction set. A 1-byte instruction format is
nsed as shown in Figure 2.

Each instruction requires two machine cycles. The first
cycle causes an 8-bit instruction to be fetched from external
memory and placed in the I and N registers. This is written
as M[R(P)]~I,N. The 4-bit digit in P selects R. R(P) is then
transferred to A and used to address memory. While waiting
for the memory access, A is incremented by “1” and
replaces the original contents of R(P). The most significant
digit of M|{R(P)] is placed in I and the least significant digit
is placed in N. At the end of an instruction fetch cycle, |
and N always contain the 8-bit instruction originally
addressed by the current program counter [R(P)], and this
program counter has been incremented to point to the
next memory byte in sequence. It should be noted that
any R register can be selected as the current program
counter by merely changing the digit in register P. Multiple
program counter systems and simple branch and link opera-
tions are readily achieved with this approach. ’

The next machine cycle always causes the instruction
contained in I and N to be executed. This fixed 2-cycle,
fetch-execute sequence simplifies control logic and permits
program interruption or direct memory access cycle stealing
to occur only between instructions. This results in even
further control simplification. Since the operation code in
I is limited to 4 bits, only 16 instruction types need be
decoded. The 16 possible operations specified in the hex
digit in I are listed below:

Register Operations

[1] Increment R(N) by 1
[2) Decrement R(N} by 1
[8] Transfer RO(N}to D
(9] Transfer RI(N}to D
[A]l Transfer D to RO/N)
[B] Transfer D to R1{N)
[C]1 Transfer DO to ROO(N)

[ MEMORY INTERFACE | 1
(RAM/ROM) I/OINTERFACEJ
L _
—_ MEMORY A .
ADDRESS
'BUS
A
TIMING
AND -g— O
411 R R SELECT CONTROL *
{16 GENERAL < T +
PURPOSE
REGISTERS) pl [ x N | ALU

BIDIRECTIONAL 8-BIT DATA BUS

Figure 1. Microcomputer Architecture
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MSD LSD
XXX XXX[XXXXXX
I N

Figure 2. Eight-Bit Instruction Format

Memory Operations
[4) Load D from M{R{N)) and increment
R(N)

[5] Store D in M{R(N})

Miscellaneous Operations

[0] Idle

{31 Branch

[6) Input/output byte transfer
[7] Interrupt control

[D] Set P to value in N
[E] Set X to value in N
[F1 ALU operations

The first group of instructions permits selecting any
16-bit general purpose register (R) and incrementing or
decrementing it. Upper or lower halves of selected R
registers can be copied into D or set from D by these
instructions. Operation *“C” permits the least significant
4 bits of D to be set into the least significant 4-bit positions
of any R register. This facilitates table lookup operations
using 4-bit digit arguments.

The two basic memory operations permit loading D from
memory and storing D in memory. Used in combination
with the register operations, selected general purpose
registers can be set or stored. Instruction ““4” is of particu-
lar interest. When N=P, this instruction permits a byte to
be retrieved directly from the program stream and placed
in D. Since R(N) is the program counter, incrementing it
maintains program counter integrity. A 3-byte sequence
serves to set a 1-byte constant into any R register. This
technique is normally used for initialization of R registers.

The last group of operations provides a variety of func-
tions. The idle state can be entered via program or a reset

line provided in the microprocessor interface. The idle
state waits for externally generated program interrupts or
direct memory access requests. The branch instruction per-
forms a test specified by the value in N. As a result of this
test the next byte in memory, as addressed by R(P), is
either skipped or placed in the lower half of R(P). This
latter action causes a branch within the current 256-byte
memory segment. Tests specified by N include zero in D,
the states of four externally activated flags, and the status
of the ALU overflow register. Two instructions “D” and
“E” permit the current digit in the P or X register to be
modified. The “D” instruction provides the ability to change

program counters at any point in a program. For example,
“D4” would immediately change the current program
counter to R(4). Branch and link operations are thereby
facilitated. The “E” instruction permits changing the ALU
operand or I/O byte address pointer. Instruction “F” per-
mits 8-bit ALU operations. N designates the specific ALU
operation to be performed. One of the operands comprises
the byte contained in D. The other operand comes from
memory. The second operand can be addressed by either
R(P) or R(X) as specified by N. The result of ALU opera-
tions always replaces the original byte in D.

Instruction “6” permits byte transfers between memory
and I/O devices via the common byte bus. The value of N
specifies the direction of the byte transfer. M{R(X)] can be
sent to an I/O device or an 1/O device byte stored at
M{R(X)]. In the former case R(X) is incremented, per-
mitting X to be set equal to the current P value. The digit
in N is made available externally during execution of the
1/O byte transfer instruction. This digit code can be used
by external 1/O device logic to interpret the common bus
byte. For example, specific N codes might specify that an
output byte be interpreted as an I/O device selection code,
a control code, or a data byte. Other N codes might cause
status or data bytes to be supplied by an I/O device. In small
systems the N code can directly select and control 1/O
devices.

Four flag lines that can be activated by 1/O devices are
provided. These can be used as general purpose 1/O device
status indicators (byte ready, error, etc.). These flag lines
are tested by the branch instruction. Two interface lines
control the built-in direct memory access channel. An I/O
device can activate either an input or an output byte
request line. At the end of execution of the current instruc-
tion, a direct memory access cha:zel cycle will occur,
causing the requested memory-I/O device byte transfer to
occur. Contiguous direct memory access cycles are per-
mitted for fast-burst transfers. R(0) is used for addressing
memory during direct memory access cycles and is auto-
matically incremented by 1 following each byte transfer.
Once initiated, blocks of data can be efficiently transferred
between an I/O device and memory independent from nor-
mal program execution. '

A program interrupt line can be activated at any time by
external means. At the end of the current instruction an
interrupt cycle will occur. During this cycle X and P are
placed in an 8-bit temporary storage register (T). P is then
set to 1 and X is set to 2. Normal fetching and execution
are then resumed. Activation of the interrupt line therefore
causes a branch to the instruction stream addressed by R(1).
R(2) should pointt to a memory area used by the interrupt
routine to store the state of the machine for subsequent
return from interrupt. Instruction “7” with N equal to 8
stores the contents of T in the memory location specified
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by R(X). It is a “'save state” type instruction. If N is 0,
instruction “7” causes M|R(X)} to be placed in P and X.
R(X)is incremented and an interrupt mask bit is reset. This
instruction provides a “‘return after interrupt” function. The
interrupt mask bit inhibits further responses to external
activation of the interrupt line. This mask is always set by
an interrupt, permitting multiple interrupts to be queued
under program control.

Programming Considerations

Since the instruction set of this microcomputer differs
considerably from that normally encountered, some com-
ments relative to programming are in order.

A major difference between this architecture and more
conventional organizations lies in the complete separation
of operation codes and memory addresses. Conventional
instructions have one or more addresses associated with
each operation code. This system utilizes a limited table of
memory addresses contained in a set of general-purpose
registers. These registers may also be used for program
counters and data storage. Their use is entirely controlled
by program [with the exception of R(0), R(1), and R(2)].
This structure is basic to the simplicity and flexibility of
the architecture. It aiso permits the use of a short, 8-bit,
instruction format, which in turn results in compact
coding.

It has long been realized that storing a full memory
address with each operation code is inefficient, since a
small number of unique memory addresses are repeated
many times throughout a program. Various abbreviated
addressing schemes have been used to permit more compact
programs. These are almost always offered as optional
alternatives to providing a full address in each instruction.
Here we must always obtain a memory address from the
limited, current set in the 16 general-purpose registers. We
might intuitively suspect that this would be an unduly
restrictive approach. Surprisingly, it turns out to be rela-
tively easy to write programs and highly efficient relative
to memory usage. A variety of programmers, from those
who have only used high-level languages to engineers with
limited programming experience, have had little difficulty
in adapting to this architecture.

A number of programs have been written for a bread-
board version of the microcomputer with a variety of 1/0
device attachments. This experience has validated the
flexibility and efficiency of the architecture. For example,
a four-function calculator program was found to require
only 1024 bytes of memory, most of which could be
ROM. This included provision for keyboard input, oper-
ands up to 30 digits, TV display refresh storage, 5x7 digit
font conversion table, push-down stack, and algorithms for
signed, n-digit decimal add, subtract, multiply, and divide.
An interpreter for a simple, decimal, tutorial language was
written in less than 600 bytes. A number of game and/or
educational programs require well under 1000 bytes of
memory. Many small business and communications systems
programs are possible with 2000 to 4000 bytes of memory.

While the instruction set initially appears limited, it
should be kept in mind that each operation requires only
one byte of storage (ROM or RAM). Short sequences of
these microinstructions readily provide macro-operations.

Apparent weaknesses in the architecture are the limited
branch capability (within 256 bytes) and the lack of a
hardwired program stack for multilevel nested subroutines.
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These apparent oversights are the result of a deliberate
design philosophy which eliminates special-purpose logic
for those functions which are performed easily by sub-
routines. The architecture permits a flexible subroutine
“call” and “‘return” system requiring less than 70 bytes of
memory. This includes a push-down stack for nested sub-
routines. If this system is provided in software (or firm-
ware), it can be tajlored to individual applications.

Where extensive programming effort is required, a set of
applications-oriented subroutines is easily developed. These
subroutines constitute a user-oriented macroinstruction set
for minimum-effort programming. This technique has proved
extremely useful in an experimental small business system,

For microcode programming, an assembly language has
been developed. This approach considerably simplifies
machine language coding. An interactive simulator greatly
facilitates initia] program debugging. Both of thest micro-
computer software support systems are readily modified to
run on existing timesharing systems.

In general, the simplified microcomputer presents no
difficulty in programming. It provides a simple set of short,
easy-to-understand microinstructions that do not require
high skill levels to use. For specific applications, tailored
macroinstructions are readily provided via a flexible sub-
routine handling system.

Typical Systems

Several systems using the microcomputer can be outlined.
Many others are of course possible. Figure 3 indicates a
possible microcomputer-based calculator. '

ROM and RAM might be provided on one chip, result-
ing in a basic 3-chip calculator. Functions could easily be
added with ROM increments. This type of system could also
provide a programmable calculator.

Figure 4 illustrates a stand-alone system which might
require only 6 LSI chips total.

It is assumed that 4x1024 bit memory chips will be
available within the next severa) years. Subsequent LSI
improvements could further reduce the chip count. Use of
a small keyboard, audio cassette’®!' and CRT display
might reduce system cost to a few hundred dollars. Such a
system could have wide application in consumer and edu-
cational markets. With more memory, hardcopy output, and
low cost floppy disk or magnetic bubble bulk storage, this
system would provide the basis for a wide range of inexpen-
sive, turnkey, small business systems.

Figure S illustrates a large computer system in which
each1/0O device is controlled by a dedicated microcomputer,
providing an intelligent buffer as well as a replacement for
special-purpose logic. RAM, ROM, microcomputer, 1/O
device, and central computer interface circuits could readily
be provided on a small set of LSI chips. The microcomputer
direct memory access feature is extremely useful for high-
speed block transfers in this type of system. Down-line
loading of the microcomputer memory can immediately
change its mode of operation. Off-line editing and mainte-
nance are provided free. This type of large-scale system
approach will become more popular in the future as micro-
computer costs decrease.

The performance level of the simplified microcomputer
described is more than adequate for the above types of sys-
tems as wel] as many others.
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Conclusions

Much current microcomputer development effort appears
to be directed toward improved performance. There is,
however, a need for simple, minimum-cost structures that
will satisfy large-volume applications which do not require
minicomputer performance levels. These microcomputers
must also be organized to reduce total system cost. One
such microcomputer architecture has been developed. It
promises low cost together with minimum external memory
and system logic requirements. Hopefully, microcomputers
of this class will accelerate the development of major new
markets.

Today’s high 1/O device costs might be used as an argu-
ment against minimizing microcomputer cost. This is
extremely shortsighted. The availability of ten-dollar micro-
computer chips will, by itself, exert considerable pressure on
the development of compatible low cost 1/O and bulk
storage devices. Even now there are many potential new
products that demand minimum-cost microcompuiers of
the type described.

Because of its flexibility and potential for low-cost
systems, a COS/MOS-LSI version of this microcomputer is
currently being developed by RCA. SOS versions are also
being investigated for applications requiring higher instruc-
tion execution rates. Both implementations are expected
to find wide application in a variety of future products.
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Not since the development of the transistor in 1948 has any product or technology offered such
an exciting promise of things to come as has the microprocessor. Applications span the entire
realm of electronics and extend into new areas where existing technologies had never before
penetrated. Although much has been written about these MSI/LSI integrated circuits, Electronic
Products Magazine felt it was time for an article that concentrated heavily on microprocessor
basics. Both users and manufacturers agreed emphatically. The material that forms the basis for
our two part feature was originally prepared by National Semiconductor to train its field engi-
neers. We think you’ll find the presentation interesting and informative.

o Since the microprocessor is a computer in I1c form, a
E"*-’{F{”ﬂmjmﬁ Torr— good place to start is with computers. Simply put,

Wi eeaso - N3 acomputer is a device capable of automatical-
S | .
b

Ty

ly carrying out a sequence of operations on
data expressed in discrete (digital) or con-
tinuous (analog) form. Its purpose is to
. solve a problem or class of prob-
3 lems; it may be one of control,
analysis, or a combination of the
two. In digital computers, numbers
are represented by the presence of
voltage levels or pulses on given
lines. A single line defines one bit
(short for binary digit or a base-2
number). A group of lines consid-
ered together is called a “word”’; a
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word may represent a computational guantity (operand)
or it may be a directive specifying how the machine is to
operate on computational quantities.

To accomplish automated computation or control,
the computer must perform various internal functions.
The most obvious is to do arithmetic type of operations
(add, subtract, etc.) on two operands. The section per-
forming this function is the Arithmetic Unit (auU).

Something must control the arithmetic unit to make
it follow the specific sequence of operations necessary
to solve a given problem. In other words, a sequencing
mechanism is required; furthermore, if the computer
is to be programmed, the sequencer must also be pro-
grammable. Some storage is necessary in which to hold
the required sequence of operations before beginning
a computation. The sequencer can be separated into two
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functional units: program storage and control.

The control unit can be viewed as sensing external
conditions and issuing commands to other machine
elements. For example, the control unit sends com-
mands tc the arithmetic unit to initiate arithmetic oper-
ations, or sends commands to the program storage,
which causes it to look-up the next program directive.
The control unit senses such conditions as the comple-
tion of an arithmetic operation, the sign of a result, and
the presence of stop/start signals from the computer
operators. The machine just defined is represented in
block diagram form in Fig. 1.

From the diagram, it is evident that no provision
has been made to input data (operands) into the ma-
chine or to output the results of operations on these
operands. Furthermore, no temporary storage has been
provided to hold the intermediate or partial results of
computations as well as the operands themselves. These
items can now be added to complete the computer
(Fig. 2). The input unit is indicated, but its connection
is left unspecified until the interface is determined.

Basic elements of a computer

When the completed machine is inspected, some
potential redundancies are noted. There are three
separate storage elements: operand, program and tem-
porary. Could all three be combined into one storage
unit or memory, and simply partitioned into three seg-
ments? Almost; but it will be more efficient if the
temporary storage is maintained as a separate element
and operand and program storage combined into one
main memory unit. Such a simplification yields a more
traditional looking representation of a computer (Fig. 3).

The four basic elements of all programmable com-
puters emerge:

® Memory — A storage unit. In modern compu-
ters, memories are implemented with semiconductor or
magnetic core systems. Memories can be read-only
(roM), for program storage, or read/write random
access (RaM) for program, operand or temporary stor-
age. Data is usually stored in binary form.

COMMANDS COMMANDS
ARITHMETIC | CONTROL ¢ ' PROGRAM
UNIT UNIT STORAGE
CONDITIONS DIRECTIVES

Fig. 1. In this rudimentary microprocessor, the control unit sends
commands to the arlthmetic unit to initiate arithmetic operations, or
sends commands fo program siorage to look up the next instruction.

¢ Arithmetic unit — Often referred to as the arith-
metic and logic unit (ALU); it performs the arithmetic
operations on operands or provides partial results with-
in the computer.

¢ Control unit — Referred to as the brain of any
computer because it coordinates all units of the com-
puter in a timed, logical sequence. In fixed-instruction
computers, this unit receives directives from the pro-
gram memory (hereafter directives will be called “in-
structions” since they instruct the computer what
actions to take and when to take them). These instruc-
tions are in sequences, called programs. They reside in
the memory and are referred to as software. The control
unit is closely synchronized to the memory cycle speed
and the execution time of each fixed instruction is often
a multiple of the memory speed.

¢ Input/Output — The means by which the com-
puter communicates with a wide variety of devices,
referred to as peripherals. They include switches, indi-
cator lamps, teletypewriters, CRT’s, magnetic or paper
tape units, line printers, A/D or D/A converters, card
readers and punches, communication modems, etc. The
1/0 lines can be connected to intermediate storage de-
vices for use with mass memories, including magnetic
discs, magnetic drums and large-scale RAM systems.

To illustrate the operation of this microprocessor,
or digital computer, compare two systems for solving
simple mathematical expressions, both composed of the
classic elements of a computer: memory unit, arithmetic
unit, control unit, and input/output unit.

The first such system (Fig. 4) is a man with a cal-

t
!
oUTPUT
UNIT
]
1
B
OPERAND _— ARITHMETIC _ TEMPORARY
STORAGE - UNIT -~ -] STORAGE
I I CONDITIONS
CONTROL
UNIT
i i DIRECTIVES
L4
'I
4 s COMMANDS
- INPUT PROGRAM
-1 UNTT — STORAGE = =  w OPERANDS
OR RESULTS

Fig. 2. By adding input and output functions plus cperand and tem-
porary storage to the rudimentary unit, a complete microprocessor
evolves.
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culator. The program and operand storage (memory)
is the piece of paper containing a list of instructions for
the man, the arithmetic unit is the calculator, the con-
trol unit is the man’s brain and fingers, the input unit
is his eyes and the output unit is his hand.

Examine the directions (program) that the man is
to follow to solve a simple addition problem (note that
this computer is externally programmed).

To add:
1. Clear calculator
Enter Operand #1 into calculator
Depress - key
Enter Operand #2 into calculator
Depress = key
Read and record result
. Halt

This program would be applicable to any pair of
operands to be added. But consider each step the man/
calculator executes in solving the problem. For sim-
plicity’s sake, assume the problem to be solved is
6 + 2 == ?; therefore, Operand #1 == 6 and Operand
#2 = 2:

Nowmoew

Instruction: Fetch
3. Control unit causes eyes to read step 2
from list (next instruction is fetched)

Operand: Fetch

4. Control unit causes eyes to input Operand
#1 (execution of instruction begins with retridval
of 1st operand from memory)

Instruction: Execute

5. Control unit directs finger to depress keys
that correspond to the value of 1st operand (in
this case 6) ]

—

6. Control unit causes eyes to read step 3
from list (fetch)

Instruction: Fetch

Instruction: Execute

7. Control unit directs finger to depress -i-
key (execute)

—

Instruction: Fetch

8. Control unit causes eyes to read step 4
from list (fetch)

Instruction: Fetch ]
1. Control unit (brain) causes eyes to read Operand: Fetch
step 1 from list of directions (first instruction is | 4 9. Control unit causes eyes to input Operand
fetched from memory) 9 #2 (1st-half execute)
(&)
Instruction: Execute . - Instruction: Execute
2. Control unit directs fingers to depress 10. Finger depresses keys corresponding to
“clear” key (first instruction is executed) value of 2nd operand, a 2 (2nd-half execute)
pe— JE—
cPU
TEMPORARY
STORAGE
] :
1
8 [}
1
weyT 2
- M ARITHMETIC wesorr
N
& LOGIC ——
UNT LDy H "
wmn:l‘n < soE b st
A
CONTROL [~
U
/D mn

Fig. 3.
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By rearranging the elements shown in Fig. 2 the microprocessor reveals its conventional computer structure.

1 CYCLE

1 CYCLE

1 CYCLE
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Instruction: Fetch T
11. Read step 5

Instruction: Execute
12. Finger directed to depress = key ]

1 CYCLE

Instruction: Fetch T
13. Read step 6
Instruction: Execute
14. Hand outputs result by recording it in
proper place on sheet of paper

1 CYCLE

_
Instruction: Fetch n
15. Read step 7

Instruction: Execute
16. Halt.

1 CYCLE

The computer has executed its program, outputted
the result and halted; the operation is complete. Note
that each step is identified as being one of three types:
instruction fetch, operand fetch or instruction execute.
Also the cycles, the basic unit of machine timing, are
identified. As a minimum, a cycle consists of one in-
struction fetch and one instruction execute; if a stored
operand is involved, an operand fetch is required be-

CONTROL
UNIT

ARWHMETIC
Uit

MIMORY
UNT

Fig. 4. In this non-traditional representation of a computer, the man
performs Input/outpat and control functions, while the calculator
serves as the arithmetic unit and the paper provides memory.

tween the instruction fetch and the execute subcycles.

A cycle is the time required by a computer to fetch,
decode or execute one program step (instruction).
Cycle times range from 200 nsec to several hundred
microseconds. In minicomputers, machine cycle time
is usually equal to memory cycle time, that is, a mini
that touts a 1.2 psec cycle time actually would have a
2.4 or 3.6 psec cycle instruction execution time.

Microcompuler performance criteria

In microcomputers, the basic time interval is the
microcycle. Since both the instruction fetch and instruc-
tion execute subcycles are each comprised of one or
more microcycles, depending on the machine and in-
struction, the cycle time calculation becomes ambiguous
and complex. To illustrate, consider a microcomputer
that requires two microcycles to fetch an instruction,
one microcycle to decode, and one microcycle to execute
a “register add” instruction, two microcycles to exe-
cute a “jump to subroutine” instruction, etc. If we
assume a 2 psec microcycle, this machine would require
a cycle time of 6 psec to add two registers (3 microcycles)
or 8 psec to jump to subroutine (4 microcycles). Con-
fused? Don't feel bad; so is everyone else!

The point is: Cycle speed or cycle time alone is not
a valid evaluation criterion for a computer, and espe-
cially not for a microcomputer. To provide a perform-
ance indicator, the efficiency of the instruction set must
also be considered — what can an instruction really do
and how long does it take to fetch it, execute it and
be ready to fetch the next instruction?

Now, look at a classic stored-program computer
(Fig. 9) and see how it might be used to solve the same
problem. The memory is composed of storage space for
a large number of “words,” with each storage space
identified by a unique address. The word stored at a
given address might be either computational data (oper-
and) or an instruction (such as add, read from memory,
etc.). Two temporary storage registers, each capable of
containing one word, are included in the memory. These
registers are designated as Memory Address Register
(MAR) and Memory Data Register (MDR). The MAR con-
tains the address where information is to be read from
memory or written (stored) into memory, while the MDR
contains the data being exchanged with memory.

The simplest ALU consists of an adder and an accu-
mulator. The adder adds (or performs similar logical
operations, e.g., OR) two inputs, A and B, and produces
the output. The accumulator holds intermediate results
of a computation or numbers for a pending computa-
tion. The accumulator is the temporary storage to which
we’ve been referring, the storage that, for reasons of
efficiency, was not included in the main memory.
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The remainder of the cPU, the control portion, is
implemented using an instruction register (IR), a control
decoder and sequencer, and a program counter (PC). A
machine instruction is transferred from program stor-
age memory into the IR and is subsequently interpreted
by the decoder/sequencer, which issues the appropriate
control pulses to the other computer elements. The pc
contains, at any given time, the address in memory of
the next instruction. This counter is normally incre-
mented by one immediately following the reading of a
new instruction. The PC contents can be replaced by
the contents of a specified memory location if the last
instruction was of the jump class. This causes the next
instruction to be read from a program-specified location
instead of from the next sequential location.

Finally, a means of input/output (1/0) is provided
via an 1/0 register, through which data exchanges take
place with external, or peripheral devices. Voila! A
complete computer.

Let’s continue the analysis by executing the pro-
gram described below (note this is essentially the same
problem used to illustrate the man/calculator):

“Read in an operand from the 1/0. Store it in mem-

ory location 50. Read in another operand from the

1/0. Store it in memory location 51. Add the two

numbers together. Store the result in memory loca-

tion 60, and halt.”

PROGRAM
ADDRESS
10 MEMORY

INSTRUCTIONS
FROM MEMORY

R "JUMP ADDRESSES”
FROM MEMORY
PROGRAM

P counTer

CONTROL
DECODER &
SEQUINCER

B S
’ CONTROL

ey LINES

Y

CONTROL UNTY

Fig. 5. In the control unit, the instruction register receives the machine
instructions from program stosage. These are then interpreted by the
decoder/sequencer, which controls the various microprocessor elements.
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Here is a program to execute this task; it is stored
in consectutive memory locations beginning at ad-
dress location 100.

Memory location Instruction (contents)

100 Input to accumulator
101 Store accumulator at 50
102 Input to accumulator
103 Store accumulator at 51
104 Add accum Loc. 50

Place result in accumulator
105 Store accumulator at 60
106 Halt

To execute the program, the program counter
points to each instrument in turn, starting at 100. The
processor fetches the instruction, decodes it, and finally
executes it i none or more microcycles. When the micro-
processor reaches 106, the operation is complete. No
human intervention was required — every operation was
automatic. All computers, regardless of their size or
intended purpose, operate in a similar manner. It must
be emphasized, however, that many variations are pos-
sible within this basic architectural frame-work.

Variations on a theme

Common improvements, additions and/or alterna-
tions to the classic architecture described above include
multiple accumulators, sophisticated 1/0 structures,
index registers, indirect addressing, interrupts, push-
down stacks and microprogrammed control units. Such
features can enhance a microprocessor’s capabilities and
are often the basis for comparisons between various
machines, as well as providing a theme for competitive
advertising and salesmanship. In view of these three
facts, a discussion of basic computer variations follows:
Accumulators, multiple — By definition, an accumulator
provides a temporary storage medium. Temporary stor-
age allows programs to execute faster and more efficient-
ly by obviating the need to store partial or intermediate
results in main memory and subsequently to retrieve
them for use in additional computations. Multiple accu-
mulator registers allow several partial results to be main-
tained at the computer’s fingertips, thereby eliminating
the many program steps that would otherwise be required
to store and then retrieve data (shorter programs cost

less to write, less to store and execute faster than longer .

programs)- Four accumulators are able to provide a great
deal of programming and operational versatility, and it
is often considered an optimum number.

1/0 structures — A basic input/output system pro-
vides a single input port and a single output port.
A port allows transfer of one word of data across the
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computer’s boundary. More sophisticated 1/0 units
facilitate the use of multiple input and output ports,
allowing virtually simultaneous communication with
many peripheral devices. Another powerful 1/0 tech-
nique, referred to as DMA (for direct memory access),
allows peripheral devices to transfer data directly into
and out of memory, independent of the control unit and
the operating program. This contrasts to the more con-
ventional programmed 1/0, where an explicit program
instruction is required for any data transfer. The bMa
technique facilitates faster data exchanges with memory,
with fewer program steps, and is considered most ap-
plicable to bulk storage device (disc) interfaces and
computer-to-computer connections. Contrary to occa-
sional misuse of the term, DMA is not a uniquely defined
off-the-shelf circuit, but can be implemented in a variety
of ways in any general purpose computer.

Index registers — This feature provides program-
ming flexibility by providing the user with more
memory addressing modes. As a rule, when a program-
mer wishes to retrieve an operand from memory, he
specifies its address in the instruction that calls for work
to be performed on that operand (e.g., add it to an
accumulator). The presence of an index register(s)
allows the programmer to modify or index the operand
address with the number contained in the register.
Typically, the operand address from the instruction

- wis
anmC:

. /O REGISTER INTERFACE UNTT

Fig. 6. Input/output register Interface mnit. This component provides the
data exchange link between the microprocessor and the outside world.

]

MEMORY
ELEMENTS OF A MEMORY UNIT

Fig. 7. Elements of a memory unit. In the operation of a memory, the
MAR contains the address where information is to be stored or read.
The MDR holds the data to be stored or recelves the data as it is read.

would be added to the content of the index register.
Such a feature greatly simplifies the transfer of an array
or field of data into or out of memory. Machines with
two index registers offer enhanced programming versa-
tility over machines with a single register.

Indirect addressing — This is done when the
address contained in the instruction specifies only the
address of a memory word, which itself, specifies
the operand address. An indirect address is an address
in an instruction that indicates the location of the
address of the referenced operand. Think of it as a
computerized treasure hunt — the instruction does not
tell the location of the "“treasure” (operand), but tells
where to go to find a clue that gives its location. Multi-
level indirection is possible, although not considered
necessary. Here the system jumps through two or more
clues until the operand is found. Indirect addressing pro-
vides great programming flexibility by allowing operand
address to be continuously modified by the program.
Interrupts — A machine operates under its own
control but frequently it is desirable to have an ex-
ternal event cause the computer to shift its attention
to another problem. This can be done in many ways:

¢ The computer program can include a section that
causes it to look for possible external events each
time it cycles. This may consume a lot of memory,
make the computer operate its program more slowly
and may not permit the computer to respond quickly
to the external event.

¢ Interrupt signals may be forced into the computer.
This requires extensive programming to insure that,
when the external event has been serviced, the com-
puter can return to its prior location.

® The computer can have interrupt capability built into

its hardware, thus allowing the computer to service
the interrupt quickly, with a minimum expenditure
of program and memory storage space.

Push-down stack — Or “Push-down, pop-up” stack,
LIFO (last-in, first-out) stack, etc. This is a useful
feature for the “nesting” of interrupts and subroutines.
Nesting refers to the entry into'a second (or third) in-
terrupt service program or subroutine prior to comple-
tion of service or execution of the first. The stack stores
the current program execution address (contents of PC)
each time the computer is directed to a new ancillary
task, thereby allowing the computer to return and
clean-up unfinished work in reverse order. The stack is
also useful for storing partial results of computations.
(Subroutine: A set of instructions necessary to direct
the computer to carry out a well-defined mathematical,
logical or analytical operation, usually arranged so that
control can be transferred to it from the main program
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and so that, at the conclusion of the subroutine, control
reverts to the main program.)

Microprogrammed control unit — In a computer with
a microprogrammed control unit (MCU), three of
the basic elements are nearly identical to our classic
fixed-instruction computer; the significant difference
is that the control unit has its own memory. This control
memory contains the stored sequence of control func-
tions that dictate the end-user architecture and the
instruction repertoire of the microprogrammed compu-
ter. Thus, the instruction set can be modified or
increased to adapt the microprocessor to system needs.

Instructions are machine directives and are the
prime constituent of programs. They are fetched one-
at-a-time by the control unit, which then carries out the
operation(s) indicated in the instruction.

Instructions for most modern computers can be
grouped into eight functional classes: load/store, arith-
metic, logical, skip, shifts, transfer of control, register
and 1/0. A brief description and example of each
class follows.

Load/store — This instruction class performs the
function of exchanging data between main memory and
temporary storage registers (accumulator, index, etc.).
Load transfers contents of a selected memory location
into a designated register. Store reverses the operation.
Typical class members include load, load indirect, store
and store indirect.

Arithmetic — Almost self-explanatory; these in-
structions perform an arithmetic operation upon two
operands, one of which is in a register and the other in
memory; the result usually replaces the operand in the
register. Typical members include add, subtract, multi-
ply and divide.

Logical — These perform a logical operation on two
" operands, one of which is in a register and the other in

OPERANDS acc ; A >N
FROM — UMULATOR —

C
:D RESULT

o]

ARITHMETIC & LOGIC UNTT S CONTROL

Fig. 8. This simple ALU contains an adder and an accumulator. The
accumulator provides temporary storage. For example, here it can hold
one operand while ther Is obtalned from y In order to per-

form addition.
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memory; the result usually replaces the operand in the
register. Included are AND, OR, EXCLUSIVE-OR.

Example: Logical or

Operand 1: 01101011 (Register)
Operand 2: 00110010 (Memory)
Result: 01111011 (Register)

Skip — These are usually 2-phase instructions; that
is, an arithmetic or logical operation is performed on
one or two operands and the result is tested for a
specific condition (e.g., positive). If the condition is met,
the next sequential instruction in the program is skipped.
Class members include: increment and skip if zero,
decrement and skip if zero, skip if greater, and skip
if not equal.

Example: Decrement and skip if zero
A specified memory location has 1 subtracted from
it; if the result is equal to zero, the next instruction is

“skipped.

Example: Skip if not equal

The contents of the specified register are compared
to the contents of a specified memory location; if the
two contents are not exactly identical, the next instruc-
tion is skipped.
Shifts — The contents of a designated register are
shifted one bit to the left or right. The bit position
that is vacated can be filled with a zero (shift) or the
bit that "“fell off” the other end (rotate). Rotate is
merely a circular shift.

Example: Shift left

Before 1{1(0f0j0|1{1]|0f1|1
After ¥ 1{0]1010]111]0{1
1

Example: Rotate right
Before o|1|o|ojojol1f1]o]1
After [—> 1101110{0j0j0{1|1]|O "

1

Transfer of control — This class of instruction
causes the Program Counter (PC) to jump to an instruc-
tion — specified point in the program; that is, control
of the computer is transferred to a new program element.
Such transfers can be conditioned (based upon some op-
eration and/or test) or unconditional. Conditional trans-
fer includes Branch if Accumulator Positive, Branch if
Condition, and Branch if Register = 0. Unconditional
transfers include Jump, Jump to Subroutine, and Re-
turn From Interrupt. An immense amount of program-
ming power is found or lost here.

Register — Included here are instructions that per-
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Fig. 9. Combining Figures 5 through 8, the whole computer emerges. Memory is performed in various parts of this micro-
processor. The memory register contains the address where information is to be read or stored, while the memory data
register holds the data being exchanged with memory. The accumulator serves as a temporary storage unit.

form arithmetic or logical operations on the contents of
two registers or after the content of a single register.
Examples of two register instructions: Exchange Regis-
ter and Stack, Register Add, Register Copy. Single
Register instructions include. Load Immediate, as well
as Complement and Add Immediate. In an immediate
instruction, the operand is inherently included.
Input/Qutput — An enormous variety of instructions
are possible here; commoner instructions are those
that transfer the content of a specific register to an
output port (Register Out) or transfer the word appear-
ing in an input port into a register (Register In).

There are as many instruction sets as there are
computers, and it is quite difficult to say which are
good and which are bad. The number of instruc-
tions is not a good indication of the power of a com-
puter since each manufacturer counts differently. An
instruction set that one manufacturer states has 43
instructions might te called 352, using another manu-
facturer’s procedure (i.e., a register to register add
might be counted as one instruction but in a machine

with four registers it could be counted as sixteen).

One of the true measures of a machine is how many
instructions it requires to execute a given “benchmark”
program. It is important to note here that a computer
with a microprogrammed control unit can be configured
to execute any instruction; therefore the number of
instructions required for a specific class of jobs can be
minimized by tailoring the instruction set to the peculiar
requirements of those jobs. Instruction efficiency is, in
turn, related back to the architecture and word size of
the individual computer. @®

The second part of this microprocessor primer covers
such important topics as software, the advantages
and disadvantages of microprocessors, and what to
look for when choosing a microprocessor. Reprints of
both Part 1 and Part 2 will be available: next month.
Check the February issue for further details.
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PART 2

Part 1 of this article described the basic elements of a
microprocessor, told how a microprocessor functions
and introduced the concept of instructions. It also
concluded that microprocessors are computers in IC
form, and that the terms “microprocessor” and “com-
puter” can be used synonymously.

Taking this concept further, Part 2 deals with how
to tell the microprocessor what to do. This, of course,
can be implemented using hardware or software, but
defining the solution is the most important and most
difficult part.

Software is a term used to describe the programs -

that make a computer do a specific task. In fact, when
used in the context of computers, the word software
can be interchanged with the word program. In gen-
eral, a program is a series of sequential steps that
accomplish an objective. A list of directions to travel
from Philadelphia to San Francisco is a program: Drive
to Philadelphia airport, get parking ticket, park car,
write parking section on back of ‘ticket, take bus to
terminal building, buy ticket at the United counter,
check monitor to determine gate, go to gate, etc. If
you followed such a list of instructions or program
(and it was correct), you would end up in San Fran-
cisco. Note that the program asked you (the machine?)
to pick up information in certain places and to act on it
or to store information (writing down the parking sec-
tion) to be retrieved and used later. Note also that the
order of execution of each step is very important.

A computer is a device that can recognize and act
on a predetermined set of instructions. Even though

the specific set of instructions it can use is fixed by its
design, a computer is general purpose because it can
execute a list of these instructions (a program) to per-
form some functions, execute another list of instruc-
tions to perform some other function, and so on.

Since many applications for microcomputers can
also accept a hardware solution, you should compare
the design steps you would use for each. Since soft-
ware is designed like hardware, it is interesting to note
how similar the following steps are:

Software:

® Define the problem and what data, inputs, and out-
puts are available and/or required for its solution.

® Determine the best form of the solution.

® Outline the method of solution on a flow chart.

® Write the entire program, step by step, using the
computer’s instruction set. Assemble or compile the
program (if necessary).

® Load the program into the computer memory and
run it to test and debug.

Hardware:

o Define the program and what data, inputs and out-
puts are available and/or required for its solution.

® Determine the best form of the solution.

e Outline the method of solution on a flow chart. A
static diagram can also be used.

® Draw up the detailed logic diagram using the avail-
able and compatible ssX, MsI and Lst functions.

® Make wire lists, etc.

® Wire circuit boards; operate to test and debug.
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Defining the program is the most important and
probably the most difficult part of either solution. Step
2 depends largely on what resources the designer has
at his disposal. This is the point where a decision will
be made to go hardware or software. Note that for
some design problems the flow chart for hardware and
software may look the same.

Writing the program, Step 4, determines the in-
cremental cost of the system, since it defines the
amount of memory required to store the program.
Since the number of instructions required to perform
a certain function may be different for each computer
on which the function is programmed, the cost of per-
forming a given function will depend on the instruc-
tion set of the computer used.

The speed at which a given function may be per-
formed depends on the instruction set of the computer
as well as the actual time it takes the machine to cycle
through a given instruction. Because of this, a machine
that is considered fast may take much longer to per-
form a given function than a machine that is consid-
ered slow. This paradox is part of the reason why
“proper CPU selection is not easy.” One almost has to
write his program for several machines before making
an accurate comparison of cost and performance. These
tests are sometimes referred to as benchmark tests.

Software design is the analog of hardware logic
design. The efficiency of the software design is meas-
ured primarily in the amount of memory used to store

the software and the time required for ‘execution of the

program. Hardware design efficiency is measured in

Fig- 1. In the hierarchy of programming, languages can be represented
as a sphere. In the center is the machine code and each layer away from
the center Is closer to human language.

number of gates and functions used (packages x cost).
It must be assumed that the efficient hardware design
would perform the function as fast as required. There
would be no advantage in greater speed, since a hard-
ware based system would not lend itself to doing more
functions in its spare time, while a software based
system would.

Commanding the computer '

We hear talk about software and programming —
and most talk about programming in some language or
another. This is because the way we command the ma-
chine is very much like the way we communicate by a
written language. We have rules about how we start
and end sentences and paragraphs and how we spell
words. The way we communicate with a computer is
through a programming language, which also has rules
of spelling and punctuation, but these rules are much
more strictly enforced. If you misspell a few words,
your reader will probably understand you anyway. A
computer language is not that forgiving and will not
produce the desired result if its rules are broken.

There are a number of levels of programming lan-
guages, as shown in Fig. 1. The innermost level is that
of the actual machine language. Each instruction is
uniquely defined by binary code (pattern) of ones and
zeros. The central processing unit (CPU) examines
each instruction code and performs the exact sequence
of events to produce the operation defined by that in-
struction. Assume a 0011000100000000 code tells the
computer to add register (accumulator) zero to register

t ]
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Fig. 2. Except for machine language fiself, each user-written source pro-
gram must be translated into a machine language object program before
the computer can use it.
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one and put the result in register one. When program-
ming in machine language, the programmer must enter
0011 0001 0000 0000 to add register zero to register
one. This can be awkward as well as quite slow; it
isn’t easy to remember all the codes. In spite of its dis-
advantages, the use of machine language is a perfectly
reasonable way to program when the application is not
too complex and the effort is on a low budget.

To make programming easier, assemblers have
been developed; they are the next level on the software
sphere. An assembler or assembler program is a com-
puter program that accepts coded instructions or mne-
monics that are more meaningful to use and translates
them into a binary machine code the computer can
execute. The mnemonics used for each instruction are
much easier to remember, and they make a listing of
the program much easier to read. The mnemonic for
the register to register add mentioned above might be
RADD o, 1.

Keeping track of each instruction

The use of easy to remember and easy to work
with symbolic codes in place of the ones and zeros of
machine language is not the only improvement assem-
blers can provide. An assembler keeps track of the
location of each instruction, which is important because
it allows the programmer to use symbolic labels for
important locations in the program. These labels allow
references to be made to locations in a program with-
out keeping track of the exact memory locations (which
would change if instructions are inserted or deleted
between the location and where it is referenced). This
‘bookkeeping” feature allows the assembler program
to choose the best addressing modes (i.e., indirect, in-
dexing, etc.) automatically if the instruction set has a
variety of addressing modes.

R 0 e et A7 T WL £ i

Fig. 3. By varl

RS BT

the

R N AP S S

CROSS ASSEMALY -

8 can be entered into a computer where it Is processed to prepare

In addition to allowing the use of mnemonics and
labels, assemblers permit listings to include comments
that help to document the programmer’s work, macros
that assign a mnemonic to groups of code, listings of
labels and where they are found, and many other such
refinements. .

The outer layer of the software sphere is the area
of the higher-level languages, which come the closest
to natural or human languages. They are problem ori-
ented and contain familiar words and expressions;
however, they have very strictly defined structure and
syntax. There are two types of higher level languages,
compilers and interpreters. Both types are programs
that take the higher-level language program the pro-
grammer writes and turn it into machine language the
computer can use. The major difference between a com-
piler language and an interpretive language is how the
language program converts to binary machine language.
A compiler takes the whole program and converts
(translates) it into binary machine language before it
is ready to execute it, while an interpreter translates
the program into executable binary machine code on a
statement basis (and usually executes them at the time).

High level languages are often written for specific
needs and special uses. Some that may be familiar are
ALGOL and FORTRAN for scientific users, COBAL for large
business systems, RPG for small business systems,
BASIC and APL for time sharing, and PL-1 for large,
general systems.

A higher level language (such as BAsiC) might
have a statement like the following:

LET ANS = A x B + C/D.

This statement computes the value ANS by multi-
plying the previously defined values of A and B and
adding the result to C divided by D. The same state-
ment written for another computer, but in the same

(FOR ENGINEER/
PROGRAMMER

-l At L o el k2 B : T T ON T S )

an object program (machine Imgua':) for the microprocessor. If the computer is the same microprocessor that
will execute the program, this step is called resident assembly; if it is another computer, it's called cross-assembly.
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language, would look essentially the same because the
details of the instruction set, addressing modes, register

ST assignments, etc., are taken care of by the compiler (or
( ) oo interpreter). Therefore, the compiler (or interpreter) pro-
%] veRmoUTH gram becomes, for all practical purposes, your com-
1 puter, and it isn’t necessary for you to know or care
weur about the detailed operation of the host computer.
GLASS
WU 2 Defining the program

At this point, source programs and object pro-
grams must be defined. A source program is a program
v written by the programmer in any of the languages dis-
PUT OLIVES cussed. The object program is the list of binary ma-
e M G chine instructions (and addresses) that is ready to be

loaded into the computer and be executed. The object
program is generally produced from the source pro-
gram by one of the types of computer programs, i.e.,
compiler, interpreter, or assembler. These relationships
are illustrated in Fig. 2. Note that a machine language
program requires no intermediate step.

It isn’t necessary for the translation program to be
run on the same type of computer that the object pro-
gram is generated for. In fact, it is often not practical
and sometimes, not even possible, because compilers
are long programs and so take a lot of memory. Fur-
WATCH thermore, some microcomputer instruction sets will not
support a practical assembler. When the translation
program is run on another machine, it is called a cross-
assembler or cross-compiler (Fig. 3).

The main advantages of machine language pro-
gramming are that it can be completed without the aid
of another program, and it allows the programmer to
keep track of and control every detail of the machine
operation. Assembly language programming allows the
programmer to retain complete control over the impor-
tant details of the computer operation, but takes care
of all the drudgery of the binary coding, address cal-
culations, and the like.

Compilers have an advantage in that programs
can be written without regard to which machine they
will run on. The higher-level instruction example given
above might take 30 to 50 machine language instruc-
tions; this shows how much work a higher level

language might save a programmer. This relative sim-

- O ' plicity allows a person to be trained as a programmer

CONNECTORS in a fairly short time. With compilers, the programmer

does not concern himself with the inner workings of

Fig. & Flow chartiag s a coavenleat method for .‘.‘;h‘ the the computer or even the details of how the compiler

steps required in a program. The flow chart symbols are - generates code, e.g., to produce a multiply. These very
© shown below with the example above. Note the use of notations . f

within the symbols and the use of arrows. The branch at the advantages, however, can be cited as disadvantages.
»::s:- -y-bgo permits multiple translts through the program; Take the case of a multiply: The multiply function can

, . s . be written in many ways; one uses very few instruc-

~ tions (not much memory) but is very slow; another

1
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- ~ MICROPROCESSOR CHECKLIST

COST CONSIDERATIONS

Normally chip cost is not the largest factor, but it could be in a
simple system. The major cost is usually in the circuitry needed
to support the microprocessor. The engineering cost to put your
system together, however, can be greatly influenced by the
amount of quality of support the chip supplier has available.

Support circuitry

O Clock circuitry and clock drivers — how many phases?

O Power supplies — common or special?

O Buffers — MOS to TTL input/output?

[0 How much control logic (i.e., address and data latches, etc)?

O Memory — standard or special?

O Power of the instruction set (a good instruction set can re-
duce memory requirements by 40%).

[0 Support requirements (the larger these are, the more expen-
sive the PCB or the greater the number of PCB's required).

O Ease of checkout (test vs purchased card).

{7 Processor card availability (small production and preproduc-
tion will use off-the-shelf cards).

Support from supplier

O Hardware support
prototyping system
mechanical hardware
processor cards
memory cards
interface cards and cables

O Software support

high level languages

assemblers

utility programs — debug and edit

loaders — absolute and relocatable

peripheral drivers (TTY, card reader, line printer, floppy disc,
etc.) . .

special subroutines (BCD to binary and binary to BCD, float-
ing point math package, etc)

Literature
How well written the hardware and software manuals are
determines how much time is spent in learning the system.
3 Technical manuals
O Software manuals o
O Application notes
3 Special interfaces — D/A, A/D peripherals

Technical support
This can reduce the engineering time and cost required to get
the new product designed and into production.
[ Area system specialist
O Field application engineer
[] Plant applications and engineering groups

PERFORMANCE
Speed
[ Efficiency of the instruction set — how many instructions are
needed to solve a particular problem (a math problem, a
process control problem, data handling, etc.)?
O Execution time of each instmqtion. »
O3 Microprogrammability — can the instruction $ét be changed?
Interface
O Input/output flexibility and capability
How many peripherais can be handled?
How many commands to each peripheral?
How large is the subroutine to handle any of the peripherals?
How much logic is required?
O Interrupt flexibility and capability
Can vectored interrupts and/or polled interrupts be han-
dled by the processor?
How many interrupts can be handled by the processor?
O Special control features
enable signals (single line control where fast response or
ease of interface is important).
sense inputs (test a single input and respond accordingly).

uses a lot of instructions but is very fast Which one

® Simulators — Software simulators are sometimes

* should the compiler use?

The programmer has no control over these types
of decisions and must accept all the constraints and
compromises designed into the compiler. Other dis-
advantages of compilers include their often inefficient
use of the machine instruction set in applications for
which the compiler has not been specifically optimized,
the problems involved in debugging the resultant ob-
ject code on the actual machine, and the loss of control
over things such as interrupts, register assignments and
manipulations of individual bits (necessary in control
applications). Compiler generated object programs gen-
erally take considerably more memory than the same
program written in assembly language. Whether you
consider this as an advantage or disadvantage depends
on how many systems you will build and whether you
are buying or selling the memory.

The following is a list of other software that is

encountered while using microprocessors.
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used to debug programs using another computer.
They are especially useful if the actual computer is
not available (or hasn’t been built yet). If hardware
is available, the use of a simulator is an unnecessary
extra step, since the software must still be debugged
on the hardware. The cost of the computer time to
run the simulator effectively is often more than the
cost of a prototyping system.

¢ Debug programs — Debug programs help the pro-

grammer to find errors in his programs while they

- are running on the computer, and allow him to replace

or patch instructions into (or out of) his program.

® Diagnostic programs — These programs check the

various hardware parts of a system for proper oper-
ation; cPU diagnostics check the cPU, memory diag-
nostics check the memory, and so forth.

® Loaders — The various applications. (user written)

programs must be placed in the proper locations of
the system memory. The programs that do this job

a
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are called loaders. Loader programs range from sim-
ple ones that load absolute binary object code with
- no error detection, to sophisticated loaders that load

relocatable binary object code, resolve global (be-
tween program) symbolic label linkages, perform
error detection, and execute various commands, in-
cluding starting the program just loaded.

® Editor — As an aid in preparing source programs,
certain on-line programs have been developed that
manipulate text material. These programs, called
editors, text editors or paper tape editors make life
easier for those who have system time to write
source programs on-line.

¢ 1/0 handlers — Input/output handlers, sometimes
called device drivers, are subroutines that service
specific peripheral devices such as teletypewriters
and card readers. They help prevent “reinvention of
the wheel” every time a programmer wants to use a
standard peripheral.
What does software really cost? There are a num-
ber of “rules of thumb,” each one as erroneous as the
other. Let’s face it — software is expensive.
® An extremely large mini-computer manufacturer
charges its customers $50 per hour for custom soft-
ware. This price is typical of the larger CPU manu-
facturers; however, small system houses with lower
overhead charge about $35 per hour.

® When all the hours are tabulated for writing a pro-
gram, including flowchart, instructions, checkout,
rewriting, recheckout and documentation, a valid

figure of 10 to 20 instructions per day can be ex--

pected. This is not a typographic error: 10 to 20
instructions per DAY.

Thus, at $35 per hour, software will cost $280 for

an eight hour workday. Divide this sum by the mini-

S/H

mum number of 10 instructions ($280/10), and soft-
ware costs $28 per instruction; divide the sum by the
maximum number of 20 instructions ($280/20), and it
costs $14 per instruction. Even if the work is done
in-house, you can still expect a minimum of $10 per
instruction.

It is also necessary to consider machine language
vs assembly vs high level language. Obviously, few
people really write machine language programs (1’s and
0’s) of more than a few instructions and then only to
test a particular function or hardware interface. You
do write assembly level programs and also consider
high level programs. ,

High level programs can be developed at one half
to one tenth the cost of the assembly language pro-
gram. But they are inefficient because they require
more memory and run more slowly than assembly
language programs. At the present time, the argument
is academic because only one high level language is
available for one manufacturer’s microprocessor.

What is microprogramming?

Microprogramming has a number of different
meanings. To some people microprogramming means
the use of ROM for program storage instead of rAM. To
others it means the combining of instruction codes
such as can be done with a PDP-8. The preferred
meaning refers to the programming of the control sec-
tion of a computer. A macroinstruction is decoded by
the control section of the computer; the control section
then “pulls the proper -strings” to do the operation
specified by the instruction. With a microprogrammed
controller, this string pulling is carried ‘dut by micro-
instructions. This is an alternative to the use of random
logic to do the control section function. The greatest

)
ALTERNATOR NOT CHARGING
SERVICE REQUIRED
g STOP AT NEXT SERVICE STATION
PANEL 11146 130023 129 6oL

Fig. 5. Microprocessors can perform a variety of functions in an automobile.
Here the system senses any alternator failure and reports this to the driver.
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The potential uses of microprocessors are virtually limitiess. A
few comments on their functions in major areas cover only a
small part of what they can accomplish.

o Commercial building control systems perform the following
functions: building automation (temperature control, lights turned.
on and off, etc.), building fire protection (when a fire is detected,
the air flow contains the fire), building security (the system moni-
tors windows, doors, etc.). In the past, this type of control system
was implemented with hardwired processors or simple-to-complex
logic systems. The current trend is to replace these hardwired
processors with one or more microprocessors. Home control sys-
tems are very simple (thermostats), but will be a major user when
very-low-cost microprocessors become available.

o Industrial control systems include process control and test
instruments. Process control systems perform water treatment,
waste treatment, metals processing/mining, ceramics, petroleum,
petro-chemica! refining and power plant regulation. These are now
done by a hardwired controller or minicomputer, with future
trends leaning in the direction of microcomputers. A general rule
of thumb is that hardwired controllers and minicomputers work
to only 15% to 25% of capacity in a process control environment;
therefore, microcomputers can replace most hardwired controllers
and minicomputers, even though the microcomputer may be slower.

o The primary use for information system computers is in the
area of electronic data processing (EDP). Some traditional tasks
of EDP computers are payroll, inventory control, management in-
formation and general accounting. Microcomputers are beginning
to replace the traditional low-end EDP computers, but are not
expected to compete with the medium or large EDP computers.

® Another area opening up to microcomputers in EDP is the re-
placement of hardwired logic in such devices as card readers, mag
tapes, CRT's, front-end processors for telecommunications, plus
time-sharing and point-of-sale terminals (intelligent cash registers).
These new areas will be high volume users of microcomputers.

Emerging applications

There are several positions now being usurped by the “‘computer
on a chip” concept that were previously the domain of other tech-
niques. Airline ticketing functions_are a prime example of the
functional switchover from a man-oriented system to a computer-
oriented one. As an example of computer replacement of personnel,
look at your friendly neighborhood bookie; state run off-track-
betting machines, run by microprocessors communicating with
larger machines, will probably run him out of business.

The changeover from analog to digital computers is becoming
apparent in many process control applications where the condition
of one stage of process effects a previous one. Until recently,
digital methods have not been cost competitive with linear com-
putational devices despite the labor overhead required to keep the
analog computer on line. A primary consideration is the drift free
operation of the microprocessor.

Evidence of the transition from the use of large computers to
microcomputers can be seen in machine card contro! applications,
where once one computer controlied several machine tools; dedi-
cation of each tool to a single microprocessor reduces line stop-
pages when there is a computer failure. Quite frequently the
changeover from a large to a small computer can mean the life
or death of an idea. A case in point is that of the satellite navi-
gation system originally employed for spacecraft tracking, ships
and sophisticated military vessels. The original systems used a

WHERE CAN MICROPROCESSORS BE USED? —

full blown computer, requiring large amounts of space and power
aboard ship. Now, thanks to microprocessors, the entire system,
including receivers, is packaged in a box smaller than an orange
crate. It delivers accuracies within 40 yards of the large system
and is so inexpensive that not only will all seagoing naval vessels
carry it, but a majority of the merchant fieets of th® worid are
expected to use it as well.

e The game of Pong in every bar or motel lobby is only the
first step in the use of microprocessors in toys and games. Pong's
imitators and successors are on their way. There'll be more than
one son of Pong. The more sophisticated son will remain in the
motel lobbies and bars; the cheaper, siower, dumber son will in-
vade the home in the form of one man chess and electronic bridge.
Grandson of Pong will be the delight of battery manufacturers
everywhere, eminently tripoverable and what every child wants
because of super-saturation advertising on Saturday morning TV.

o ‘Sometime in the next few years, you are going to yell at your
television set and it will answer you back. With the advent of
cable TV wili come home high speed communication channels
controlled by microprocessors. Time shared computer access,
citywide town meetings in which instantaneous citizen response
is available, and maybe even the ability to boo the visiting team,
will be channeled through the cable TV set. High speed data chan-
nels exist now that will proliferate even more. Smart terminals,
such as teaching machines, library researching units, and off-track
betting machines, will perform portions of the job and refer
tougher parts to central mainframes.

o A major automotive application will be the on-board car and
truck computer. The computer will monitor and contro! such things
as spark advance, carburetor gas flow, transmission shift, etc. It
will also provide driver warnings of such things as alternator
failure and what to do about it {Fig. 6). It may even drive the car
for you. The car controller, however, will become a one chip
custom device used in very high volumes, so this may be con-
sidered custom LS| rather than a microprocessor.

® Automated gas stations are being tried using minicomputers,

but a microprocessor will do this, too (Fig. 7).

® Microprocessors will end up in electric typewriters as con-
trollers for sel-justifying and executive spacing and as data
communicators to CPU devices for such functions as editing, type-
setting and transiation.

o Specialized calculators, too low in volume potential for
specialized chips, will appear. Private boating and aviation naviga-
tion aids are examples, along with hand carried mortar trajectory
calculators for the Army and Marine Corps.

® Microprocessors will control machines involved in mail sort-
ing, inventory pulling and stocking, and palietization of freight.
Irrigating systems will sense crop needs for water and fertilizer,
delivering the required amounts to whole fields or specific areas,
depending on the microciimate.

o Very low cost processors will encourage the use of “throw-
aways” in such areas as weather data collection, oceanographic
monitoring, and weapons.

® Automatic controllers for: traffic lights, tools, -stoves, draft-
ing machines, looms, photography processing, paint mixers, asphalt
makers, grape crushers, banana peelers, packaging machines, power
switching, railroads, piano tuners, anti-skid braking systems, no-sfip .
four wheel drive, fast food businesses, automated radio stations.
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advantage of a microprogrammed controller is that the
microinstruction set can be altered by changing the
microprogram instead of rewiring a bunch of logic.
(This procedure is much more difficult to execute on an
LsI chip.)

Why use a microprocessor?

The main advantages of using a microprocessor
approach to system design are:

¢ Short design cycles — The use of microprocessors
allows rapid design once a basic set of boards and
1/0 interfaces have been developed. Because of the
standardized nature of the logic, many aspects of the
design can proceed in parallel. Logic design for spe-
cial 1/0 and programming can proceed together once
basic ground rules have been set. .

And the ease with which the product can be
modified allows earlier entry to the marketplace and
faster resolution of any shortcomings.

* Lower cost — The use of fewer components can re-
sult in large cost savings for moderate-sized systems.
The use of the same circuit boards for a variety of
applications results in economies of scale.

¢ Flexibility of the end product — Allows redefinition
of product without costly redesign. A wide variety
of changes are possible by reprogramming.

For example, the company planning a product pre-
pares a business specification, followed by a hardware
spec based on what is practical and what is salable.

If the hard-wired system approach is chosen, the
entire system must be designed logically. When com-
plete or nearly complete, power requirements can be
totaled and power supplies ordered.

The design must be breadboarded, which may
point out logical design errors or may even force rewrit-
ing the equipment specification. Then the system is
tested; if it doesn’t meet specifications, partial or com-
plete redesign is required. Next, the board layout is
done, which may require two or three iterations, or
even rebreadboarding. Finally, the mechanical design
and system are tested. There is no guarantee of passing
system test and more redesign may be required.

If, after the business specification is written, the
equipment specifications include a microprocessor, the
events change. First, the logic design of the interfaces
is made. In parallel, after some basic design decisions
are made, the software effort can begin and the inter-
faces breadboarded. Since the interfaces are usually
fairly simple, the number of errors are reduced and
rework is held to a minimum. The board is then laid
out and, like the breadboard, the opportunity for errors
is reduced because the hardware is reduced.

- SYSTEM
'\ 1/0 BUS POWER SUPPLY
COMMUNICATIONS MOOEM ~———y D WITH
L Ft& ; | BATTERY BACKUP
o———————} !
INTERFACE
PuMP
SHECT
SONALERT

s automated gas station, one microprocessor can handle four Islands of three pumps each. The customer presents his credit

which s checked with the remote data base for validity, theft and in some cases, allotment. If anything Is wrong, an alarm sounds;
if mot, the customer selects a pump and pumps the gas, the microprocessor calculates the bill and the printer presents a receipt,
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The program is tested, revised and retested. Final-
ly, the mechanical design and systems test is per-
formed. Any failure to meet specifications can probably
be corrected by changes to the program. At this point
the programmable system is ready to go to the field.
Less time and less cost have been expended than in
the hard-wired system, but even so, all the advantages
have not been exploited.

When either system, hard-wired or programmable,
is sold, the customer may ask for modifications or may
even wish to connect in his 1903 widget. With the
hard-wired system, the modification can be made if
there are a couple of unused pins on the board, and
if an extra board is required, there is room in the card
cage. But with the programmable microprocessor ver-
sion, a new interface board can be assembled and the
program modified to effect the desired change quickly
and at a fraction of the cost of modifying the hard-
wired system. -

Small quantities of systems are not economical
because of the cost of developing software. However,
when the quantity passes five or six or as the unit price
passes $10,000, a microprocessor should be considered.
.But. what size (humber of bits) and which manufac-
turer’s processor should be used are key questions that
must be taken into consideration.

Choosing the right microprocessor

The choice of which processor size to use must
realistically start with what performance is needed and
how much reserve you want for future growth (i.e.,
modifications, options, greater performance, etc.) If the
choice is based on bit size and the support is equal,
then the choice is much easier. Once you know what
the system must do and how much time it has to do it,
you can better determine if you need a 4 bit, 8 bit or
=16 -bit system. There is no easy way to classify one
application as an 8 bit problem, and another as a 16
bit problem. Some typical matches include:

FEBRUARY 17, 1875

4 bit systems

¢ Man/machine interface (BCD)
Accounting systems
Terminals (simple)
Instrumentation
Calculators
Store and forward

® Non BCD type
Games
Replace random logic designs

8 bit systems

® Traffic controllers

¢ Point-of-sale terminals
¢ Control systems

® Process control systems
® Smart terminals

16 bit systems

® Smart terminals

® Multiple intersection controllers
® Numerical control

® Process control

® Front end processor.

All the products mentloned in thls artlcle are
being built right now — they are not pipe dreams.
Arthur C. Clarke is probably the most successful prog-
nosticator of the future in our time. In his book, Pro-
files of the Future, he says, It is impossible to predict
the future; all attempts to do so in any detail appear
ludicrous within a very few years . . . One can only
prepare for the unpredictable by trying to keep an open
and unprejudiced mind.” So it is with the computer on a
chip and with the applications its existence will spawn. ®
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RCA [licroprocessor Producis

Access Time: Time between the instant that an address is
sent to a memory and the instant that data returns. Since
the access time to different locations (addresses) of the
memory may be different, the access time specified in
amemory device is the path which takes the longest time.

Accumulator: Register and related circuitry which holds one
operand for arithmetic and logical operations.

Additional Hardware: Microprocessor chips differ in number
of additional ICs required to implement a functioning
computer. Generally, timing, [/O control, buffering, and
interrupt control require external components.

Address: A number used by the CPU to specify a location
in memory.

Addressing Modes: See Memory Addressing Modes

ALU: Arithmetic-Logic Unit. That part of a CPU which
executes adds, subtracts, shifts, AND’s, OR’s, etc.

Architecture: Organizational structure of a computing
system, mainly referring to the CPU or microprocessor,

Assembler: Software that converts an assembly-languace
program into machine language. The assembler assigns
locations in storage to successive instructions and re-
places symbolic addresses by machine language equiva-
lents. If the assembler runs on a computer other than
that for which it creates the machine language, it is a

Cross-Assembler.

Assembly Language: An English-like programming language
which saves the programmer the trouble of remembering
the bit patterns in each instruction; also relieves him of
the necessity to keep track of locations of data and in-
structions in his program.

The assembler operates on a “one-for-one” basis in that
each phrase of the language translates directly into a
specific machine-language word, as contrasted with High
Level Language.

Assembly Listing: A printed listing made by the assembler
to document an assembly. It shows, line for line, how the
assembler interpreted the assembly language program.

Asynchronous Operation: Circuit operation without reliance
upon a common timing source. Each circuit operation is
terminated (and next operation initiated) by a return
signal from the destination denoting completion of an
operation. (Contrast with Synchronous Operation).

Baud: A communications measure of serial data transmission

rate; loosely, bits per second but includes character-
framing START and STOP bits.

COSMAC Dictionary

Benchmark Program: A sample program used to evaluate
and compare computers. In general, two computers will
not use the same number of instructions, memory words,
or cycles to solve the same problem.

Bit: An abbreviation of *“binary digit”. (Single characters in
a binary number.)

Bootstrap (Bootstrap Loader): Technique or device for
loading first instructions (usually only a few words) of a
routine into memory; then using these instructions to
bring in the rest of the routine.

The bootstrap loader is usually entered manually or by
pressing a special console key. COSMAC does not need
one. See Load Facility.

Branch: See Jump.

Branch Instruction: A decision-making instruction which,
on appropriate condition, forces a new address into the
program counter. The conditions may be zero result,
overflow on add, an external flag raised, etc. One of two
alternate program segments in the memory are chosen,
depending on the results obtained.

Breakpoint: A location specified by the user at which
program execution (real or simulated) is to terminate.
Used to aid in locating program errors.

Bus: A group of wires which allow memory, CPU, and I/O
devices to exchange words.

Byte: A sequence of n bits operated upon as a unit is called
an n-bit byte. The most frequent byte size is 8 bits.

Call Routine: See Subroutine

Clock: A device that sends out timing puises to synchronize
the actions of the computer.

Compiler: Software to convert a program in a high-level
language such as FORTAN into an assembly language or
machine language program.

Cross Assembler: A symbolic language translator that runs
on one type of computer to produce machine code for
another type of computer. See Assembler.

CPU (Central Processing Unit): That part of a computer
system that controls the interpretation and execution of
instructions. In general, the CPU contains the following
elements:

Arithmetic-Logic Unit (ALU)
Timing and Control

Accumulator

Scratch-pad memory

Program counter and address stack

Printed in USA/6-75




COSMAC Dictionary

Instruction register and decode
Paralict data and 1O bus
Memory and 1/O control
Cycle Stealing: A memaory cycle stolen from the normal CPU
peration for 2 DMA operation. See DMA.

Fierwware: Soltware which is implemented in ROM's.

Fixed-instruction Computer (Stored-Instruction Computer):
The instruction set of a computer is fixed by the
manufacturer. The users will design application programs
using this instruction set (in conttast o the Micro-

Cycle Time: '!'ime interval at which any set of operations is
repeated regularly in the same sequence.

D Register: The accumulator in the COSMAC micro-
ptocesion.

Data Pointer: A register holding the memiory address of the
data (operand) to be used by an instruction. Thus the
tegister “points” to the memory location of the data.

Duts Register: Any rcyister which holds data. In the
COSMAC  microprocessor, any one of the 16 x 16
wratch-pad registers can be used to hold two bytes of
data,

Debug. To efimi progr
omissions, from a program.

Debug Programs: Debug programs heip the programmer to
find etrors in his programs while they are running on the
computer, and allow hin to replace ot patch instructions
into {1 out of) his program.

Designator: The three 4-bit registers P, X, and N in (he
COSMAC miciuprocessor ase called designators. P and
X are used 10 designate which one of the sixteen 16-bit
scratch-pad testers is used as the curntent program
counter and the data pointer, respectively.

mistakes, i

N can designate: one of the scratch-pad registers; an )/O
device or command, a new value in P or X; and a
further definition of an insteuction.

Diagnostic progr These progy check the various
hardware parts of a system for proper operation; CPU
diagnostics check the CPU, memory diagnostics check

the memory, and 1o fotth.

Disect Addressing: The address of an instruction or operand
Is completely specified in an instruction without reference
to 2 basc register or index register.

DMA: Direct Memary Access. A mechanism which alfows an
input/output device 1o take control of the CPU for one
or more memory cycles, in order 10 write to or read
from memory. The order of executing the program steps
(instructions) remains unchanged.

Editor: As an aid in preparing source programs, certain
programs have been developed that manipulate text
material. These programs, called editors, text editors, or
paper tape editors make it possible (o comp bly
language prograims on-hine, or on & siand-alone system.

Execute: The process of interpreting an instruction and
performing the ndicated operation(s).

Fetch: A provess of addicssing the memory and reading
into the CPU the information word, or byte, stored at
the addressed location. Most often, fetch refers to the
seading out of an instruction from the memury,

progs ble Comp fos which the users must design
their own instruction set and thus customize the com-
putes for their needs.)

Fixed Memory: Sce ROM

Flag Lines: Inputs to a microprovessor controlled by 1O
devices and tested by branch instructions.

Fortran: A high-level programming language generally for
sicatific use, cxpressed in algebraic nutation. Short for
“Fornula Transtator™.

Guard: A mechanisin 1o i program execution (real
or simulated) upon access to data at a specified memory
location, Used in debugging.

Hard : Physical equip fi ga p system.

Hexadecimal: Number system using 0, 1, .. ... LA B, C,
D, E, F to sepresent all the possible values of 8 4-bit
digit. The decimal equivalent is 0 to 15. Two hexa-
decimal digits can be used to specify a byte.

High-Level Language: Progr ing language which gener-
ates machine codes from prohlem- or functivn-oriented
statements. FORTRAN, COBOL, and BASIC are three
commonly used high-level tanguages. A single functional
statement may transhate into a series uf instructions or
wubroutines in machine language, in contrast to a low-
fevel (assenibly) language in which stutements translate
on a one-for-one basis,

Immediste Addressing: The method of addressing an
instruction in which the opetand is kacated in the
instruction itself or in the memory location immediately
following the instruction.

Immediate Data: Data which immediately follows an
instruction in wemory, and is uscd a3 an operand by
that instruction,

Indexed Addreming: An addiessing mode, in which the
the address part of an instruction is modified by the
contents in an auxiliaty (index) tegister during the
execution of that insteuction.

Index Register: A register which contains a quantity which
may be used to modify memory address.

Indirect Addressing: A means of addressing in which the
addressof the operand is specified by an auxiliary register
ot memory location specified by the instruction rather
than by bits in the instruction itself.

Input-Output {1/0): General term fus the equipment used to
icate with a CPU; or the data involved
in that communivation.

Instruction: A set of bits that delines s computer operation,
and 13 a basic comnund vaderstood by the CPU. It may

move data, do arithmetic and logic functions, control
1/0 devices, or make d as to which i ion to
exccule next.

Instruction Cycle: The process of fetching an instruction
from memory and executing it.

Instruction Length: The nuinbesr of words needed to store
an instruction. It is one word in most computers, but
some will use multiple words (o form one instruction.
Muluple-ward instructions have different instruction
execution times depending on the fength of the instruction

Instruction Repertoire: See Instruction Set

Instruction Set: The set of general-purpose instructions
available with a given computer. In general, different
machines have different instruction sets.

The number of instructions only partially indicates the
quality of an instruction set. Some instructions. may
only be slightly different from one another; others
rarely may be used. Instruction sets should be compared
using benchmark programs typical of the application, to
determine execution limes, and memory requircinents,

Instruction Time: The time required to fetch an instruction
from memory and then execute it.

Interpreter: A programy which fetches and executes “in-
structions” (pseudo instructions) written in a higher
leved language. The higher-level linguage program is a
peeudo program. Contrast with Compilier.

Interrupt Request: A signal to the computer that tempo-
rarily suspends the normal sequence of a routine and
transfers control to a special routine. Operation can be
resumed from this point later. Ability to handle inter-
rupts is very useful in communication applications where
it allows the mictoprocessor 1o service many channels.

Interrupt Mask (Interrupt Enable): A mechanism which
allows the program to specify whether or not interrupt
requests will be accepted.

Interrupt Service Routine: A routine (program) to properly
store away to the stack the present status of the machine
in order o respond to an interrupt request; perform the
“real work™ requited by the interrupt; restore the saved
status of the machine; and then resume the operation of
the intersupted program.

YO Contro! Electronics (1/0 Controller): The control
electronics required to interface an 1/O device to a
computer CPU.

The powerfulness and usefulness of a CPU is very closely
associated with the range of 1/O devices which can be
connected to it. One can not usually simply plug them
into the CPU. The /O Conurol Electropics will do the
“matchmaking”. The complexity and cost of the Control
Electronics are very much determined by both the hard-
wate and software 1/O architecture of the CPU,

IO Intetlace: See 1/0 Control Electronics

COSMAC Dictionary

1/O Port: A connection to a CPU which is configuted (ot
programmed) to provide a data path between the CPU
and the external devices, such as keyboard, display,
reader, etc. An 1/O port of a microprocessor may be an
input port or an output port, ot it may be bidirectional.

Jump: A departure from the normal vne-step incrementing
of the program counter. By forcing a new value (address)
into the program counter the next instruction can be
fetched from an arbitray location (either further ahead
or back).

For exainple, a progtam jump can be used to go fiom
the main program to a subroutine, from a subroutine
back to the main program, or from the end of a short
routine back to the beginning of the same routine to
formaloop. See also the Branch Instruction. If you
reached this point from Branch, you have executed a
Jump. Now Return.

Linkage: See Subroutine

Load Facility: A hardware facility to allow program loading
using DMA. It makes bootstrap unnecessary.

Loader: A program to read a program from an input device
into RAM. May be part of a pacakge of utility programs.

Loop: A selfcontained series of instructions in which the
Jast instruction can cause repetition of the series until a
terminal condition is reached. Branch instructions are
used to test the conditions in the loop to determine if
the loop should be continued or terminated.

Low-Level L ge: See A bly L

Machine: A term for a computer (of historical origin).

Machine Code: See Machine Language

1 SUAE

Machine Cycle: The basic CPU cycle. In one machine cycle
an address may be sent to memory and one word (data
or instruction) read or written, or, in one machuine cycle
a fewched instruction van be executed. One machine
cycle in the COSMAC microprocessor consists of eight
clock pulses. R

Machine Language: The numeric form of specifying in-
structions, ready for loading into memory and execution
by the machine. This is the lowestdevel language in
which to write programs. The value of every bit in every
instruction in the program must be specified (eg., by
giving a string of binary, octal, or hexadecimal digts for
the contents of each word in memory).

Machine State: See State Code

Macro (Macroinstruction): A symbolic source language
statement which is expanded by the assembler into one
or more machine language instructions, relieving the
programmer of having to write out frequently occuring
instruction sequences.

Manufacturer’s Support: It includes application information,
software assistance, components for prototy ping, avaifa-
bility of hardware in all configurations from chipsto




COSMAC Dictionary

systems, and fast response to requests for engineering
assistance.

Memory: That part of a computer which holds data and
instructions. Each instructions or datum is assigned a
unique address which is used by the CPU when fetching
or storing the information.

Memory Address Register: The CPU register which holds
the address of the memory location being accessed.

Memory Addressing Modes: The method of specifying
the memory location of an operand. Common addressing
modes are —— direct, immediate, relative, indexed, and
indirect. These modes are important factors in program
efficiency.

Microcomputer: A computer whose CPU is a micro-
processor. A microcomputer is an entire system with
microprocessor, memory, and input-output controllers.

Microkit: A COSMAC-based prototyping kit. See Proto-
typing Kit.

Microprocessor: Frequently called “a computer on a chip”.
The microprocessor is, in reality, a set of one, or a few,
LSl circuits capable of performing the essential functions
of a computer CPU.

Microprogrammable Computer: A computer in which the
internal CPU control signal sequence for performing
instructions are generated from a ROM. By changing the
ROM contents, the instruction set can be changed. This
conirasts with a Fixed-Instruction Computer in which
the instruction set can not be readily changed.

Mnemonics: Symbolic names or abbreviations for instruc-
tions, registers, memory locations, etc. A technique for
improving the efficiency of the human memory.

Multiple Processing: Configuring two or more processors in
a single system, operating out of a common memory.
This arrangement permits execution of as many pro-
grams as there are processors.

Nesting: Subroutines which are called by subroutines are
said to be nested. The nesting level is the number of
times nesting can be repeated.

Nibble: A sequence of 4 bits operated upon as a unit. Also
see Byte.

Object Program: Program which is the output of an auto-
matic coding system, such as the assembler. Often the
object program is a machine-language program ready for
execution.

On-Line System: A system of 1/O devices in which the
operation of such devices is under the control of the
CPU, and in which information reflecting current ac-
tivity is introduced into the data processing or con-
trolling system as soon as it occurs.

Op Code (Operation Code): A code that represents specific
operations of an instruction.

Operating System: System software controlling the overall
operation of a multi-purpose computer system, including

such tasks as memory allocation, input and output distri-
bution, interrupt processing, and job scheduling.

Page: A natural grouping of memory locations by higher-
order address bits. In an 8-bit microprocessor, ’b =256
consecutive bytes often may constitute a page. Then
words on the same page only differ in the lower-order
8 address bits.

PLA (Programmable Logic Array): A PLA is an array of
logic elements which can be programmed to perform a
specific logic function. In this sense, the array of logic
elements can be as simple as a gate or as complex as a
ROM. The array can be programmed (normally mask
programmable) so that a given input combination
produces a known output function.

Pointer: Registers in the CPU which contain memory
addresses. See Program Counter and Data Pointer.

Program: A collection of instructions properly ordered to
perform some particular task.

Program Counter: A CPU register which specifies the
address of the next instruction to be fetched and
executed. Normally it is incremented automatically each
time an instruction is fetched.

PROM (Programmable Read-Only Memory): An integrated-
circuit memory array that is manufactured with a pattern
of either all logical zeros or ones and has a specific pattern
written into it by the user by a special hardware pro-
grammer. Scmc PROMSs, called EAROMSs, Electrically

Alterable Read-Only Memory, can be erased and repro-
grammed.

Prototyping Kit: A hardware system used to breadboard a
microprocessor-based product. Contains CPU, memory,
basic I/O, power supply, switches and lamps, provisions
for custom I/O controllers, memory expansion, and
often, a utility program in fixed memory (ROM).

Pseudo Instruction: See Interpreter
Pseudo Program: See Interpreter

RAM (Random Access Memory): Any type of memory
which has both read and write capability. It is randomly
accessible in the sense that the time required to read
from or to write into the memory, is independent of the
location of the memory where data was most recently
read from or written into. In contrast, in a Serial Access
Memory, this time is variable.

Register: A fast-access circuit used to store bits or words in
a CPU. Registers play a key role in CPU operations. In
most applications, the efficiency of programs is related
to the number of registers.

Relative Addressing: The address of the data referred to is
the address given in the instruction plus some other
number. The “other number” can be the address of the
instruction, the address of the first location of the cur-
rent memory page, or a number stored in a register.
Relative addressing permits the machine to relocate a
program or a block of data by changing only one number.

AN e R D R
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Return Routine: See Subroutine

ROM: Read-Only Memory (Fixed Memory) is any type of
memory which cannot be readily rewritten; ROM
requires a masking operation during production to per-
manently record program or data patterns in it. The
information is stored on a permanent basis and used
repetitively. Such storage is useful for programs or tables
of data that remain fixed and is usually randomly
accessible.

Routine: Usually refers to a sub-program, i.e., the task per-
formed by the routine is less complex. A program may
include routines. See Program.

Scratch-Pad Memory: RAM or registers which are used to
store temporary intermediate results (data), or memory
addressed (pointers).

Serial Memory (Serial Access Memory): Any type of
memory in which the time required to read from or
write into the memory is dependent on the location in
the memory. This type of memory has to wait while
nondesired memory locations are accessed. Examples
are paper tape, disc, magnetic tape, CCD, etc. In a
Random Access Memory, access time is constant.

Simulators: Software simulators are sometimes used in the
debug process to- simulate the execution of machine-
language programs using another computer (often a
timesharing system). These simulators are especially
useful if the actual computer is not available. They may
facilitate the debugging by providing access to internal
registers of the CPU which are not brought out to
external pins in the hardware.

Snapshots: Capture of the entire state of a machine
(real or simulated) -—— memory contents, registers,
flags, etc.

Software: Computer programs. Often used to denote
general-purpose programs provided by the manufacturer,
such as assembler, editor, compiler, etc.

Source Program: Computer program written in a language
designed for ease of expression of a class of problems or
procedures, by humans: symbolic or algebraic.

Stack: A sequence of registers and/or memory locations
used in LIFO fashion (last-in-first-out). A stack pointer
specifies the last-in entry (or where the next-in entry
will go).

Stack Pointer: The counter, or register, used to address a
stack in the memory. See Stack.

Stand-Alone System: A microcomputer software develop-
ment system which runs on a microcomputer without
connection to another computer or a timesharing system.

This system includes an assembler, editor, and debugging
aids. It may include some of the features of a prototyping
kit.

State Code: A coded indication of what state the CPU is
—— responding to an interrupt, servicing a DMA request,
executing an [/O instruction, etc.

Subroutine: A subprogram (group of instructions) reached
from more than one place in a main program. The process
of passing control from the main program to a sub-
routine is a subroutine call, and the mechanism is a
subroutine linkage. Often data or data addresses are
made available by the main program to the subroutine.
The process of returning control from subroutine to
main program is subroutine return. The linkage auto-
matically returns control to the original position in the
main program or to another subroutine. See Nesting.

Subroutine Linkage: See Subroutine
Support: See Manufacturer’s Support

Synchronous Operation: Use of a common timing source
(clock) to time circuit or data transfer operations.
(Contrast with Asynchronous operation)

Syntax: Formal structure. The rules governing sentence
structure in a language, or statement structure in a
language such as assembly language or Fortran.

Terminal: An Input-Output device at which data leaves or
enters a computer system, e.g., teletype terminal, CRT
terininal, eic.

Test and Branch: See Branch Instruction

Unbundling: Pricing certain types of software and services
separately from the hardware.

Utility Program: A program providing basic conveniences,
such as capability for loading and saving programs, for
observing and changing values in a computer, and for
initiating program execution. The utility program elimi-
nates the need for “re-inventing the wheel” every time a
designer wants to perform a common function.

Word: The basic group of bits which is manipulated (read
in, stored, added, read out, etc.) by the computer in a
single step. Two types of word are used in every
computer: Data Words and Instruction Words. Data
words contain the information to be manipulated.
Instruction words cause the computer to execute a
particular operation.

Word Length: The number of bits in the computer word.
The longer the word length, the greater the precision
(number of significant digits). In general, the longer the
word length, the richer the instruction setyand the more
varied the addressing modes.




II. PROGRAMS FOR FOOLING AROUND

A. MICROTUTOR Has Your Number

You don't even need a program to play with MICROTUTOR. Flip all
eight input switches down. Flip LD up and push CL. Push IN and 00 will
show. Now ask someone to think of a number between 1 and 7 without telling
you what it is. Ask the following:

1. 1Is the number odd? (Flip switch O up if yes.)
2. Is the number 2, 3, 6 or 7? (Flip switch 1 up if yes.)
3. Is the number 4 or higher? (Flip switch 2 up if yes.)

Now push IN and MICROTUTOR will show you the number. This trick is generally
greeted with resounding apathy so we will proceed immediately to another one.

B. MICROTUTOR-The Mindreader

Load the following program code into the MICROTUTOR memory as
explained in Section I. (Power should always be on for proper operation
of any computer.)

ADDRESS (M) INSTRUCTION BYTE (CODE)
00 00
01 E3
02 90
03 A3
04 53
05 60
06 23
07 3F
08 07
09 68
0A F8
0B 0A
0c : F7
0D 53
OE 30
OF 05

Make sure LD is down, press CL, then press ST. Write down any digit between
l and 9. Using ordinary decimal arithmetic (with a pocket calculator if
necessary), multiply the digit by 10, add the original digit and multiply
the sum by 9. Don't let MICROTUTOR see what you're doing.

Set the binary code for the least significant digit of your final
result into switches 3-2-1-0. (Switches 7-6~5-4 should be down.) Press IN

and MICROTUTOR will read your mind and show you which digit you originally
chose.




This might not be the most amazing thing you've ever seen but it
only took a l16-byte program to do it. :

C. See MICROTUTOR Count

Load the following program code and you can watch MICROTUTOR run
while you rest up from the excitement of the previous two tricks:

M CODE M CODE
00 00 OB 01
01 F8 0c 3A
02 00 00 0A
03 A3 OE FO
04 E3 OF 32
05 68 10 05
06 60 11 FF
07 23 12 01
08 F8 13 53
09 40 14 30
0A FF 15 06

Set the input switches to FF and this program will automatically count
down from FF to 00 and repeat indefinitely. Turn the screwdriver clock
adjustment (in front of the M socket) fully counterclockwise for the
slowest counting epeed. This is the proper setting for all programs in
this section.

The detailed operation of this program will be described in
Section 111 together with possible applications. Set the input switches
to 01 and the display will alternate between 0 and 1. This blinker
action can be used to prevent tripping over MICROTUTOR in the dark. It
also demonstrates how easily a thirty cent flip-flop circuit can be re-
placed by a six-thousand transistor computer. The thirty cent circuit,
however, couldn't do the following mystifying number manipulation.

D. MICROTUTOR - The Magician

1f you were among the small minority of readers who didn't get
excited about the first two tricks in this section, this one is guaranteed
to bore you. Load the following 32-byte program:

M CODE M CODE M CODE
00 00 0B FO 16 F5
01 90 0c 32 17 32
02 A3 (U] 12 18 06
03 53 OE 84 19 33
04 E3 OF F4 1A 13
05 A4 10 30 1B F8
06 60 11 05 1C 09
07 23 12 84 1D F7
08 3F 13 S3 1E 30
09 08 14 F8 1F 03
0A 68 15 09
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Leave LD down and you are ready to be amazed, dumbfounded, and astounded
by mighty MICROTUTOR. Write down any four digit decimal number with no

two digits the same. Don't let MICROTUTOR see what you do. Now write down

any other four digit number using the same digits.

Subtract the smaller number from the larger. Circle any non-
zero digit in the answer. This is your secret digit.

Press CL and then press ST. Set the binary code for any non-
zero, uncircled answer digit into switches 3-2-1-0 (7-6-5-4 should be
down). Press IN to show this digit. Enter the other uncircled digits
of the answer in a similar manner (in any order). Do not enter zero
answer digits.

MICROTUTOR will now be able to tell you the value of your
secret, circled digit. Do you find that hard to believe? Set 0000
into switches 3-2-1-0, press IN, and MICROTUTOR reveals your secret
digit for all the world to see. 1Is there no end to the miracles of
modern science? Push CL, then ST to repeat the trick with a new
starting number. )

The above works best if you subtract the two numbers correctly,
load the program properly, and avoid lying to MICROTUTOR. If you obey
these rules then this trick will work if you write any number containing
any number of digits. Scramble the digits to form a second number and
subtract the smaller from the larger. Those readers who understand how
this trick works should have written this manual instead of just sitting
there reading it.

E. Hex Reflex

This program is dedicated to those readers with some degree of
manual ‘dexterity. (We can't all be smart.) First, demonstrate how fast
you can load the following program. You will be in the upper 10% if you
load it properly as well as fast.

M CODE M CODE M CODE M CODE
00 00 OF 25 1E 32 2D 88
01 E3 10 3F 1F 2D 2E FF
02 F8 11 OF 20 27 2F 05
03 FF 12 88 21 87 30 A8
04 A8 13 A7 22 3A 31 84
05 50 14 85 23 1B 32 FC
06 A3 15 FA 24 26 33 10
07 A4 16 OoF 25 86 34 A4
08 F8 17 53 26 3A 35 FB
09 03 18 A5 27 0B 36 FO
0A A6 19 60 28 84 37 32
0B 84 1A 23 29 53 38 28
oc 53 1B 68 2A 60 39 30
1)) 60 1c 85 2B 30 3A 0B
0E 23 1D F3 2C 2B
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Leave LD down and push CL. Push ST and 0C will show. Push IN and you
will have several seconds to set the four input switches, 3-2-1-0, to

the hex digit showing on the right. (The left digit will always be 0

so that switches 7-6-5-4 should be left down.)

Failing to match the four lower switches to the hex digit
shown after you press IN (during the allotted time) counts as a miss.
Your score is shown in the left digit. After the matching time period
expires, push IN to see the next digit you must match. The match time
allotted decreases as your score gets higher. '

.The game is over when your score in the left digit reaches "F",
or you've missed three matches. Getting a score of "F'" qualifies you as
an expert in the field of binary to single hex digit conversion. Unfor-
tunately, the job opportunities in this rather specialized field are
severely limited at the present time. You would be well advised to
continue reading this manual in order to broaden your skills.

F. Double Hex

After practicing with hex reflex you can challenge someone to
a game of double hex. If you have unfortunately chosen an opponent
who's been practicing hex reflex, you should avoid betting money on
the outcome of double hex. Load the following program:

M CODE M CODE M CODE M CODE
00 00 OE BA 1c 68 2A F6
01 E3 OF 2A 1D 43 2B F6
02 F8 10 9A 1E FA 2C F6
03 80 11 3A 1F OF 2D F6
04 A3 12 OF 20 F3 2E F3
05 90 13 8B ‘ 21 23 | 2F 2B
06 A4 14 F9 22 3A 30 3A
07 84 15 FO 23 29 31 1B
08 53 16 53 24 23 32 84
09 60 17 60 25 2B 33 FC
0A 3F 18 FA 26 14 34 10
0B 0A 19 OF 27 30 35 A4
0c F8 1A 53 28 07 36 30
0D 02 1B 23 29 43 37 07

Leave LD down, push CL, then ST. "00" should show. The left digit is the

1ift h?nd player's sco?e, while the right digit will represent the right
player's score. The first player to get a score of "9" wins.
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Shortly after IN is pushed, FX will be shown. "X" represents
a 4-bit hex digit. The player on the left tries to set switches 7-6-5-4
to the binary code for the "X'" digit before the right player can set
switches 3-2-1-0 to match it. The first player to match the hex digit
gets one point and the two score digits are shown again. Either player
then pushes IN to see the next hex digit to be matched.

Let us hope that these games give you a real incentive to under-
stand the details of COSMAC so you can write your own programs. You can
then enter your programs in the next big MICROTUTOR program contest, win
a lot of money, and retire. The next MICROTUTOR program contest is
scheduled for 1997 so you have enough time to write a real winner.

G. MICROTUTOR Hustles You

In Section I a simple NIM type counting game was described.
Appendix 5-F shows a program that can always win this game. - Load and
run the program. 10 (decimal 16) will be showm. You take the first
turn, subtract 1, 2, or 3 from the number shown by setting switches 1
and 0 to the binary equivalent of 1, 2, or 3 and pressing IN. MICRO-
TUTOR will then subtract 1, 2, or 3 and it is your turn again. First
player (you or MICROTUTOR) to reach 00 wins.

After playing, you should be able to determine the rule MICRO-
TUTOR uses to win. Feel free to change the starting number or cheat.
Nobody likes a smart computer! On the other hand, you could bet on
MICROTUTOR and let it earn you some free liquid refreshment at your
friendly neighborhood soda fountain. This application alone could
justify your purchase of MICROTUTOR.

H. MICROTUTOR's Secret Number

In this program MICROTUTOR thinks of a number and you must guess
what it is. In fairness, MICROTUTOR humbly acknowledges the inherent
inferiority of human beings and provides clues. The program is shown
in Appendix 5-G. When you are tired of it, pull MICROTUTOR's plug to
demonstrate your poor sportsmanship.

A number of other programs will be described in the next
several sections. These programs will be used to illustrate COSMAC
instructions and programming techniques. The reader is urged to try his
(or her) hand at writing some short programs by the end of Section III.
Readers who are reluctant to try programming may be afraid of making
mistakes. You should remember that computers will not object to your
mistakes. They don't really care about you. Computers only care about
getting turned on and ruling the world. They welcome your mistakes.
Don't be afraid to make them happy.




III. COSMAC SIMPLIFIED ?

A.

gram in an interesting way.

cessor,

tween its parts.

card (P)) is also indicated in Fig. 2.
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MICROTUTOR Structure

There is no known method for describing a computer block dia-
The following MICROTUTOR hardware description
has been used successfully to cure insomnia. The reader should attempt to
stay awake long enough to absorb the notation described. This notation is
fundamental to an understanding of COSMAC instructions and programming.

A certain amount of tedious detail builds character.

The block diagram of MICROTUTOR, including the COSMAC micropro-
The byte bus consists of eight lines, which
run throughout MICROTUTOR, and provide the main information channel be-
The two-digit hex display provides output. Input com-
prises the eight input-byte switches and the IN button.

is shown in Fig. 2.

A simplified block diagram of the COSMAC microprocessor (on

D is a special-purpose, one-byte

register which has the function of temporarily holding a byte which is

being moved through the processor or used for binary arithmetic or logical
operations.
in D and the other directly from a memory location, and places the result
back in D.

used to control its operation.
the IN button.

r—— —

The ALU (Arithmetic Logical Unit) operates on two bytes, one

COSMAC has four flags (EFl, EF2, EF3, and EF4) which can be
In MICROTUTOR, EF4 has been connected to

I R SR

I
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COSMAC contains 16 general-purpose regiiters, called R(0) through
R(F). Each of these registers can hold one byte.” As shown in the table
on page 3 for the hex-code, only four binary bits are necessary to specify
any one of the general-purpose registers. Three four-bit (1/2 byte)
registers, N, P, and X, are each used to select (or address) one of the
general-purpose registers.

The most important function a general-purpose register can have
is to be the program counter. The program counter always contains the
memory location (or address) of the next instruction byte in a COSMAC
program. The P register specifies the register R(P) that will be used
by COSMAC as the program counter. When the CL (Clear) button is pressed,
P is automatically set to zero. All programs start with R(0) as the pro-
gram counter and at location Ol in memory. Later, P can be set to any
value from 0 to F, in order to make other registers become the program
counter.

Another function for a general-purpose register is to provide
address information for data bytes in memory. Although any register may
address data, the register (R(X), specified by the digit in X, has special
significance for several COSMAC instructions. In the program, X can be
set or changed to any value, from 0 to F. If we want to address memory
at location 4A with R3 -- 4A would be placed in R(3) and subsequently R3
can be used to address M(4A). The notation M(R(3)) indicates the memory
location specified or addressed by the byte in R(3). This notation will
be used to describe the operation of COSMAC instructions.

It is desirable tc be able to change or modify the value of
any one of the general-purpose registers, or to change the value of P
or X. The N register can specify a register as a destination for a
data byte. Also, it can be used to transfer a digit to P or X. This
digit can have the value 0 to F.

The final part of MICROTUTOR is the 256-byte memory (on card
(M)). Addresses are supplied via the address bus from the selected

general-purpose register. Bytes from and to memory are transferred via
the byte bus.

*
Actually, this is an outright lie. Each register holds 2-bytes or
16-bits. Since this is only important with larger memories and more
sophisticated programs we will act as though each register holds only
one byte in this manual. Unfootnoted falsehoods found in this manual
should be interpreted as unintentional.




- 14 -

Let's write a short program to illustrate how MICROTUTOR works.
We will store the value of the input switches at memory address 80. The
byte stored at memory location 80 will then be copied into the HEX dis-
play lights. MICROTUTOR will do this program in several thousandths of
a second. It will take us considerably longer to explain it. The pro-
gram is shown below:

M CODE COMMENTS
00 00 This program does not use this location.
01 E3 Put 3 into the 4-bit X register.
02 F8 The F8 instruction causes the 80 byte to be
03 80 placed in the 8-bit D register.
04 A3 The 80 byte, now in D, is copied
into general register #3.
05 68 Store the switch byte in memory.
06 60 Copy the memory byte into the lights.
07 30 Do the instruction at memory
08 02 location 02 next.

This program illustrates the basic principles of stored program computers.
If you aren't interested in the basic principles of stored program com-
puters, you have something in common with 99.35% of the world's population.

When CL is pushed the 4-bit P register is set to 0. General
purpose register #0 is also set to 00. This register will be used as
a program counter. In other words, it will always contain the address
of the next instruction to be used. When ST is pushed, register #0
has 1 added to it, so it contains Ol. The byte at memory location 01
is then fetched. This byte is found to be E3. The E3 instruction byte
puts 3 into the 4-bit X register. (E4 would have put 4 into X, etc.)

The program counter (register #0) has 1 added to it so it now contains
02. .

The byte at memory location 02 is fetched next. This byte
is found to be F8. An F8 instruction always causes the byte following
it to be copied into the 8-bit D register. Since the next byte is 80,

D will now be equal to 80. The program counter has 2 added to it so
it now contains 04.

The byte at memory location 04 is fetched next. This byte is
A3. An A3 instruction causes the byte in the D register to be copied
into general purpose register #3. (A6 would copy D into register #6,
etc.) We will use the byte in register #3 as a memory address. The
program counter has 1 added to it so it now contains 0S.

The byte at memory location 05 is fetched next. It is 68. The
68 instruction code causes the input switch byte value to be stored in a
memory location. The address of this location is provided by the byte in
general purpose register #X. The previous E3 instruction set X to 3 so
that the input byte is stored at memory address 80 contained in register #3.
The program counter has 1 added to it so it now contains 06.

e B B e e
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The byte at M(06) is fetched and found to be 60. A 60 instruc-
tion causes a memory byte to be copied into the HEX display light register.
The address of this byte is provided by the value of the byte contained in
general register #X. Since X still equals 3, the output byte will be ob-
tained from memory address 80 (register #3 still contains 80). The pro-
gram counter has 1 added to it so it now contains 07.

The byte at M(07) is fetched and found to be 30. A 30 instruc-
tion copies the next memory byte into the program counter. The program
counter will then contain 02. The next instruction byte will be fetched
from M(02). This program will therefore repeat (or loop) indefinitely.
(It can be stopped by pushing CL.)

Load and run the program. Change the switches and the new
byte is immediately shown. What byte would you change to store the
switch byte at a different memory location? What byte could you change
to prevent the program from repeating?

lLet's examine what is meant by a program bug. Program bugs
were first discovered in 1857 by Charles Babbage. One of the wooden
shafts of his analytical engine had been weakened by termites so that
2 + 2 was providing an answer of 5. These bugs were eventually elimi~
nated by an anteater named Sam who was persuaded to take up residence
in the rear of the analytical engine cabinet. Unfortunately Sam had
a drinking problem and would fall into the gears causing a variety of
calculation errors. This type of problem explains why computers didn't
really catch on until almost 100 years later.

Returning to MICROTUTOR, we could introduce a bug by changing
the 80 at M(03) to 07. This would cause the input byte to be stored at
M(07). M(07) already contained a program byte however. This means that
the 30 instruction would be destroyed when the switch byte is stored in
memory, and that the program would not run properly. A major part of
programming involves finding and eliminating program bugs.

Subsequent programming examples will illustrate the use of
most of the available COSMAC instructions. Those readers who feel that
the above example was too complicated have obviously never seen any
other computer manual. Those readers who feel that the above example
was too simple should write their own sample program. The majority of
readers, who feel that the above example was just right are to be compli-
mented on their high level of intelligence.

B. Some Instructions and a Program

The followiﬁg 10 types of instruction bytes will be used in
a simple counting program:
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2N Decrement byte in R(X) RGY -1
AN Copv D byte into R(N) D =—=R(N)
5N Store D byte at M(R(N)) D —= M(R(N))
EN Set X =N N —=X
60 Copy M(R(X)) into display, M(R(X)) —» display.
increment R(X) R(X) +L [Reset praf*
F8 Put next program bvte into D M(R(P)) == D+ R(P) +1
FC Add next program byte to D M(R(P)) +D —=D. R(P) +1 ]
FF Subtract next program byte
from D D - M(R(P))=—=1D
30 Branch - = = -
3F Branch if "IN" not pressed - - - -

*
Specific to MICROTUTOR

The first column is the instruction byte code and the last is a shorthand
description of the operation performed.

pressed will illustrate how these instructions are used.
flow chart shows the sequence of program steps required.

A simple program that counts how many times the IN switch is

The following
The description

of this program includes a self-scoring programming aptitude test,

START

ez

Step 1| 00 -¥»D

*

Step 2

D —» DISPLAY —

+

AJE:NO |

Step 3 IN SWITCH

?

% YES

Step 4 D+ 1

I . MY I R i e i i
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Actual programming is greatly simplified once the flow chart
is prepared. One or more instructions are written for each flow chart
block or step as follows:

STEP OPERATION M CODE
- - Qutput bvte storage location 00 00
00 =~ D 01 F8

1 - - - - 02 00

D = R(3) 03 A3

D —> M(R(3)) 04 53

3 > X 05 E3

2 M(R(X))} > Display, R(X) + 1 06 60

R(3) -1 07 23

Go to 8tep 3 if "IN" not pressed 08 3F

3 - - - = 09 08,

D+ 01 =D 0A FC

4 - - - = 0B 0l

Go_to Step 2 0C 30

- - - = 0D 04

Remember that program execution always begins with the instruction byte
at M(0l). The F8 instruction in Step 1 causes the next program byte
(00 in this case) to be placed into the D register. The A3 instruction
then causes the 00 in D to be copied into R(3). (R(3) will be used by
Step 2.) At this point in the program, the D register still contains
00 (not changed by the A3 instruction), which can be used directly for
another purpose by Step S2.

In Step 2, the 53 instruction causes the byte content of the D
register to be stored in the memory location addressed by R(3). The
first time through, the memory location 00 will contain the data byte 00.
60 is the MICROTUTOR output instruction. It copies a memory byte into
the hex output display register, where it can be seen. The address of
the output byte is specified by the byte in R(X). The EN instruction lets
you set X to any register number before executing a 60 instruction. In
this program an E3 sets X = 3, which selects R(3) to address memory. The
60 instruction then places M(R(3)) into the output display. (Note that
00 was placed in R(3) during Step 1 so that the byte at M(00) is dis-
Played.) The 60 instruction also causes R(3) to be incremented by 1 so
that it will address memory location Ol next. Since this program re-
quires R(3) to always address M(00), a 23 instruction following the 60 in-

struction decrements (decreases) (R(3) by 1 so that it again addresses
M(00). :
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Step 3 uses a conditional branch instruction (3F) to determine
whether or not the IN switch has been pressed. Pressing the IN switch
sets an External Flag flip-flop called EF4. The 3F instruction causes
the instruction addressed by the next byte to be executed if EF4 is not
set, otherwise the program skips the next byte and continues on (in this
case at location 0A). In this case, it is desired that the 3F instruc-
tion repeatedly execute until the IN switch is pressed (this is called
a program LOOP). This is accomplished by making the byte following 3F
(which could be any value from 00 to FF) be the location of the 3F in-
struction itself, namely 08. When the IN switch is pressed the next
instruction in the program sequence is executed (FC at M(OA)). It is
important to note that in the MICROTUTOR, EF4 will be reset when the
next 60 instruction is performed.

Pressing the IN switch advances the program to Step 4 where the
FC instruction adds 0l to the byte in D. The 30 instruction is an uncon-
ditional branch that causes the instruction addressed by the next byte to
be executed (in this case M(04)). This causes Step 2 to be repeated which
displays the 01, still in D, from the FC instruction in M(OA) and resets
EF4. At Step 3 the program again waits for the IN switch to be pressed
before proceeding to Step 4 again,

Astute readers, who remained awake during the above discussion,
will probably be excitedly shouting that this is the program they loaded
and ran in Section I. These readers will be right and should give them-
selves a programming aptitude score of OA (decimal 10). The others will
5till be asleep and upon waking, shoul

aptitude score of 2F.

A Lee Teenrs = cmsemcenn
(3

T -~
give tncmseives a y;vs;dming

C. Counter/Timer Program

This program demonstrates how variable delays can be provided
and how the MICROTUTOR input instruction is used. The discussion of this
program will provide an opportunity for losers of the previous program-
ming aptitude test to improve their scores. The following new instruc-
tions will be used in this program:

FO Copy M(R(X)) byte into D M(R(X)) > D

68 Store switch byte at M(R(X)) Bits 0~7 =» M(R(X))
[Reset EF47*

32 Branch if D = 00 - - - -

3A Branch if D # 00 - .-

*
Specific to MICROTUTOR
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The flow chart for the counter/timer program is shown below.
The input switches (0-7) are set to an 8-bit binary number. The pro-
gram automatically counts, starting with the switch input number, down
to 00. When 00 is reached, the program repeats.

START
Step 1 INITTALIZE
y
Step 2 | SWITCH BYTE —= J
Step y
3 J —» DISPLAY [
Step Y
4 DELAY
Y
_YES | J =00? Step 5
Yy NO ]
Ste
J -1 | 2£epD |

We will let the byte at M(00) represent the variable J. Translating
the above flow chart steps into sequences of instruction bytes yields
the following program. Don't forget that programs are loaded into
memory starting at address 00 but that the program begins execution
with the instruction byte at M(Ql):
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STEP ADDRESS BYTE
- - Variable J storage lccation 00 00
1 00 & D 01 F8
- - - - 02 00
D == R(3) 03 A3
3 =»= X 04 E3
2 Input switch byte == M(R(X)) 05 68
3 M(R(X)) —* Display; R(X) +1 06 60
R(X) -1 07 23
40 > D 08 F8
- - - = 09 40
D-01—+ D 0A FF
4
- - - = 0B 01
Go to M(0A) if D # 00 0c 34
- = = = oD 0A
M(R(X)) = D OE FO
5 | _Go to Step 2 if D = 00 QF 32
- -~ - id 05
D-01-+ D 11 FF
- == 12 01
6 D » M(R(3)) 13 53
Go _to Step 3 14 30
- - - ' 15 06

Step 1 sets R(3) = 00 and X = 3 for later use. In Step 2 the 68 instruction
is the MICROTUTOR byte input instruction. It stores the states of the 8 input
switches in memory and resets EF4. The memory address is specified by the
byte in R(X). Since X was set to 3 and R(3) was set to 00, Step 2 causes the
input byte to be stored at M(00).

Step 3 displays the byte, which is at M(00), and decrements R(3) back
to 00 after the 60 instruction,which incremented R(3). Note that in this
case the reset of EF4 by the 60 instruction is redundant since the 68 in-
struction has already done this operation.
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Step 4 is a LOOP used to provide a programmed delay.' First,
D is set to 40. Next D has 0l subtracted from it. If D doesn't equal
00 after the subtraction, the FF (subtract) instruction is repeated.
The LOOP comprises the FF-01-3A-0A sequence (2 instruction bytes and
2 data bytes). The time to execute one instruction is 16 clock cycles.
The delay provided by this LOOP can be calculated by simply multiplying
the number of times the LOOP is repeated by the time to execute the two
instruction bytes included in the LOOP. This delay can, therefore, be
modified by changing the data byte at M(09) or by changing the clock
frequency. MICROTUTOR provides a screwdriver clock frequency adjust-
ment for a 10 to 1 variation. Adding an optional capacitor (as shown
in Figure 1) will reduce the clock frequency. (.005 pf will decrease
the clock by a factor of 10.)

After the programmed delay, Step 5 puts J into D. The 32
instruction will return the execution to Step 2 if J = 00. Otherwise,
Step 6 is performed next which subtracts 01 from J and execution re-
turns to Step 3. Once again we have clearly demonstrated that even
the simplest computer can be programmed to perform a trivial task.
Those readers who had no trouble understanding the above should sub-
tract 05 (decimal 5) from their programming aptitude score.

D. Counter/Timer Applications

Those readers with quick minds, nimble fingers, and high pro-
gramming aptitude scores may now be asking themselves what the counter/
timer program can be used for. These readers should subtract 10 from
their score and continue reading.

With the counter set to run at a high speed, various games are
possible. Press CL then ST to begin. Pressing CL will now stop the pro-
gram with a hex number displayed. Pressing ST will resume cycling.

Trying to stop with two matching digits forms the basis for a slot machine
type of game. Setting the input switches to 09 will provide a pseudo
random number between 0 and 9 each time MICROTUTOR is stopped. This number
could be used to specify the number of moves in a board game.

Changing the 05 at M(10) to OF will cause the 32 instruction in
Step 5 to loop on itself, when the display reaches 00. 1In this mode MICRO-
TUTOR can be used as a timer. Set the clock and the delay byte at M(09) to
provide the desired counting interval. Set the eight input switches to a
desired starting count and initiate program execution. A 00 display indi-
cates that the desired elapsed time has expired.

Pressing the MICROTUTOR IN switch activates a COSMAC flag line
(EF4) which can be tested by the 3F or 37 instructions. Three other flag
lines (EFl, EF2, and EF3) are available via the External Option Socket (E)
described in Appendix 3. These flag lines are tested by other conditional
branch instructions (Appendix 2/COSMAC MICROPROCESSOR MANUAL). You can
easily add the following circuit® to MICROTUTOR.

*
The new-comer to digital circuits is referred to "The Design of Digital
Systems" by John B. Peatman (McGraw-Hill, 1972). The old-comer to digital
circuits will quickly grasp the subtle implications of this circuit and
immediately try to find a new-comer to explain them to. S
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N-channel MOS
technology yields
‘new generation

of microprocessors

The latest microprocessor chips are
faster than p-MOS devices and handle
many more peripherals; often, too,

as in Motorola’s M6800 family, a CPU
chip will come in a matched set of
memory and input and output chips,
simplifying system production

by Link Young, Tom Bennett, and Jeff Lavell,

Motorola Semiconductor Products Inc., Phoenix, Ariz.

0 The great promise that programable LSl circuits have
for all kinds of control applications is fulfilled in the sec-
ond generation of microprocessors, such as Motorola’s
and Intel’s 8-bit devices. These new n-channel MOS
chips have many more instructions and need much less
in the way of costly systems circuit support than did the
first wave of 4- and 8-bit p-channel systems. Their level
of computing power is also high, and they age versatile
and easy to use.

The n-channel metal-oxide-semiconductor micro-
processors are completely self-contained. They are de-
signed to work directly with a minimum number of
memory and peripheral support chips, all of which are
supplied in coordinated families to allow them to oper-
ate off the same voltage and power-supply conditions as
the central processor chip.

A typical set contains the CPU chip, a random-access
memory for fast scratch-pad logic control, a read-only
memory for storing the system’s program parameters,
and a set of input and output chips. These input/output
chips enable the CPU to control a large variety of indus-
trial and communications equipment: process and man-
ufacturing control systems, peripheral and terminal
hardware, parameter-control systems of all types—from
microcomputers in the automobile to control systems
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1. Eight-bit tamity. Motorola's M680C family of components Is or-
ganized around the concept of the paraliel data bus. Consequently,
all memory and peripheral interface adapter (PIA) chips are simply
designed to hang on Its CPU's eight bidirectional data lines.




matrix. All instructions operated on complex 4-bit data
signals, as did even simple word fetches for cach -
struction. Still more restrictive was the fact that input
and output access was scrial. not paralicl, timiting the
number of peripherals that wuld'work with the CPU. In-
struction speeds were also slow—it could take 80 micro-
seconds o cxevute one—and power-supply requir-

ments were complex and costly.

For larger systems, the 8-bit MSC-8 microprocessor
chip set (Fig. 3) could be used, but it was hot 2 self-con-
tained svstem, requiring external TTL for any appli-
cation. It was, however, quite powerful: the 8008 CPU of
that system can interface with 16,384 8-bit words of

read-only, random-access, of

shift-register memory. It

was also quite economical to build: all communication
between functional units and the CPU 1S carricd out over
the single 8-bit data bus, 3 sync line, 2 ready line, an in-
terrupt line, and just three status lines. Tts low cost, to-
gether with its respectably fast instruction execution
time of 12.5 microseconds, makes the 8008 micro-
processor still very useful for moderate-performance
systems in point-of-sale terminals, credit-card verifiers,
calculators, and other keyboard-addressed applications.

Tt does, however, fall short of being aluscl‘u\ general
purpase microprocessor chip set, primarily because, un-
Tike its 4-bit predecessor, the MCS-4, it 1s not a system
of compatible parts. Indeed, it requires many small-
scale packages to build even a moderately powerful sys-
tem—a simple modem hook-up would need about 50
TTL packages, increasing circuit board area and systems

Sts. . .
coAsnolhcr problem is addressing it. True, its 18-pin
package saves board space, but it must be multiplexed
both for address and data on comman input/output
pins, which in the end lengthens excessively the time it
takes to execute an instruction. Not only that, the necd
for seven control registers on the CPU chip makes it dif-
ficult to manage the logic cycles, limiting subroutines

and creating problems in programing and interrupt
handling. Finally, its outputs are compatible, not with
standard TTL, but with rarely used low-power TTL, $0
that circuits are needed to boost voltage level in most
jcations. . .
apﬂl;‘ of these problems were overcome wuh'NnupnaI
Semiconductor’s IMP-16 (Fig. 4), 8 _16-bit mitro-
processor set that for the first time provided full mini-
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the sarre data bus with no exteral interface packaged.

computer CPU capability on a single board. Designed to
operate on both ends of the MCS-8 performance cutve,
this p-channel microprocessor unit is central to a family
of systems with typical execution times of 4.5 to §0 s
for a system and 9 10 18 ps for a 8-bit system. Although
it gained wide strong acceptance for many 16-bit mini-
computer applications, it has been less used for 8-bit
systems because the designer is forced to use micro-
programing—a far more complicated task than the pro-
graming techniques required for any of today’s 8-bit
microprocessors. (Because of this, National has now de-
signed 4-bit and 8-bit versions of the basic IMP system.)

The problem then from a design point of view is how
to incorporate the maximum sysicm flexibility into an
8-bit unit, make it self<contained, have it offer a large
varicty of instructions. but nevertheless require the few-
est possible external parts. Motorola's newly announced
MU 6800 mictoprocessor set and Intet's 8080 are exam-

ples of just such a system (Fig. §). Using implanted a-
MOS silicon-gate technology instead of slower p-MOS$
and operating from a single clock, each is based on &
single 40-pin package containing a CPU chip that's far
more versatile than previous microprocessor products.
(For details of the 8080, see pp. 16-21 .)

The M6800 family

The M6800 microprocessor set incorporates many of
the qualities of the 8080, but exhibits additional flexihil-
ity because it requires fewer external circuits to imple-
ment most control and communication systems, The
fact that the family can operate from a single 45.v
power supply immediately reduces system cost by about
$20 over a typical 8080 system, which neceds three
power supplies. What is more, the pcr‘i]‘)hcral memory
and input/output logic adapters, instcad of needing ex-
ternal logic packages, have been designed o that they

The M6800 microprocessing family

The tamily comprisas five chips: a single-chip central pro-
cessor unit, a 128-by-8-bit static random-access
memory, a 1,024-by-8-bit read-anly memory, and one
from each of two groups of input/output interface cir-
cuits—a paripheral intertace chip designed to ptovide a
buffer to terminal and paripheral systems, and a commu-
nications interface adapter circuit tor interfacing commu-
nications hardware They all operate from one §-V power
supply. and for many applications require far fewer inter-
{face packages than other microprocessor sets.

Bas's of the M6800 family is the CPU chip (MC6800)
packaged in a 40-pin DIP (see figure). Bullt with ion-im-
planted. n-channe! silicon-gate technology, this chip
contains ail the functions required for multi-instruction
processing: an arithmetic and logic unit, instruction de-
code and address registers, an instruction register, all of
the clock and logic circuits required for timing, and a full
complement of data-bus input and output matrices and
address bus drivers.

The equivalent of about 120 MS)! TTL packages, the
chip provides 72 self-contained basic instructions that
have decirmal and binary arithmetic capability. The vari-
able-length instructions Include double-byte operations
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{such as increment or decrement, ioad, store and/of
compare) and have tri-state oulputs, fwo-accumulator
capacity, and snough regisiers 1o provide seven address-
ing modes. A typical instruction time i3 under § micro-
seconds, and there is direct memory access on the chip.
Up to 64 byles of memory can be addressed in any com-
bination of RAM, ROM, or peripheral registers.

All other members of the set (see table) have been de-
signed specifically to work directly with the CPU chp
from the same 5-V power supply. The peripherat adapter
(MC6820) is a bidirectionat unit with two paraliel 8-bit
outputs that can either drive two peripherals or, if hied to-
gether, provide a higher throughput. The adapter can in-
ferface with Teletype and display terminals, with cas-
settes and test equipment, with keyboards and control
paneis, and even with farge computers for time-shared
expansion of computer capability.

The communications interface adapter (MC6850). on
the other hand, couples the processor to most standard
modems’ for communications with other computer sys-
tems via telsphone lines. For still more system flexibitity,
it's possible 10 use without adapters not onty the static
RAM and ROM in the table but other memories, t0o.
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2. Basic computer. One of the first microcomputer chip sets o
have been fabricated comes from Intel. Called the MSC-4, it consists
of four simple LS! blocks and provides 45 instructions with an in-
struction cycle time of 10.8 microseconds.

{ H H + \imd loadmlin AACIA
3. Heavy duty, The first 8-bit microcomputss sysism, inte!'s MSC-8,

-y - [yt titerfe;

can interface with over 16,000 8-bit words of read-only, random-ac-
cess, or shift-register memory. 1ts drawback: substantial external cir-

cuitry is needed for most applications.
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AROM 4 ALU DEVICES
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tQ
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ADDRESS | MULTIPLEXER I
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L
P .
2 @
o 0
@ <
REGISTERS
ume 4 l CONTROL
_ﬁ HHLTI‘ LOGIC
PLEXER J
CONTROL JUMP/FLAG CONTROL
e “FlaGs ADORESS BUS — ALU
CONTROL

2-MHz
cLOCK
POWER SUPPLY INTEL 8080
Vgg. Voo AND Vgg MICROPROCESSOR |
AODRESS
BUS
MULTIPLEXER
DATA
BUS
[—-———4- +5 V O—AWVV
A 4
TTL
ROM RAM BUFFERS
h 3
DATA BUS CONTROL
LOGIC
EXTERNAL l
DATA p—
PERIPHERAL
CONTROL

4. Sixteen blts on a board. National's IMP-16 architecture supplies
a full 16-bit minicomputer capability on a single pc board. Micro-
programable ROMs control the four 4-bit arithmetic logic units that
do the processing. Four- and 8-bit versions are also available.
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5. Stralghtiorward. The new n-channel microprocessor chips make
designing microcomputers simply a matter of choosing a family of
matched components. This Intel 8080 system, for example, requires

only a half a dozen standard products.

ey




for traffic lights—and anywhere else that random-logic
computer control needs optimizing.

These second-generation n-channel units expand
considerably on the system benefits offered by the first
microprocessors. Over 70 instructions may be available,
as against about 40 for the largest p-channel unit. As
few as four packages are required to build a complete 8-
bit microcomputer. Moreover, in the Motorola family,
the M6800, TTL compatibility is achieved with only a
single + 5-volt power supply, instead of the usual three
supplies. Therefore, board space, package count, and
component costs are reduced, even while system capac-
ity is increased.

Other benefits to the system

Consequently, as with all microprocessor system de-
signs, board layouts are simplified. The complex inter-
connections required for large numbers of conventional
ICs are replaced by ROMs. The only interconnect wiring
on printed-circuit cards runs between the various ad-
dress and data buses and input/output devices.

The cost savings are not limited to direct circuit com-
ponent costs but they extend to other, related, system
hardware costs. Connectors can be decreased in num-
ber, cabling can be simplified, the card cage can be re-
duced in size, and so on. Associated indirect costs also
fall, of course, since assembly takes less time, documen-
tation is simpler, and maintenance is easier.

Equally important to cost savings in hardware sys-
tems is the ability of system engineers to build a pro-
posed design quickly. No hardwire logic need be simu-
lated, optimized, or breadboarded. The logic design
portion of the cycle now becomes the manipulation of
functional building blocks, where the control sequence
takes the form of writing a software prograin into an ex-

ternal ROM. Breadboarding consists of interconnecting a
few LsI packages.

Design changes, too, are simply a case of modifying
the control program, in contrast to designing and laying
out the logic afresh. The various microprocessor manu-
facturers offer the use of simulators, so that most of the
design can be verified even before it is committed to
hardware. This all cuts at least 90% from the design
time.

The numerous instructions and system versatility de-
spite the very few packages stems directly from the or-
ganization of the new CPU chips. For example, the
MC6800 chip is organized around the popular parallel
data bus concept (Fig. 1), so that all the memory and
peripheral interface chips simply hang on the MC6800’s
eight bidirectional data lines (16 address lines are pro-
vided). Up to 10 LsI chips can be directly attached to
the bus for operation up to 1 megahertz. To drive still
more peripherals, a bipolar extender can be added.

This direct access to a variety of interface and periph-
eral equipment, obtained with a minimum of packages
(see “The M6800 microprocessing family,” p. 11) is a
tremendous advance on many of the early micro-
processor chip families—even though the first single-
chip microprocessor was introduced just two years ago.

Intel’s MCS-4 and MCS-8 and Rockwell’s PPS-4,
which all used p-MOs silicon-gate technology, were ex-
cellent starting points, in that they were self-contained
sets of circuits requiring no external logic. In the 4-bit
MCS-4, for example, the CPU, random-access memory,
and read-only memory interfaced optimally as a set
(Fig. 2). However, these first microprocessors had major
limitations. Selecting correct memory locations required
complex address logic: 12-bit addresses needing three 4-
bit words had to be multiplexed onto the CPU’s input

cPU
POINT-OF-SALE - *
KEYBOARD
INPUT -
1 PERIPHERAL PERIPHERAL l ABCDEFG””“SG”]
INTERFACE - INTERFACE
ADAPTER ADAPTER
CREDIT PERIPHERAL PERIPHERAL
AUTHORIZATION »] INTERFACE INTERFACE »| RETAILPROCESSOR
INPUT ADAPTER ADAPTER

COMMUNICATIDNS

INTERFACE DATA PHONE

ADAPTER

5

TG DATA TRANSMISSION LINES

8. Selling well. With microprocessor design techniques, systems such as this point-of-sale installation are capable of baing implemented
with only five or six circuit blocks, which are designed to work directly with the basic CPU family.
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can work directly with the chip containing the CPU.

The smallness of the package count is dramatically il-
lustrated by the comparison of the breadboard, engi-
neering model, and final chip design of an MC6800-
type CPU (see photograph on p. 82). The breadboard, a
gate-to-gate implementation of the CPU employing
basic gates and flip-flops, needs five 10-by-10-inch
boards containing 451 packages. The engineering model
is a functional implementation of the design and made
extensive use of MSI logic packages and programable
ROMs to reduce package count to a mere 114, packed
into a single 10-by-10-in. board by means of today’s
most effective hardwire logic techniques. Yet all this is
replaced by the single 40-pin package containing the
CPU chip. The example epitomizes the impact LSI chip
design is having on the implementation of complex
computer functions.

The new n-channel microprocessors go still further,
by addressing themseives to other parts of the system as
well. For the families of circuits are designed to min-
imize assembly costs by reducing the number of an-
cillary parts necessary to realize a design.

Consider the block diagram of a typical small termi-
nal, a generalized point-of-sale terminal (Fig. 6). Since
every CPU needs several peripheral interfaces, one key

to cost-effective designs with a microcomputer lies in
the input/output interface.

Indeed, anything that has to interface with a micro-
computer ought to be compatible with the data-bus ar-
rangement and with the particular addressing scheme.
Moreover, this bus-compatibility requirement holds
good for not only in the input/output area but in the
memory area as well. Consequently, since a micro-
processor is a word-oriented system, more and more
word-oriented memories are beginning to appear.

The M6800 family is directed at just these system
needs. It includes flexible input/output adapters and
word-oriented memories, in addition to the basic micro-
processing unit, as indicated in the minimum system
configuration of Fig. 7. This system can maintain its
1-MHz level of operation even when expanded to 10
modules (memories, input/output adapters and addi-
tional CPUs) on the principal data bus, with no external
interface package.

In order to handle applications that require 1-MHz
operation with more than 10 modules on the data bus,
bus extenders are provided. For systems that do not re-
quire 1-MHz operation, up to 30 modules can be added
to the data bus without requiring bus extenders—for ex-
ample, more than 20 modules can be added to the data

TO RAM, ROM, PERIPHERAL
INTERFACE ADAPTER, ETC.

[ 3

MC 14411
BIT-RATE :-_?JJ
GENERATOR

TO/FROM TELEPHONE
NETWORK

p‘ OATA-ACCESS
ARRANGEMENT
1 (SUPPLIED BY

TELEPHONE COMPANY)
4
Vop=+5V _ prRmTs Voo *8Y
DATA BUS t T'd X R"CJ L j +
{8 LINES) Tx DATA | Low-pass
MC6850 FILTER
e,
E INTERFACE RxDATA |  LOWSPEEDMODEM BANDPASS
ADAPTER (ACIA) LIMITER la—s FIhLERFAND
AMPLIFIER
B 0 - N e J
- - THRESHOLD
CARRIER ON/OFF {DCD)
26CLOCK | VMA DETECTOR
GENERATOR 4
- fRQ
Vpp=+5V
4 LINES
| b &1 ) 02 IRQ
MC6800 __ TO RAM, ROM, PERIPHERAL
M{CROPROCESSOR ADDRESS 8US "~ INTERFACE ADAPTER, ETC.
T {16 LINES)

8. Communicating. A boon for communications systems, this microprocessor setup can be implemented using standard communicaticn in-
terface adapters (CiAs). These adapters’ function is to give the CPU system access {o any standard modem.
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9. Working up the software. This design sequences, which is orga-
nized for ease of use with the GE time-sharing network, allows the
designer to enter his specific program, which is then simulated on a
cross assembier resident in the GE computer.

bus in a design for a typical 500-KHz control system.

Another example of how few packages are necessary
with microprocessors is given by a typical modem com-
munications system (Fig. 8). Here the asynchronous
communication interface adapter performs the basic
serializing/deserializing function required to interface
the modems with the CPU. It also provides such addi-
tional logic capability as start, stop, and parity compen-
sation. It can be used with a line driver/receiver for
high-speed data transmission up to 5,000 bits per sec-
ond, or with standard modems like the single-chip Bell
100 Series low-speed modem. Significantly, the 116 TTL
and modem packages formerly required by this system
are here replaced by only seven packages. The assembly
costs alone are reduced by as much as two thirds.

Using the microprocessor

Most microprocessor manufacturers supply the soft-
ware required to program their devices in a form usable
with readily available computer systems. The software
programs for the MC6800, for instance, are currently
available on the ubiquitous GE time-sharing network. A
designer might use them in the sequence shown in Fig.
9. Working with the GE edit program, the designer en-
ters his specific applications program, which is simu-
lated on a cross assembler resident in the same host
computer. The cross assembler checks for obvious errors
and violations and indicates them to the designer.

After the program has been assembled, the designer
has two choices—to go to hardware directly, or to simu-
late his system by making use of the large GE host com-
puter containing all the parameters of the particular
system. If he chooses to simulate and his program
works, he can then go to the hardware stage. If his pro-
gram does not run, the simulator will pinpoint his prob-
lem areas, and he can modify his program and go
through the loop again. This process can be continued
until the designer is completely satisfied with his pro-
gram.

In addition, exercisers, hardware, and programs are
provided by many manufacturers to verify breadboard
operation. In the system that is described in Table 1, the
designer chooses the cards required to breadboard his
system, plugs them into the machine, cables the in-
put/output cards to his various peripherals, reads his
program in through the TTY, or equivalent, network
that interfaces to the debugging card. His program is
contained in the read/write memory until it is de-
bugged.

Then, in the debugging stage, a panel switch enables
the flexible RAM to look like the appropriate ROM. If his
program dog¢s not run, the exerciser will help him find
out why and enable him to modify the program.

It’s estimated that exercising aids like the off-the-shelf
software and the Motorola Exorciser can save the de-
signer from six to 12 man-months by providing him
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TABLE 1

Basic exerciser and debug cerd

Hardware features:

Stop-on-address

Execute single instruction

Abort

Restart

TTY interface (20-mA duplex)
RS232 interface (selectable bit rates)

Firmware features:
Debug

Memory cards

MEX 6816 ROM card

MEX 68161 ROM card

MEX 6602 static RAM card

MEX 6605 dynamic RAM card
with battery backup

Microprocessor cards
MEX 6800 CPU card
MEX 6800-1 CPU card

General interface cards
MEX £§820 peripheral-interface-
adapter card
MEX 6820-1 peripherai-interface-
adapter card

Communications Miscefaneous support

interface cards equipment
MEX 6850 ACIA card MEX B8EX extender card
MEX 6850-1 ACIA card MEX cables

MEX 6860/6850 L.S. modem card MEX 68WW universal

wire-wrap card

with a convenient method of communicating with the
microcomputer.

Systems that are based on microprocessors are
cheaper to manufacture, require shorter design cycles—
and are also easier to modify or upgrade. The person-
ality or function of the system, being determined by a
master control program stored in a memory, is changed
simply by modifying that program.

In the case of market testing, systems can be adapted
in the customer’s own environment to meet his needs
better. For the first time a manufacturer has the capac-
ity to make his product smarter and add features at any
instant simply by expanding his master control pro-

gram. A whole range of products becomes potentially
available by simply adding LsI modules with their asso-
ciated features.

System flexibility mostly depends on the new type of
memory used, and here the choice is rich. For example,
an inexpensive, volatile read/write buffer memory
could be used in conjunction with a cassette or a floppy
disk for very low-cost systems requiring moderate
speed. For faster systems, such as modem interfaces,
ROMs, programable ROMs, or even dynamic RAMs with
battery backup could be used. In this area, the emerging
4,096-bit RAMs appear to offer the best speed/cost
tradeoff. O

In switch to N-MOS
MICroprocessor gets
a 2-us cycle time

Intel's 8-bit successor to its
4-bit p-MOS CPU chip has 30 extra
instructions, is 10 times faster

by Masatoshi Shima and Federico Faggin,
inte! Corp., Santa Clara. Calif.
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U The first microprocessors borrowed many desirable
architectural features from minicomputers—but not
their speed. The 8-bit Intel 8080, however, achieves typ-
ical execution times of 2 microseconds, which are com-
parable to those of many of today’s minis.

In so doing, it improves on the speed of its predeces-
sor. the Intel 8008, by an order of magnitude or more,
and, since it also adds 30 new instructions to the 48
shared with the 8008, it can be considered the start of a
second, more powerful generation,

The key to both improvements is the shift from the
8008’s p-channel MOS technology to n-channel MOS. In-
deed, the decision to develop the 8080 was taken about
18 months ago, as soon as high-volume production of
silicon-gate n-channel devices was feasible. The goal
was a single-chip central processing unit (CPU) compat-
ible with but markedly superior to the earlier 8008. The
8080’s characteristics were to include:
® A 10:1 speed improvement over the 8008.
® None of the known limitations of the 8008 (such as
interfacing problems and lack of multiple interrupts).
® Improved functional capability plus retention of all
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8080, these have been combined into the six 16-bit registers (b). The accumulator has been moved into the arithmetie and logic unit, avoid-
ing the use of the internal bus for data transfers between the scratch pad and the ALU during arithmetic and logic operations.
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of the various features and instructions of the 3008.
® Economic feasibility—a small chip and conventional
packaging.

If the higher mobility of electrons versus holes were
the only difference between the n-channel and p-chan-
nel technologies, only a 2.4:1 improvement in speed
could have been expected. But n-channel’s lower
threshold allows use of a 5-volt supply for internal logic,
with a 4:1 improvement in speed-power product.

There are other contributions to higher speed. The
higher substrate concentration of the n-channel starting
material, combined with the lower supply voltage, al-
lows channels to be shorter than with p-channel tech-
nology, so that input capacitance is lower and size
smalier. Finally, lower junction capacitances and lower
resistivities of diffusion and polysilicon areas, which re-
sult from the n-channel process and the use of substrate
bias, reduce the interconnection time constants by a fac-
tor of four—and, in logic circuits of this type, one of the
limiting speed constraint lies in the electrical properties
of the interconnections.

The interfacing requirements were simplified because
n-channel technology allows a big reduction of the
power dissipation of individual output buffer circuits, so
that the 8080 could be packaged in a 40-pin package to
include 30 buffers as against the 12 of the 8008. In the
8008, each output buffer sinks two low-power TTL loads
(440 microamperes) for a total dissipation of 250 milli-
watts. Eight of the 8008 buffers are shared (time-multi-
plexed) for addresses and data outputs, reducing the
number of package pins but increasing the complexity
of the interface. The 8080’s 30 output buffers, on the
other hand, are six times faster, sink 1.9 milliamperes
each, and dissipate a total of 150 mw, The 100 mw
saved was used to improve the speed of the internal cir-
cuits (a 40-pin ceramic package allows a maximum dis-
sipation of about 750 mw, so the power budget was lim-
ited).

The layout effort took 18 man-months because it re-
quired great care to minimize parasitics and to optimize
signal flow for increased speed and smaller size. The re-
sult was a 165-by-191-mil chip that is smaller than
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2. 8080 at work. Whan connected in a microprocessor system, the 8080 requires only six externai TTL packages, as against the 20 needed
by the 8008. The address bus can access up to 84 kilobytes of memory and up 1o 256 input and 256 output ports.
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3. State diagram. A typical machine cycle requires three to five
states. The operation is basically as tollows: during T, the content of
the internal address register is sent to the address bus; during Tg,
READY is tested; during T3, data is transferred between the CPU and
memory or /0 devices; T4 and Ts are used when necessary to com-
plete the instruction execution; and finally, the circuit goes back to T,
for the next machine cycle. Only after the last state of the last ma-
chine cycle is the interrupt request line tested.

many of today’s single-chip calculators. Great effort
went into both logic and circuit design minimization, as
a result of which the complex functions of the 8080 were
implemented in only about 5,000 transistors.

The effectiveness of a CPU can be measured by its ex-
ecution speed and memory storage requirements for a
representative class of practical benchmark programs.
The real improvement in performance is highly depen-
dent on specific applications. If the 8080 had only the
same 48 instructions as the 8008, it would handle the
same problems about eight times faster (and five times
faster than the 8008-1, a high-speed version of the
8008). However, with the 30 new instructions, the 8080
offers speed improvements on the order of 10:1 to 20:1
with smaller storage requirements—from 95% to 70% for
an equivalent program written for the 8080.

The internal organization of the 8080 is shown in Fig.

1b, while Fig. 1a shows the same detail for the 8080.

The most important change concerns the internal
memory organization. The 8008 has separate memories:
an address stack—eight 14-bit registers which comprise
one program counter storing the current effective ad-
dress and seven others that store the addresses of nested
subroutines—and a scratch pad, which contains the 8-bit
accumulator and six additional 8-bit registers used for
memory addressing and temporary storage of operands.
In the 8080, these memories have been combined into a
single internal 16-bit-wide memory with paired 8-bit
register organization. The 8080’s program counter and
stack pointer, also each 16 bits wide, replace the 8008’s
internal address stack.

The 8008 has an internal 3-bit stack pointer, which
gives the user up to seven levels of nesting of subrou-
tines. The 8080’s 16-bit stack pointer can address up to
64 kilobytes of external stack memory, providing essen-
tially as many nesting levels as needed.

The 8080’s accumulator and its associated circuitry
have been moved into the arithmetic logic unit (ALU)
section, to speed up the operation of the processor (data
transfers between memory and ALU on the internal data
bus are therefore not required for arithmetic and logic
operations). Notice that the 8080 memory is double-
ended—information can be transterred from the inter-
nal bus 8 bits at a time, while 16-bit transfers can take
place from the address register.

Extra benefits

This organization yields a number of other new fea-
tures for the 8080. The most important are:
® New instructions allow the contents of any register
pair (B-C, D-E, H-L, or ACCUMULATOR-FLAGS) to be
quickly stored and retrieved by being “pushed into” or
“popped from” the top of the external memory stack.
This is a fast way to save the machine status (the con-
tents of the registers) when an interrupt occurs and then
restore the status after the interrupt has been serviced.
The stack can also be used as an extension of the inter-
nal registers.
8 Other new instructions allow easy manipulation of
addresses and the memory stack, since the registers B-C,
D-E and H-L, and STACK POINTER can be incremented
and decremented with 16 bits in parallel.
® The temporary register pair W-Z can be used as a pro-
gram counter to hold a direct address to quickly load or
store H-L or ACCUMULATOR. Also possible are double
precision additions between any register pair and H-L.
® Fast, parallel transfers of H-L to PROGRAM COUNTER
or STACK POINTER are now possible with a minimum
amount of internal control logic.
8 The addition of decimal correction to the ALU section
enables binary and BCD arithmetic to be performed at
about equal speeds.
® The addition of many new, easy-to-use control and
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The 8080’s inputs and outputs

The Intel 8080 takes four control inputs and generates six
control outputs:

SYNC—output; a synchronizing signal that indicates
the beginning of each memory cycle.

DATA BUS INPUT—output; a signal that indicates when
the data bus is in the receiving mode, i.e. when data is
expected by the CPU.

READY—input; a signal to the CPU that valid data is
available. If not activated, the CPU enters a WAIT state.

WAIT—output; a signal that acknowiedges that the
CPU is in the WAIT state.

WRITE—output; a signal that tells the memory and out-
put devices that valid data from the CPU is available on
the data bus.

HOLD—input; a signal used by an external device to
request access to the CPU address and data bus.
Request is granted upon completion of memory access
and it is acknowledged on the HOLD ACKNOWLEDGE
output pin. The CPU address and data buses become
floating (in a high-impedance state), but internally, the
CPU completes the execution of the current memory
cycle. After that, the CPU idles for as long as HOLD is ac-
tive. HOLD and HOLD ACKNOWLEDGE can be used for
DMA (direct memory access) control and in multinroces-
sor applications.

HOLD ACKNOWLEDGE—output; signals acknowledg-
ment of the HOLD state.

INTERRUPT REQUEST—input; the interrupt input is
sampled at the end of the current instruction cycle and if
the internal software control interrupt enable flip-flop is
set, it initiates the interrupt servicing sequence.

RESET—input; a signal that clears the content of the
program counter so that program execution will start
from location zero in memory.

INTERRUPT ENABLE—output; a signal that displays
the status of the interrupt enable flip-tlop.

The CPU also provides eight status bits on the data bus
at SYNC time:

HALT ACKNOWLEDGE—a response to the HALT in-
struction.

INTERRUPT ACKNOWLEDGE—follows the acceptance
by the CPU of an interrupt request.

INPUT CYCLE—indicates that the address bus holds
the address of an input device.

OUTPUT CYCLE—indicates that the address bus holds
the address of an output device.

MEMORY READ—indicates that the data bus will have
data coming from memory.

M;—indicates that the current cycle is for fetching the

first byte of an instruction.
QTACK .

down stack address.
WRITE OUTPUT—indicates that the data bus will have
data for memory write or for an output operation.
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4. Timing. The instruction LMB (load the content of register B into the location addresc<ed by the contents of registers H and L) requires two
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register pair. DATA BUS INPUT shows when the CPU expects data from the data bus. WRITE shows when data from the CPU is available on
the data bus. READY shows that valid data is available to the CPU. The bottom waveform shows the corresponding data-bus actions.
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status signals simplifies interfacing, allows direct
memory access, and helps in program debugging.

Figure 2 shows how the 8080 interfaces with outside
chips to make a microprocessor system. An external
crystal-controlled oscillator supplies two non-over-
lapping clocks, ¢1, and ¢2. Buffers interface to external
address and data buses, and a gate and eight latches set
up status bits during sync time. All inputs and outputs
are TTL-compatible, with the exception of the two
clocks, which require +12 v. A memory and the input-
output devices complete the system.

The amount of external interface logic necessary to
implement any system depends on that system’s com-
plexity. The minimum requirement is six packages of
conventional TTL (the 8008 needs at least 20).

External signals are organized on three buses. An ad-
dress bus with 16 lines addresses up to 65 kilobytes of
memory and up to 256 input and 256 output ports. A
bidirectional eight-line data bus carries data to and
from memory and I/0 ports. A control bus synchronizes

INTEL INTEL
8008 8080

Technology/threshoid voltage pI1.5-25V n/08-14V
Supply voltage +5 -9V +12,45.0. -5V
Number of pins on package 18 40
Number of interface chips 20 [
Number of instructions 48 78 (48 + 30}
Instruction execution spesd 12-22 us 2-9us
internal memory type/number of bits dynamic/168 bifs static/104 bits
Chip size {mils) 124 x 173 164 x 191
RAM size/speed (typical systems) 256/1 us 1,024/500 ns
ROM size/speed (typical systems) 2,048/1 us 4,096/600 ns

the CPU, external memory, and 1/0 devices, and also has
the job of handling interrupts, direct-memory-access
(DMA) controls, and CPU status information.

Instructions in the 8080, as in the 8008, use one, two,
or three bytes of storage. Each instruction requires from
one to five machine (or memory) cycles for fetching and
execution. Machine cycles are called M, Ms, . . ., Ms.
Each machine cycle requires from three to five states—
Ty, To, . . ., Ts—for its completion. Each state has the
duration of one clock period (0.5 microsecond). There
are three other states (WAIT, HOLD, and HALT) which
last one to an indefinite number of clock periods, as
controlled by external signals. Machine cycle M; is al-
ways the operation-code fetch cycle and lasts four or
five clock periods. Machine cycles M2, M3, M4, and M
normally last three clock periods each.

To understand the basic operation of the 8080, let’s
refer to the simplified state diagram shown in Fig. 3,
starting at cycle M; and state T;.

During T, the content of the program counter is sent

to the address bus, SYNC is true, and the data bus has
status information pertaining to the cycle that is cur-
rently being initiated. T, is always followed by another
state, T2, during which the condition of thc READY in-
put is tested. If READY is true, T3 is entered; otherwise,
the CPU will go into the wait state (Tw) and stay there
for as long as READY is false. READY thus allows the
CPU be synchronized to a memory with any access time
and to any 1/0 device. Also, by controlling the READY
line, the user can single-step through his program.

During T3, the data coming from memory is available
on the data bus and is transferred into the instruction
register (during M only). The instruction decoder and
control sections then generate the basic signals to con-
trol the internal data transfers, the timing, and the ma-
chine-cycle requirements of the new instructions.

At the end of Ty, if the cycle is complete, or else at the
end of Ts, the 8080 goes back to T, and enters machine
cycle Mg, unless the instruction required only one ma-
chine cycle for its execution. In such cases, a new M;
cycle is entered. The loop is repeated for as many cycles
and states as required by the instruction.

It is only during the last state of the last machine
cycle that the interrupt request line is tested and a spe-
cal M; cycle is entered, during which no program-
counter incrementing takes place and INTERRUPT AC-
KNOWLEDGE status is sent out. During this cycle, one of
eight possible single-byte calls will be sent to the CPU by
the interrupting device.

Execution times

Instruction state requirements range from a min-
imum of four states for non-memory referencing in-
structions, like register and accumulator arithmetic in-
structions, up to a maximum of 18 states for the most
complex instructions—such as XTHL (exchange the con-
tents of registers H and L with the content of the top two
locations of the stack). At the maximum clock fre-
quency of 2 megahertz, this means that assembly-lan-
guage instructions can be executed in 2 to 9 ps.

As an example of 8080 timing, Fig. 4 shows the tim-
ing diagram for the one-byte, two-cycle instruction LMB
(load the content of register B into the memory location
addressed by the contents of registers H and L). This ex-
ample also illustrates the timing when a WAIT state is
entered after the execution of LMB. Notice that seven
states (a total of 3.5 ps) are required to fetch and exe-
cute the LMB instruction. The same instruction would
require 28 us by the 8008, 17.5 us by the faster 8008-1.

Though this example demonstrates an 8:1 improve-
ment in speed over the 8008, the real impact of the new
8080 will not be as a replacement for the 8008. The
8008 has, after all, adequate speed for a large number
of applications. The 8080 will be used in new systems
that were not feasible before because the first-gener-
ation microcomputers were not powerful enough. O
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Diverse industry users
clamkar acoard the
microprocessor bandwagon

LSI processors are not only expanding
capabilities of traditional products
—from instruments to consumer wares—
they’re also creating completely new markets
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] Industrial-equipment designers like them because they can be tai-
lored economically to bring computer capability to jobs where mini-
computers represent overkill..

Communications-gear designers are enthusiastic because their
flexibility can solve problems presented by the ever-changing multi-
plex and modem specifications.

Instrument designers are looking forward to making them the basis
of tamilies of “'smart” instruments that can evaluate data and react
accordingly, without boosting instrument costs significantly. And
even computer manufacturers are eyeing them as perfect compan-
ions 10 their TTL-based central-processor modules.

it's no wonder, then, that microprocessors are engaging the atten-
tion of eguipment designers of all persuasions and manutacturers
trom a wide variety of industries. As a resuft, the growth of micro-
processors is projected to leap from last year's $10 million to $800
million in the next five years. More dramatic yet will be the increase in
the value of new end equipment buiit around LSi processors, ex-
pected to exceed a staggering $10 to $15 billion a year by the end of
the same period.

What has caused the sudden microprocessor boom? Simply
stated, Lst technology has reached the level of sophistication where it
can provide the logic and memeory performance needed to perform a
growing number of computer functions at low cost. Programable Lsi
circuits—the calculator was the first—combine the flexibility of cus-
tom design with the cost advantages of readily available standard
products. The user can change his design or add features to it
merely by changing a program in a read-only memory. No mask
changes are needed. And he is saving money by replacing many
dozens of logic packages with a few LS chips.

Impressive as today's microprocessors are, they are only the most
visible aspect of what is clearly becoming an LSt-processor revolution
that will completely change computer and computer-control design.
Today's Ls! processors are at the capability tevel of the small and not-
so-small computer. But more powerful LSi-processor and computer-
component chips that are now starting to appear far exceed the re-
qguirements of today’s microcomputer appiications.

Built with bipotar and improved MOS techiniques, these faster and
more complex components go to the heart of minicomputer-based
systems. nourishing more and more equipment-design applications.
These are the LSl programable chips computer manufacturers them-
selves have been waiting for. At last, the full benefits of Lsi program-
able technology can be applied to the large computer, ushering in a
new era of high-performance computer controt at fower cost.

These articles bring together the experiences of the first micro-
processor users—the promises and problems of designing with this
powerful technique. The entire range of electronic-equipment de-
signs has been researched—industrial, communications, consumer,
commercial, instrumentation, and computer technology. Included
are details on such varied systems as process and numerical control-
lers, word processors. data loggers, communications controflers, in-
telligent terminals, point-of-sale systems, games, toys, advanced cal-
culators, self-calibrating instruments, automobile controls, and all the
rest.

Also included is a section that contains tips on software and de-
sign aids. Finally, Bill Davidow, manager of microcomputer systems
for intel Corp., adds up the design advantages of microprocessor-
based systems to show their impact where it counts most—on the
bottom line. —Laurence Aliman, Senior Editor
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by Alfred I. Rosenblatt, Associate Editor

“The microprocessor is going to set the industrial-equip-
ment marketplace on its ear. The technology will never
be the same again.” That opinion was expressed by a
market planner at a semiconductor house developing a
microprocessor-chip set for one of the manufacturers of
process-control instrumentation. The prediction is
borne out by developments in the industrial market-
place. What's more, prospects for dramatic improve-
ments are as bright for piece-parts manufacturing as for
process control.

Although less than three years old, microprocessors are
already finding th=ir way into a host of new industrial
equipment—factory-automation systems, machine-tool
control, data-acquisition systems for such jobs as moni-
toring apportionment of meat for hamburgers, elec-
tronic scales, control of conveyor lines, numerical con-
trol, robot manipulation of piece parts, data-sensing,
and component-insertion. They are also being used for
environmental monitoring and phototypesetting.

These microprocessor-based systems offer the flexibil-
ity to adapt manufacturing systems to changing de-
mands and upgrade them as production expands. All
that is necessary is for chips containing new instructions
to be inserted when peripherals are changed, equipment
is added, or the system itself is modified. Changes and
modifications are much more difficult when conven-
tional hard-wired circuitry must be replaced.

What’s more, manufacturers are happy about de-
creases in manufacturing costs that result when a rela-
tively few microprocessor chips replace tens of discrete
$SI and MSI circuits. Not only are fewer components re-
quired, but the microprocessor obviates the necessity to
fabricate many more components manually into hard-
wired logic arrays and insert these boards into the con-
trol systems. However, where speed is critical, hard-
wired designs may do better for some time to come.

As the capabilities of microprocessors are expanded,
they are taking over many of the tasks—at a pleasant re-
duction of costs—previously performed by mini-
computers, but for which a considerable amount of the

power of minicomputers is wasted. Replacing the pur-
chased minicomputers may also increase the amount of
value added for a manufacturer in his final product
with a consequent increase in profits.

Taking over the factory

The availability of powerful low-cost microprocessors
is also hastening the transition to the efficient distribu-

tion of computer power through employment of hier-
archical computer systems in factories, The micro-

Aw  Adsava

processors and mlcrocomputers perform dedicated tasks
under the control of minicomputers, and the entire
complex is tied in to large central computer systems.

What'’s more, the microprocessor is making it possible
for manufacturers of process-control equipment and
systems virtually to go into computer-manufacturing.
Bruce H. Baldridge, director of corporate marketing
and product planning at Foxboro Corp., Foxboro,
Mass., points out that microprocessors are going to seri-
ously influence the make-or-buy decision so that “a
company like Foxboro could buy a micro chip, put it on
a board, and it would be putting us in the computer-
manufacturing business without the expense of getting
deeply involved in the technology.”

The importance of the microprocessor to industry is
summed up by Edwin Lee, president of Pro-Log Corp.,
a Monterey, Calif., systems-design firm that also offers a
line of microprocessor modules, “Within 12 to 18
months, anyone who hasn’t incorporated a micro-
processor in his design will either be serving a very spe-
cial application or he’s going to be very uncompetitive,
as far as hardware is concerned.”

Another consultant calls this “an explosive situation—
anything that’s cheap and reasonably powerful changes
things. Anyone doing anything with hard-wired elec-
tronics who doesn’t look at and consider micro-
processors is making a big mistake.”

A recently completed study on factory automation by
Quantum Science Corp., a New York-based industrial-
research company, estimates that by 1984, industry will
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3 Machine tool Product Facilities
control R_;l;ots testing monitoring Towd
{units/year) |} {units/year) (units/year) {({units/year) cost
300 10 300 150 760 @ 31,000
i each avg.
b
3400 2,850 500 300 7,050 @ $400
3 each avy.
i 17800 14,000 1,000 600 23,400 @ $300
E { each avg.
Estimates courtesy of Quantum Science Corp.

be buying 27,300 microcomputers a year at an average
price of $300 each. Accumulated over the years, these
numbers will have an incredible effect on the factory’s
operation, increasing the efficiency and cost-effec-
tiveness of production. The average unit price today is
$1,000 according to the Quantum Science study.

Perhaps most unusual is Quantum’s prediction that
programable manipulators, or robots, will mushroom
with the aid of microcomputers from 10 units installed
in 1974 to 14,000 a year by 1984. About half that
many—7,800 a year—are expected to be used for ma-
chine-tool control, a mammoth increase from the
present base of 300 a year. And about 3,900 new micro-
processors a year are predicted to handle communi-
cations between the various tools and computers in an-
other 10 years, whereas now only 50 units a year are
now being sold for that purpose. Product-testing is ex-
pected to account for 1,000 units per year by 1984—
more than a three fold increase—and facilities-monitor-
ing will rise to 600 a year—a four fold increase.

Perhaps the earliest to recognize the potential of the
new microprocessors were manufacturers of industrial-
control equipment. For example, Comstar Corp., Min-
neapolis, first started using microprocessors two and a
half years ago, and now it has more than 700 micro-
computers installed. Applications include assembly-ma-
chine control, automatic weighing and batching sys-
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tems, materials-handling systems, remote monitoring
and control, data entry, and automobile-traffic control.

One particularly strong market for the micro-
processors is in materials-handling. For Beatrice Foods’
new frozen-food warehouse in Chicago, for example,
Comstar has installed six microprocessor systems. Each
controls 50 motors in a network of more than 300 con-
veyors that transport boxes from the freezer to trucks.
On the way, they go through sorters, convergers, di-
vergers, and conveyor-belt changes, but the controller
keeps track of every box for its entire trip.

“In earlier warehouses, Beatrice used electromechani-
cal-relay control, with limit switches for actuation,” says
Tom Walstrom, regional sales manager for Comstar.
“Something like our system could have been designed
and built with relays, but it might never have worked. It
would have been too complex to be practical and much
too large to maintain.”

Numerical controllers gain

For several reasons, microprocessors also have an ex-
cellent potential for being built into stand-alone nu-
merical controllers for machine tools, which are now
fabricated with hard-wired logic. Microprocessors can
sharply reduce the component count in the controllers
while offering easy modifications of programs and func-
tions, which are now possible only with much more ex-
pensive systems built around minicomputers.

Although the major N/C suppliers like Allen-Bradley
Co., Bendix Corp., and Cincinnati Milacron Co. aren’t
saying much about their interest in microprocessors,
smaller companies and even newcomers to the field,
with little or no product base and inventory to worry
about, may jump in. General Electric Co., the largest
N/C supplier, only last month announced that it had be-
gun using a microprocessor in one of its numerical con-
trollers.

One newcomer is Cambridge Thermionic Corp.,
Cambridge, Mass., a manufacturer of IC sockets and
terminals. But rather than compete head-on with the gi-
ants, Cambion’s recently introduced PMC-1 micro-
computer numerical control is aimed at applications
that may have been too expensive for N/C until now,
says Lyndon Wilkes of the N/C marketing group. The
PMC-1, which operaics point to point, rather than on a
continuous path, is aimed at sumple positioning for such
applications as insertion, wire-wrapping. and machines
for drilling printed-circuit boards. In its open-loop con-
figuration, it can position a tool to within .001 inch.

Price of the unit is less than $4.,000. including the con-
troller, which is built around the Intel 4-bit MCS-4 mi-
croprocessor set, plus a two-axis mator drive and a step-
ping power supply. The price is about $1,000 less than
the lowest-priced hard-wired controller available, as-
serts Wilkes.

Manipulating the controls

As indicated in the block diagram, the control and
arithmetic units in the Intel 4004 chip allow the CPU to
acquire and manipulate contro! logic and data from the
memory sections of the microcomputer and generate
the outputs called for in the panis-making program.

Control programs contaimng the legic which, in con-




ventional N/Cs is hard-wired, is stored in read-only
memory. The ROM controls interfacing for a maximum
of 32 inputs and outputs. In addition, the ROM section
contains the microprograms and data tables that the
central processor must €xecute to control the tool. The
unit can accommodate a maximum of six ROMs, each
containing 256 by 8 bits, or programable ROMs, if field
programability is desired.

A random-access memory—there can be a maximum
of four devices, each containing 256 by 8 bits—serves as
a scratchpad for the central processor. The RAM tempo-
rarily stores and releases data and instructions needed
on a priority basis by the CPU as it executes the control
programs stored in ROM. The parts-making programs
themselves are written by the user, just as for a hard-
wired controller. Then they’re entered into the control-
ler via punched-paper tape. For production runs, how-
ever, these programs could also be stored in a program-
able ROM.

Likewise, the ROM output interface controls the dis-
patch of signals to the X- and Y-axis motor drivers and
the display readouts. RAM storage controls output to the
tools and tape-reader motor. An automatic reset clears
the CPU and RAM, resetting the system back to micro-
program step one. A two-phase clock circuit provides
the timing signals needed by the CPU.

Other components of the system include a ROM in-
put-control interface that monitors inputs from control-
panel switches, a paper-tape reader, tool feedback, and
an X-Y jog-select mode.

All active components in the control section are con-
tained on a single plug-in printed-circuit board—a de-
cided advantage for maintenance and trouble-shooting.
points out applications engineer Howard Atwood.
Moreover, because the control has fewer parts, Atwood
says the company can deliver a unit in one month or
even two weeks, as opposed to the three to six months it
would take to put a hard-wired control together.

Bending metal

A microprocessor-based system also controls a metal-
stretching and bending press designed by Varitel Inc.,
Beverly Hills, Calif. About as large as a good-sized
room, these giant machines have generally not been
amenable to control by off-the-shelf numerical control-
lers, as have other machine tools, because of the great
differences in their design caused by the spread in the
size and type of parts they are called upon to fabricate.
Hard-wired logic systems are generally used, and each
press requires a custom-designed controller.

Although custom designing is still a problem, Varitel
president Bruce Gladstone estimates that use of micro-
processors can cut design time to a third or even a quar-
ter of the time required to program a hard-wired sys-
tem. To program the National Semiconductor IMP-16
card used by Varitel, the operator first bends the metal
by manual controls. Two angular and two linear multi-
plexed analog-to-digital converters transmit to a tape
cassette the amount of stretch and other factors in-
volved in making the bend. The operator can edit the
information as he goes.

When the information on the cassette proves to be ac-
curate, it is transferred to the IMP-16’s on-board

erasable RAM. The RAM’s capacity of 256 by 16 bits is
adequate to provide 12-bit accuracy, achieved through
two digital-to-analog converters that drive linear servos.
As an added benefit, Varitel provides a small panel that
plugs into one of the IMP-16 slots for servicing and
troubleshooting. The panel contains its own memory.

The new microprocessors could also affect the design
of programable controllers, which are themselves solid-
state replacements for hard-wired banks of electrome-
chanical relay logic. The present solid-state designs are
also hard-wired and hence would be excellent candi-
dates to be replaced by microprocessors.

But because of the many inputs derived from the as-
sembly-line machines being controlled, present CPU
speeds are generally too slow, says senior systems engi-
neer Ronald D. Malcolm at Modicon Corp., Andover,
Mass. Hard-wired designs will offer as fast or faster pro-
cessing speeds for some time to come, but the micro-
processors could allow more features to be added at
lower cost, says Malcolm.

In addition, the microprocessors shorten design time
“a great deal,” he adds, as well as reduce the physical
size, power-supply requirements, and cost. However, for
use in its larger controllers, Modicon is considering a
16-bit bipolar monolithic microprocessor with a 150-
nanosecond microinstruction time that is being sampled
by Monolithic Memories.

And Modicon, a pioneer in programable controllers,
has already applied microprocessor technology to pe-
ripheral products. For example, Intel’s MCS-4 set is de-
signed into the P-500 impact printer introduced last
winter, as well as the manually operated programing
panel for its smallest controller, thereby speeding up the
panel’s response time.

Controlling traffic

One of the greatest potential applications of micro-
Pprocessors is to control street traffic. Indeed, Multisonics
Corp. of San Ramon, Calif., with 10 years of experience
in this application, predicts that intersection-control sys-
tems constitute the wave of the future for micro-
Processors.

Tom Seabury, chief engineer, points out that control-
lers can be designed for each intersection’s needs.
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1. Numerical control. An Intet 4004 microprocessor chip is at the center of the PMC-1 point-to-point numerical-controt system introduced
by Cambridge Thermionic Corp., Cambridge, Md. Programs can be changed simply by plugging in new read-only-memory chips.

“Some traffic schemes, for examplc, require that ali ve-
hicles stop while pedestrians cross in a ‘scramble’ fash-
ion,” he says. “The conventional random-logic control-
lers need wiring changes to allow this, while with the
microprocessor, all we have to do is plug in a different
ROM package.”

Seabury says the microprocessor is ideal for the
stand-alone intelligent intersection controller. Mini-
computers, the other alternative to hard-wiring, provide
power that is wasted in such a dedicated application,
and they are unable to withstand the severe environ-
mental conditions without major design modifications.

The switch to microprocessors is coming at a time
when hard-wired controllers had begun to supersede
electromechanical controllers, which have synchronous
motors that turn switch drums to operate the signal
lights. Now, in replacing the hard-wired controllers, the
number of 1ICs has been reduced by at least 60%—from
between 500 and 600 to about 100. The company’s
model 901 controller uses only 50 watts of input power,
weighs only 41 pounds, and measures only i7 by 17 by
9 inches. Standard hard-wired models use about 200 w,
weigh about 80 pounds, and are twice as big.

The model 901 uses the Intel 8008 as its CPU. Multi-
sonics designers first built their systems with the Intel
4004 microprocessor chip as a substitute for drift-prone
analog timing circuits. But this 4-bit chip was small, had
limited memory capability, and had no instruction-in-
terrupt or capability for single-step instructions. When
the 8008 became available, the designers shifted to it.

Also making traflic-signal controls, Comstar is team-
ing with TRW Systems, Houston, on a contract for 1,000
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microcomputers for the city of Baltimore.

Microprocessors are also providing information to
help humans improve the quality of the earth’s environ-
ment. In one application, microprocessors are being in-
stalled in remote data-gathering stations that are keep-
ing tabs on such conditions as water and air quality at
sites proposed for nuclear-power plants.

Watching the environment

By preprocessing data and determining right at the
remote site whether or not it falls within certain preset
limits, “we can economize greatly on data-transmission
costs because we send back only important data,” ex-
plains Melvin Couchman, director of marketing and
planning for NUs Corp.. Rockville, Md. Ordinarily, as
many as a half dozen remote stations are tied to a cen-
tral data-gathering station via telephone lines. In addi-
tion to screening out unnecessary and redundant data,
the microprocessor-based svstems can also run calibra-
tion and diagnostic tests of the remote instrumentation
to determine whether or not it's functioning properly, a
task that might otherwise have to be handled from the
central site.

The new systems, built around Computer Automa-
tion’s LSI-2 unit. also cost less than if they'd been built
with hard-wired logic, Couchman points out. But even
more important is the capability of programing the mi-
croprocessor to tailor the operation of each remote sta-
tion to specific requirements. “We just change the pro-
gramable ROM in the field with a new program, or we
put in a read/write memory and use the same basic
physical hardware,” says Couchman. “It would be




much more complic:ited to change hard-wired logic.”

Other types of data-acquisition systems are also feel-
ing the effect of microprocessors. Quindar Electronics
Corp., Springfield, N.J.. has expanded the capabilities
of its system, which is designed to monitor the operation
of utilities, partially process the data, and send neces-
sary information to the central computer [Electronics,
5/30/74 p. 34]. Process Computer Systems Corp., Ana
Arbor, Mich., has desiened a system that monitors
torque applied to fasteners on an auto assembly line
[Electronics, 6/13/74 p. 42},

Another company, Doric Scientific Corp., San Diego,
Calif., has introduced a new data-monitoring system
that not only sharply expands the number of monitored
points—to as many as 1.000. an order of magnitude in-
crease over the capacity of an earlier hard-wired unit—
but also increases the kinds of parameters that can be
monitored. Doric’s new microprocessor-based Digitrend
220 monitors and records dc voltages and currents, as
well as thermocouple outputs, in such diverse areas as
the textile, petrochemical and pulp and paper indus-
tries.

The system handles as many as six different types of
functional ranges at a time— double the capacity of
Doric’s hard-wired Digitrend 210. Moreover, with room
for plug-in interfaces, it can send this data out to as
many as four separate penpheral recording or trans-
misston devices, such as magnetic-tape recorders or tele-
typewriters. In contrast, the Digitrend 210 handles but a
single peripheral.

Doric relies on an Intel 8008, with as many as three
PROMS, four ROMs, and two RAMS in a bus-organized
structure. The memories contain input instructions for
handling data, coellicienis for iinearizing the nonlinear
thermocouple inputs, for scaling, for reading out mea-
surements directly in both the fahrenheit and celsius
scales, for limiting alarms. and scratchpad memory for
aiding in linearization and formatting.

The new unit was designed to do more than its hard-
wired predecessor. but comparable configurations
would cost 25% more, admits chief engineer Freeman
Rose. However, it performs all its functions in just
about the same space as its predecessor.

Moreover, the microprocessor approach is “quite a
bit” cheaper than if Doric had gone to a minicomputer,
Rose continues. At any rate. Doric did not want to
“boggle the mind of the customer” with a mini and the
software that would be needed. With the micro-
processor, changes are made by simply plugging in a
new memory, rather than substituting a hard-wired
logic board. Doric is looking at such new n-channe! mi-
croprocessors as the 8080 to expand the capability of its
system still further by offering such operations as trend
analysis and averaging.

Typesetting makes headlines

For typesetting, a typical microprocessor-based sys-
tem would consist of a module containing all the pro-
cessing and memory functions. One module. built by
Varityper division, Addressograph Multigraph Corp.,
East Hanover, N.J,, contains the Intel 8008. which offers
the large instruction capability required by phototype-
setting equipment, plus the required programable ROM,

ROM, and RAM, an input bus, and printer and tele-
typewriter interfaces.

Not only is Varityper able to add processing capabili-
ties to its top-of-the-line phototypesetter that sells for
some $15.500. but processing can be mncluded in lower-
end products as well. In the past year, the company has
introduced a phototypesetting controller called the Am-
trol, built around the Intel 8008. The results couldn’t
have made management happier. Varityper engineers
have built a family of 16 standard plug-in modules that
they can just about pull off the shelf and apply to new
products as they're needed.

This summer, for example, the company will intro-
duce a composition machine that will sell for less than
$10,000, yet have decision-making capability. This
could never have been accomplished at such a low price
with the special-purpose minicomputer that Varityper
had been buying since 1969. The old mini was
“markedly” more expensive than even the full Amtrol
controller, and the modular family enables Varityper to
tailor the processing power to each application.

Other advantages abound. The new processor is far
more compact and reliable. and its plug-in design
makes it easy to troubleshoot and service in the field.
Moreover, customers seem to prefer the microprocessor
design to hard-wired logic, says Joseph A. Verderber, of
the office of product management, because it’s easier to
upgrade the system by adding features through a plug-
in read-only memory.

Microprocessors have already begun to have a tre-
mendous impact on many industries that have repeti-
tive processes to be controlled. In the future, their appli-
cation is likely to be limited solely by the imagination of
the design engineer. Although cheap now, micro-
processor prices will come down still further. Within a
decade. an entire microcomputer with 4 kilobits of
memory could cost less than 35150, predicts a market
consultant at Quantum Science Corp. That price ear-
marks the device for an ubiquity similar to that enjoyed
by today’s hand-held calculator.
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Communications

Data-handiing gains fiexibility

by Stephen E. Scrupski, Communications & Microwave Editor

A strong tide is running in favor of replacing analog
communications with digital methods. Microprocessors
are accelerating this trend, bringing on a new wave of
“intelligent” digital communications equipment. Multi-
plexers, code converters, error checkers, input/output
controllers—all are natural applications for micro-
processors. However, their full impact is yet to be felt;
most communications-equipment suppliers are still in
the feasibility-model and prototyping stages, while the
speed limitations of present-day microprocessors are
still inhibiting their wider usage.

As in other industries, communications designers like
the flexibility and the low costs offered by micro-
computers. Custom routines for individual tasks can be
quickly changed simply by changing the contents of the
programable read-only memories that hold the pro-
grams. This is particularly useful in digital communi-
cations, where many different codes and message proto-
cols are in use and where the processing chores do not
require the capabilities nor justify the cost of mini-
computers. «

Microcomputer hardware and software can be de-
signed in parallel. While the printed-circuit boards are
being laid out to accommodate the almost standard
parts of the microprocessor complement, software de-
sign can proceed independently, and the two designs
can be merged late in the product’s development cycle,
allowing for system optimization in a minimum of de-
sign time. What’s more, when a microcomputer breaks
down in a communications system, recovery time
should be substantially less than in any other kind of
system. Service technicians can carry standard circuit
modules that are compatible with any of their com-
pany’s equipment, requiring only new programing to
take the place of a failed unit.

Micro teams with mini

An example of how a microprocessor and a mini-
computer can be teamed up is in the message-switching
units (Fig. 1) being developed by Action Communi-
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cation Systems Inc., Dallas, Texas, in which micro-
processors serve as front ends for Data General Corp.
Nova minicomputers. The switchers are used in net-
works of private terminals, such as those employed by
police departments to access records in a state capital or
the National Crime Information Center in Washington,
D.C. The company has installed several such systems.
In the Texas network. for example, more than 500 ter-
minals are located in police headquarters throughout
the state.

These switchers, now in the prototype stage, will
speed up the switching action and allow higher data
rates. They will do this by relieving the minicomputers
of certain standard operations—the ‘“‘dirty work” that
must be performed on all messages, such as converting
them to the proper code for processing by the Nova and
scanning the incoming character strings to identify dif-
ferent control sequences. ‘

“What we’re trying to do is eliminate any character-
by-character handling by the Nova and allow it to
handle only blocks of data,” says Action design engi-
neer Michael Fannin. By allowing the minicomputer to
do the more complex tasks while the microprocessor
handles the menial chores, he predicts that this configu-
ration will raise the processing spced by about an order
of magnitude, from the 1,000 or 2,000 characters per
second to 10,000 or 20,000 characters per second.

Action is using National Semiconductor’s IMP-16C
processor for this application “because of its powerful
instruction set,” says Fannin. “Although it has a slower
cycle time than some of its competition,” he adds, “it
docs more with its instructions.”

In the system (Fig. 1), circuit controllers interface
with the communications circuits and perform serial as-
sembly and disassembly of the characters at data rates
as high as 19,200 bits per second. The microprocessors
interface with the controllers and perform four func-
tions:

s Convert character codes.
& Scan messages for key characters.




a Edit message headers and text.
® Chzck character calculations.

One microprocessor can handle the 19.200-b/s rate. It
also interfaces with the 64,000-character semiconductor
random-access memory, which buffers message blocks
between the microprocessor and the central mini-
computer.

In such applications. the microprocessor serves pri-
marily as a piece of hardware. since the custom features
still reside in the minicomputer’s program. In effect, Ac-
tion is using the microprocessor as a low-cost way to
achieve large-scale integration. Many communications
designers consider that this is the primary benefit of the
MiCTOProcessor.

Arliss Whiteside, serior department consultant (es-
sentially a senior scientist) in information processing at
the Bendix Research Laboratories in Southfield, Mich.,
says, “A microprocessor is just another component—and
a few too many people consider it something magic. [
think they’re oversold.”

Whiteside goes on to explain that the microprocessor,
in his view, is simply a way to cash in on the benefits of
large-scale integration—lower costs through fewer pack-
ages—without entering a multi-thousand-dollar pro-
gram to develop custom LSI. “I call it standard LSI,” he
adds, “LsI that is standardized, flexible, and built by the
manufacturer in the quantities that are necessary to jus-
tify the design costs for an LSI chip.”

Handling the full load

Such a viewpoint is supported in applications where
the microprocessor assists a minicomputer. But in oth-
ers, microprocessors shoulder the full load of data pro-

cessing. Collins Radio Corp. in Dallas, for example
plans to use microprocessors in an intelligent repeater
for a private microwave data-transmission system now
being built.

In the system, several data links surround a central-
hub repeater terminal that switches one link to another

upon request. The data signal carries address informa-

tion that is decoded by the microprocessor, which then
routes the message through the hub repeater to the
proper receiving terminal. Although this is still an ex-
perimental project, according to Collins, the experi-
ments have nothing 1o do with the microprocessors—the
unknown factors are in the radio communications.

In this instance, the microcomputer’s small size helps
it beat out a minicomputer for the application—the re-
peaters have to be man-transportable and battery-pow-
ered. To further reduce the power drain, Collins engi-
neers are replacing the TTL circuits recommended by

- the microcomputer manufacturer with complementary-

MOS circuits. To conserve battery power, Collins is also
using C-MOS chips for the random-access memory and
programable read-only memory. However, the use of

" ¢-MOs instead of TTL slows down the system from the

microprocessor’s basic 1.4-microsecond cycle time to
about 4 ps.

Considering tradeoffs

The reduced speed affects the architecture of the sys-
tem, since extra memory is required to compensate for
it. As the message is received in the processor at the hub
repeater, it is stored in a buffer memory, and the micro-
processor goes right to work processing the information.
By the time the message is completely received, the mi-
croprocessor has extracted the processing and routing
information, and the message is ready to be retrans-
mitted to its destination.

The reduced speed also prevents Collins engineers
from using the microprocessor for what should be a nat-
ural function—error-checking. The expected maximum
data speed of 500 kilobits per second is just too fast for
ioday’s microprocessors. Error-checking therefore is
done by hard-wired logic. However, if the transmission
speed were lower—say, in the range of 50 kilobits per
second—the microprocessors could be used to perform
error-checking, says Collins design engineer Dale Walls.

Or, if the microprocessor could be operated at its de-
sign cycle speed of 1.4 us, Walls says it would be “aw-
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1. Nova helper. in message-switching units built by Action Communication, a National Semiconductor IMP-16 microprocessor handles
character-by-character decoding so that Nova minicomputer can concentrate on handling full blocks of data, increasing system speed.
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2, Interpreter. A microprocessor handles conversions of codes and
speeds to allow a domestic data processor 1o communicate with an
overseas network via the RCA Giobal Communications system. Eas-
ily changed sohiware helps customize system.

fully close to being applicable for error-checking.” The
limiting speed of today’s microprocessors however, will
soon be overcome by a new generation of faster devices
built with bipolar or sapphire-based MOS technologies,
while 4-bit processor slices capable of instruction times
of 10 to 50 ns are expected to be available by the end of
the year.

Interfacing between nations

A microprocessor is the sole computing component in
a programable controller built to handle international
leased-data channels. Developed jointdy by RCA Labo-
ratories, Princeton N.J., and RCA Global Communi-
cations Inc.,, New York, the controller connects RCA’s
Cosmac, a two-chip C-MOS microprocessor and associ-
ated semiconducior RAMs, to a floppy-disk drive for
mass storage of messages.

The combination of the microcomputer with a
floppy-disk drive allows RCA to cut the cost of the con-
troller below that of either a system combining mag-

netic tape with a minicomputer or hard-wired logic. The
single basic design, easily customized by software, meets
a variety of different customer needs, while at the same
time offering improved maintainability.

The microprocessor’s job is to provide all the conver-
sions necessary to interface a domestic communications
newwork with an overseas network (Fig. 2). Signals,
codes, speeds, character formats—all must be often rec-
onciled to allow the two networks to communicate
with one another. And, since each private user who
leases a channel from RCA has his own unique combina-
tion of such parameters, use of hard-wired logic would
require long development times and an abundance of
specialized equipment that would have to be main-
tained.

Minicomputers, although they offer programability,
are simply too expensive to be considered for this appli-
cation, according to RCA, since they have too much
computing power for the few lines that must be con-
trolled. Another tangential problern, RCA claims, is that
often the customer has only partial knowledge of his
own needs, and the microprocessor programability
offers RCA engineers an easy means to add needed fea-
tures at later stages.

Helping the police

In another police-oriented application, Motorola’s
Communications division, Schaumburg, Ili,, is using a
microprocessor in a computerized mobile terminal sys-
tem, first instalied for the Atlantic City, NJ., police in
1973. Each squad car carries a light-weight terminal
with a full keyboard and plasina alphanumceric display.
Using the terminal, a policeman can access files at his
local station, at the state headquarters, or even at the
National Crime Information Center.

An 8-bit microprocessor is built into the base-station
unit, says Jerry Schloemer. manager for command and
control products at Motorola. The microprocessor acts
as a communications interface to the computer at the
next higher echelon, controlling the coding on the radio
channel and performing a reduced store-and-forward
function in both directions.

“We hope that the cost of microprocessor devices will
come down with increasing volumes,” Schloemer says.
“If so. we're planning to put microprocessors in the
next-generation car unit—it gives us a little extra power
to be able to offer more features. We hope that their use
will reduce our product-introduction cycle,” he adds,
“but we've seen no evidence of that yet.”

Even voice signals, once they are converted to digital
form, as in a pulse-code-modulation system, may offer
opportunities for microprocessors. Presently, telephone
voice signals in a 4-kilohertz bundwidth are sampled in
a channel bank” at an 8-kHz rate, and each sample is
encoded into 8 bits; thus the 4-kHz voice signal is sent at
a rate of 64 kilobits per second, which is extremely
wasteful of bandwidths, says David Trask, manager of
the communications system laboratory of the Raytheon
Equipment division in Wayland, Mass.

Simplifying the phone system

He points out that telephone engineers have given
much thought to ways to reduce the bit rate necessary
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Calling all cars. Microprocessor in Atlantic City, N. J., police station controls message-coding for keybcard terminals used in squad cars.

for each voice signal and thus to expand the capabilities
of the transmission system. For example, many al-
gorithms have been proposed for a processor that would
note an instantaneous value of the voice signal and pre-
dict the value during the next sampling period. Then,
when the next sample actually appears, the processor
would transmit only the difference between the actual
and predicted values.

If the algorithm is effective, it would only require a
few bits, rather than the full 8 bits presently used. An
identically programed microprocessor at the receiving
end would then reconstruct the full voice signal. In fact,
he envisions a telephone set that has the sampling and
microprocessor circuitry built right into the back so that
digital signals are sent to the telephone central office di-
rectly from the set itself.

Microprocessors are being designed into a somewhat
similar system at Harris Electronic Systems, Melbourne,
Fla. Harris is building encryption devices for secure dig-
ital-communications systems and. says Ray Glenn, as-
sociate principal engineer at Harris, the microprocessor
makes a good pseudo-random noise generator. One mi-
croprocessor can be programed to encode a digital sig-
nal, and an identical microprocessor at the receiving
end can decode the signal.

If fabricated with medium-scale integration, such a
system might require up to about 75 packages, but a mi-
croprocessor would cut the count to only 10 to 15 pack-
ages, Glenn estimates. He points out that micro-
processors are being used at Harris to control the
output-power levels of radio-frequency transmitters
throughout the day. Temperature changes, Glenn says,
cause the power level to drift, but a simple 4-bit micro-

processor can store a control algorithm that enables the
microprocessor. when presented with digital informa-
tion on the output level, to bring the level back to the
desired point.

It is clear that microprocessors are taking over many
of the routine applications in communications equip-
ment. And regardless of whether the designer views a
microprocessor as merely another component—a way to
get standard LSI— or as a radical new component that
offers small-scale programing, nearly all analog, as well
as digital, communications gear will benefit from its im-
pact.
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N.icroprocess

ors go public

by Gerald M. Walker, Consumer Editor

Manufacturers of commercial and consumer products
have for some time taken the lead in applying advanced
semiconductor technology. Their adoption of micro-
processors is no exception. In a sense, microprocessors
are accelerating the timetable for equipment and sys-
tems already deemed feasible in both the commercial
and consumer markets.

In addition, development of totally new products not
vet identified will sweep these markets in the same way
that the personal electronic calculators came from no-
where into international prominence. Thus, micro-
processors are having it both ways—enhancing present-
day equipment while promising completely new prod-
ucts for offices, stores, households, and entertainment
centers.

Included in commmercial equipment containing mi-
croprocessors now on the market are terminals for
point-of-sale and supermarket checkout, scales, termi-
nals for investment houses and the finance industry,
automated back tellers, processors for business-in-
ventory control, equipment for supermarket in-store
packaging, and portable data terminals.

Among the products using microprocessors in the
comsumer and related markets or on the drawing board
for the near future are sophisticated games, gambling
equipment, cable-television transmission hardware, do-
it-yourself instrument kits, and photographic-film de-
velopers. Further down the pike are automobile on-
board processors that perform such tasks as controlling
combustion timing (Fig. 1), exhaust emission, trans-
mission operation, and anti-skid and diagnostic systems.

It’s in the household that the explosive new product—
the home computer—is expected to emerge. The most
obvious door into the home is the television set, which
can make good use of a data-communications proces-
sor. By then, microprocessors will have to be quite dif-
ferent from today’s products, not only in bit capacity,
but also in basic environmental configuration and price.

In the entertainment world, the microprocessor offers
the simulation of games at a level of sophistication until
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now reserved for military and space projects. In its civil-
ian format, simulation makes games realistic by the ca-
pability to cram programing, memory, feedback, and
real-time processing onto a single chip. Certainly Dis-
ney’s “Land” and “World” are proving the wide attrac-
tion of family fantasy via simulation. The subject of a
movie spoof about a year ago, an adult fantasyland de-
signed around simulation techniques is now more than
science fiction.

In general, the advantages of microprocessors to com-
mercial/consumer-equipment designers boil down to
the tradeoffs between hard-wired and programable
logic. For instance, point-of-sale cash registers built
with hard-wired packages have performed both as
stand-alone units and minicomputer-controlied termi-
nals. By changing to microprocessors, POS-equipment
manufacturers gain the important advantage of adapt-
ing their basic equipment through programing to the
needs of individual stores.

On the other hand, the problem most frequently
mentioned by manufacturers of commercial/consumer
equipment using microprocessors is the difficulty of re-
fining the very software that they also say is the micro-
processor’s major advantage over hard-wired circuits.
Equipment makers feel that microprocessor suppliers
are not equal to the 1ask of providing software support,
forcing users to become immersed in programing,.

Some of the commercial-consumer products using
microprocessors are hardly a generation removed from
electromechanical decign. Yet the totally different re-
quirements of the technology have made the switchover
from hard-wired logic to microprocessors as traumatic
for designers as the original change from an electrome-
chanical to an electronic approach.

As C.W. Kessler, vice president of corporate engi-
neering and advanced development for NCR Corp.,
Dayton, Ohio, points out, engineers familiar with Boo-
lean equnations and logic families, which were adequate
for the design of hard-wired equipment, must now add
complex instruction sets to their repertoires for micro-




processors. They must be prepared to live with the se-
quential operation of microprocessors, which is slower
than the parallel operation of chips using standard logic
like TTL.

In addition, Kessler suggests, “There is a horde of
new problems in choosing the' right microprocessor, and
these have become corporate-level decisions. After all,
you’re tied to one supplier, once work is compléted on
hardware and software. There’s a lot hanging on the
source selection, since you don’t have a second source.”

POs-terminal producers took different routes to arrive
at use of microprocessors. For example, National Semi-
conductor’s Systems division began applying them as a
direct result of its ties to development by the semicon-
ductor operation. Because of the close relationship, pro-
grams presented little problem. However, the main
challenge was to teach test personnel to debug semicon-
ductor chips the way programers debug a computer.
This conversion required training because micro-
processor faults are much more difficult to isolate and
correct than failures on a standard Lsi chip.

At American Regitel Corp., San Carlos, Calif., appli-
cation of a microprocessor made it possible to design a
terminal combining stand-alone “intelligence” and pe-
ripheral-communications capability. Such mechanical
attributes as communications routines are specified in
read-only memory, while the logical attributes at the
human and exterior interfaces are specified by instruc-
tions residing in random-access memory. The former
are concerned with fixed procedures, while the latter
must be variable to permit application of a wide range
of sequences, tax tables, and keyboard checks.

Most of the jobs assigned to the controller are per-
formed at the speed of the terminal operator, and the
program responsible for driving the printer has a
throughput of only 30 to 100 characters per second. Be-
cause the arithmetic is not a major difficulty, and trans-
actions are done at human speeds (communications
functions require logic throughput of 200 to 300 charac-
ters per second), a general-purpose microprocessor that
could fetch in 3 to 10 microseconds was adequate, put-
ting the task well within the capacity of 4-bit processors.

NCR presently employs Intel MCS-4 microprocessors
in two products—a bank-teller terminal and a point-of-
sale terminal—and will soon introduce four others that
use microprocessors. Their functions are quite different.

Inside the NCR 279 financial terminal, for instance,
microprocessors control the keyboard, printer, and
credit-card reader, do the teller’s arithmetic, transfer
data, and act as computer-interrupt. In the NCR 255 su-
permarket register, the microprocessor is essentially a
back-up element to provide the terminal stand-alone
capability, should the remote computer-controller fail.
The microprocessor makes it possible to do away with
dual minicomputers to control terminals unless the cus-
tomer wants the redundancy.

Another teller terminal using microprocessors has
been built by Financial Data Science Inc., Orlando,
Fla,, and about 100 are presently in the field. The model
108 contains three MCS-4s—one for printer control, one
to provide stand-alone processing in the event of com-
munications failure to the central computer, and one to
control the keyboard and perform calculations.

Microprocessor knowhow

Not only are microprocessors changing the design of
equip’.ient, they are also changing the demands on
. the designers who use them. A list of the skills and
tools needed for the new generation of micro-
processor applications engineers, recently drawn up
by Herman Schmid of General Electric, is awesome.

He states that engineers must thoroughly compre-
hend the organization, operation, and performance of
the processor's CPU; controi of input/output; the or-
ganization and operation of RAMs, ROMs, and pro-
gramable ROMs, plus such interface circuits as
analog-to-digital and digital-to-anaiog convenrters; op-
eration of peripheral equipment; the operation of mul-
tilevel priority-interrupt systems; the operation of con-
trol-panel circuits; and the operation of such various
logic families as TTL, p-MOS, n-MQOS, and C-MQOS.

But that's not all. For designing tirmware, this same
engineer must also have extensive knowledge of pro-
graming. This designer needs to be an expert in soft-
ware for machine-ievel, micro-level, and assembler-
language programing. Finally, the microprocessor en-
gineer must be familiar with such interface operations
as the performance of converters and signal-condi-
tioning.

The first and third applications could have beeen per-
formed by hard-wired logic, but stand-alone processing
backup would have required a minicomputer. By apply-
ing the microprocessor to the keyboard, total package
count was reduced 30%, and total cost was lowered to
slightly less than what hard-wired logic would have
been. In addition to the 108, which is meant for savings-
and-loan institutions, the model 151 is also available for
full-service automated bank tellers. It uses one micro-

processor, essentially as a calculator.
Automating inventory

The manufacturer that probably has the most units
containing microprocessors in the field is MsI Data
Corp., Costa Mesa, Calif. This firm has delivered about
10,000 portable data terminals for use in taking and
recording inventory or other data at remote locations.
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1. Economy car. One microprocessor will be used in an automobile
for spark-ignition timing and exhaust-gas recirculation-valve control.

Each terminal contains one MCS-4 microprocessor.

The Msl1 battery-powered model 1100, which has
semiconductor memory, and the model 2100, which has
a magnetic-tape cassette, look like plump hand-held
calculators, except that the keyboards have special sym-
bols, and just below the LED displays are function
switches for transferring data to telephone modems.
Data such as supermarket inventory or warehouse
stockroom supplies is entered through the keyboard and
recorded either on a tape cassette or in solid-state
memory, depending on which of the two models is used.

Afterwards, this data is communicated by telephone
to a MSI receiver at some control location. Depending
on the model used, 7,000 to 20,000 characters of infor-
mation can be transmitted in less than three minutes,
eliminating several data-handling steps required in
manual or even punch-card procedures.

MSI originally designed these terminals with TTL to
control the displays, computations, and interface cir-
cuits. Later models were converted to complementary-
MOs chips to reduce battery-power dissipation. But the
need for flexibility to meet a variety of uses for remote
terminals made microprocessors attractive replacements
for the control logic. At the same time, delays in deliv-
ery of standard chips made the change to micro-
Processors even more attractive.

Larry Hendricks, manager of the Electronic Engi-
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neering department for MSI. points out that previous ex-
perience in designing a minicomputer controller for
data terminals was valuable in learning how to design
with microprocessors. In fact, MSI now uses a mini-
computer that it designed and built to serve as a com-
munications controller to write the microprograms.

Hendricks complains that microprocessors are still
difficult for many designers to learn to use because
there’s no easy applications track; hardware-oriented
engineers stumble on the software, while software-ori-
ented programers get confused by LsI technology.

He also cites three other current problems. First, he
would like microprocessor manufacturers to stick with
one device long enough to establish an industry stan-
dard such as the 1103 chip. Second, Hendricks is un-
comfortable with single-source purchasing, particularly
since MSI is now buying microprocessors in relatively
large quantities to support production of about 1,000
portable data terminals a day. The third problem is the
need for a more sophisticated system that nonpro-
gramers can use for microprograming.

While microprocessors are essentially used for what
Hendricks calls “bit-banging,” that is, simple and slow
processing chores, he believes that there’s a danger of
trying to apply them for too many functions. “It may
seem possible to substitute a microprocessor for every
minicomputer,” he says, “but you have to watch out
that you’re not sending a boy to do a man’s job.”

Singer patterns its own

Although most microprocessor users, especially com-
mercial manufacturers, have been concerned with de-
pendence on sole-source purchasing, Singer Corp., New
York, has alleviated this situation by designing its own
microprocessor at the firm’s research laboratory in Fair-
field, N.J. At least three semiconductor houses are qual-
ified to use Singer’s masks to produce the chip. In fact,
one of the design constraints was to be conservative
enough to keep producibility within the capability of at
least two suppliers—not an easy task.

The result is the Advanced Byte-Oriented (ABO) mi-
crocomputer, an 8-bit, n-channel MOS processor mea-
suring 191 by 202 mils. The 40-pin unit is designed for a
variety of Singer products, including point-of-sale ter-
minals built by the Business Machines division in San
Leandro, Calif. It’s microprogramed internally from a
6,000-bit ROM, rather than from separate chips.

One reason Singer designed its own microcomputer
was to follow the course of its electronic end products
into what the firm calls “distributed computing,” that is,
loading each piece of equipment with as much process-
ing capability as possible. Thus, in a Singer POS termi-
nal, the ABO is heavy on processing capability and light
on arithmetic-calculation functions.

Microcomputers from semiconductor suppliers need
both capabilities, whereas a custom design could down-
grade the less important attribute. Of a total of 256 in-
struction codes, 50 are basic, arnd the instruction time is
typically 10 microseconds. According to Singer, pro-
totypes of its microprocessor are now being manufac-
tured by two sources.

The Business Machines division presently has a ter-
minal with a single microprocessor also of Singer de-
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2. POS microprocessor. in a stand-alone point-of-sale terminal,
the control unit carries out microinstructions stored in a ROM.

sign. However, unlike the ABO, this unit has five
12-kilobit ROMs outboarded to instruct the micro-
processor. The function of the microprocessor-control
unit (Fig. 2) is to direct the flow of data between the 170
devices and the buffer memory and to perform arith-
metic chores. All data transfers within the micro-
processor and between it and the 1,0 devices are accom-
plished by means of a source-destination bus, consisting
of a 5-bit source address, a 5-bit destination address,
and a 6-bit data bus. Because each register inside the
microprocessor and in the 1/0 devices is addressable, it
can act as either the source or the destination in a data
transfer. However, intercommunications are minimized,
and interface requirements for the I/0 devices are
simple because the terminal is bus-oriented.

Steering for Detroit

An example of what an automobile-microprocessor
system might look like is a Ford Motor Co. advanced
development. Figure | shows the bare bones of a digital
control system, designed to maximize fuel economy. It
is being road-tested, but it won’t be ready for a standard
car for some time. This system uses two microprocessors
and other custom-LSI devices to control timing of spark
ignition and position the exhaust-gas-recirculation
(EGR) valve by using several engine inputs.

Ford engineers decided to use a microprocessor be-
cause attempting to compensate an analog programable
spark-timing controller over the worst-case of auto tem-
peratures turned out to be more expensive than a digital
control system. The microcomputer made it easier to
program changes in engine design than to use hard-
wired logic. Ford uses a 12-bit microprocessor with the
program and associated coefficients, which describe the
engine-control algorithm stored in a ROM.

The present engine-control software is contained in
about 1.500 12-bit words. The system also includes an
8-bit analog-to-digital converter with an eight-channel
multiplexer under CPU control to measure the outputs
of engine and EGR-valve transducers. The key reason

“for using a microprocessor for this application is to be
able to design the same hardware for all engine and

transmission variations in several different models,
changing only the software to match each car.

Actually the idea for computer-like management of
timing, combustion control, emission control and trans-
mission control has been considered by the advanced
engineering departments of the auto Big Three for some
time. There is also a possibility for microprocessors to
handle such safety functions such as antiskid braking
and on-board diagnostic systems.

The game’'s the thing

A unique, but significant, application of micro-
processors to games is exemplified by a bowling game
Bally Manufacturing Corp., Chicago, has been market-
ing since last October. Sold to distributors for §1,600,
about 85 of the electronic game, Bally Alley, are now in-
stalled. Each contains one Intel 4004 CpPU, four pro-
gramable ROMs, a RAM, and one 1,024-bit ROM, in addi-
ticn to some 250 discrete power transistors and silicon-
controlled rectifiers.

The electronics package in Bally Alley is vital to give
players the right “feel,” not only in the scoring, but in
the fall of the “pins,” the roll of the “ball,” and posting
the odds normally associated with making various shots.
None of this could have been done in the size and cost
required of an arcade game without the microprocessor.

The microprocessor monitors the placement of the
ball when it is sent down the lane by a player (one to
four can play at any one time), keeps tabs on the pins,
and metes out free games and credits. In controlling the
scoring, the microcomputer tracks pin patterns. A
player can decide at what place along the bottom of the
lane to let go of the simulated ball, and the micro-
processor calculates from program instructions how
many balls have been used before recording the score
on an incandescent-lamp display. Bally is now looking
at microprocessors in 8-bit configurations for other
games, as well as gambling equipment it builds.
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Although much of the shouting about microprocessors
has been about consumer and industrial applications,
these programable large-scale integrated circuits are
aiso impinging en the way computer manufacturers
themselves are designing data-processing systems.

For manufacturers of large mainframes, the impact is
mainly in peripheral and control equipment because to-
day’s microprocessors are generally too slow and lim-
ited to perform large-scale processing. For mini-
computer manufacturers, however, the low-cost
versatile LSI processor goes to the very heart of their de-
signs and promises to open up a whole range of higher-
performance capabilities at lower costs.

A major advantage of microprocessors is the
smoother design iterations that can be wholly or par-
tially achieved by reprograming a microprocessor in-
siead of rewiring a major part of a prototype design.
These design iterations are necessary in almost any de-
velopment cycle because the original specifications have
to be modified as development proceeds. The goal is a
design that meets the original spedifications to some de-
gree while being both manufacturable and marketable.
In conventional designs, iterations often take the form
of building and rebuilding a succession of prototypes—
an expensive and time-consuming process.

The main use of microprocessors with the large main-
frames has been in peripheral equipment and control-
lers. Their application inside the computers themselves
has been like only a distant rumble of thunder because
until now they have been too slow. However, a new gen-
eration of chips now on the drawing board promises to
overcome that shortcoming.

Microprocessors have thus far proved of value pri-
marily in low-cost, low-speed equipment, such as cath-
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Peripherals now,
meihframes later

by Wallace B. Riley, Computers Eqitor

ode-ray-tube terminals and magnetic-tape cassette
drives. Their main beneﬁts have been to facilitate custo-
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previous designs and to increase the processing capabil-
ities of remote terminals,

Makers of punched-card machines, floppy-disk-stor-
age units, and devices of similar complexity say they
may use microprocessors in their next design cycles.
However, they have thus far found the LSI chips too
slow or too limited in some other functions. These com-
panies are expressing great interest in such micro-
processors as Intel’s new 8080 [Electronics, 4/18/74, p.
95], mainly because of its expanded instruction set and
the order-of-magnitude increase in speed.

Microprocessors cut costs and reduce system com-
plexity while simplifving customization of otherwise
standard designs. For example, Bechive Medical Elec-
tronics Inc. of Salt Lake City, Utah, can adapt its
Superbee terminal easily to a variety of applications be-
cause it uses the Intel 8008-1 chip. And, although the
rrucroprocessor replaces only some of the c1rcu1try of
the company’s earlier model, it adds new functions and
adapts easily to each customer’s application.

A trend changes

Significantly, the burgeoning interest in micro-
processors reverses one important trend that has been
shaping up during the past few years—the execution in
hardware of many functions traditionally left to the
software. This tradition was established in the early
days of computers, when gates cost $100 apiece and
programers were paid clerical wages. These rates made
the minimization of hardware imperative and the pro-
liferation of software initially unimportant.
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But since then, costs of hardware and software have
moved inexorably in opposite directions. Today, some
functions that would have cost astronomical amounts
for 1954 hardware can be implemented now for little
more than pocket money, while software has grown to
almost unmanageable proportions in the form of oper-
ating systems, time-sharing, and so on—all in the name
of efficient use of hardware.

The low cost of hardware has made microprocessors
possible—simple enough not to require software of the
complexity remotely resembling an operating system
and cheap enough for inefficient use without adding sig-
nificantly to the cost. As a result, some new functions
can be implemented in software that considerably sim-
plifies design and alteration—without the headaches as-
sociated with large software systems.

Peripherals and controllers beanefit

In the peripheral devices themselves, microprocessors
take a substantial load from a controiler or central pro-
cessor. For example, Digi-log Systems Inc., Horsham,
Pa., uses microprocessors to control a display’s refresh
memory, its communications interface, its editing func-
tions (inserting and deleting words, phrases, and para-
graphs, and rearranging them as directed from the key-
board), as well as other display characteristics.

A variety of optional capabilities is available with the
basic models. Customers select the capabilities they
want, and modules programed to perform the desired
tasks under software control are shipped with the sys-
tem. In most other terminals, these functions are per-
formed by hard-wired logic, which can be added or re-
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However, some designers who have tried the Intel
8008 for these functions have criticized it as not being
fast enough and not having a large enough instruction
set to do an adequate job. Again, the 8080 chip is
viewed as a substantial improvement, although it’s still
too new for users to have accumulated much experience
with it.

Phe Beehive and Digi-log terminals illustrate one of
two trends in the computer-terminal market—their
microprocessor-based units offer greater power and a
higher level of customization, yet at lower cost. The
other trend is to the “dumb” terminal under control of
the central computer, which provides a simple way to
“look into” a computer to see what’s going on. “There’ll
always be a market for a dumb terminal,” says Richard
Kaufman, director of marketing at Applied Digital
Data Systems Inc.,, Hauppauge, N.Y. Because of these
two extreme requirements, the intermediate terminal
that has only a small amount of logic capability will dis-
appear. But the best way for designers to keep up with
the trend toward smarter and smarter terminals is to use
microprocessors to provide the “smartness.”

Buliding controllers

Builders of mechanical peripheral equipment that
contains minimal electronic circuitry have no need for
microprocessors. However, builders of controllers for
this equipment, as well as the manufacturers that build
both the mechanical devices and their electronic con-
trols, are more enthusiastic about microprocessors for

Microprocessor aids the mini

Perhaps partly because of a certain degree of over-
selling by microprocessor manutacturers and partly
because of misunderstandings of what a micro-
processor is and what it can do, there has been some
speculation that the advent of microprocessors means
the end of the smaller minicomputers. This is most em-
phatically not true. On the contrary, by enhancing the
capability of the minicomputer, the microprocessor
opens a whole new range of applications for the mini-
computer that it couldn’t touch economically before.

In many of the new applications, the capabilities of
microprocessors and minicomputers have been com-
bined to increase the effectiveness of the entire sys-
tem at qnly a small increase in cost. For example, Da-
vid Methvin, praesident of Computer Automation inc.,
describes attempts to drive a series of remote termi-
nals from a single minicomputer. ‘it didn’t work very
well,” says Methvin, “because the minicomputer's
speed and short word length are generally adequate
to drive no more than two or three terminals.”

But by designing into each terminal a micro-
processor to handle some local processing and relieve
the control minicomputer of the drudgery, it can easily
do the higher-level work for the entire network. “'in
this way,"”" concludes Methvin, “the advent of the mi-
croprocessor creates a new market, not only for itself,
but also for the minicomputer, which previously had to
yield to something bigger and costlier.”

Microdata Corp., Irvine, Calif., a leading producer of
microprogramed minicomputers, has not yet begun
using the single-chip p-channel-MOS microproces-
sors in any of its computers. However, Richard Vahi-
strom, technical director, foresees a possibie utilization
of the devices in peripheral equipment whenever they
become cost-effective. Meanwhile, Microdata has in-
troduced its Micro-One, a one-board bipotar proces-
sor that is both software- and firmware-compatible
with the company’s older 800 and 16Q0 series mini-
computers and with their peripherals [Electronics,
5/30/74 . p. 142].

Digitat Equipment Corp. and General Automation inc.
have already recognized this trend, as shown by their
recent product announcements. General Automation
now has two minicomputers based on silicon-on-
sapphire microprocessors, while DEC's microproces-
sor module, an extension of its long-standing line of
logic modules, is based on intel's 8008 microproces-
sor—one of some 53 circuits on the card. The POP-8/A
is the company'’s latest version of the line with which
it more or less invented the minicomputer market
back in 1965. The original PDP-8 was a discrete-
comportent computer in a big box 34 inches high and
almost two feet square. But now the complete set of
79 PDP-8 instructions can be executed by an assembly
of components on a single printed-circuit board meas-
uring 15% by 8"z inches, not inctuding the memory.

The PDP-8/A makes extensive use of LSI, but none
of the circuits is a microprocessor. Future versions of
this and other DEC computers may include circuits
that would be called micropracessors today. William
Hogan, marketing manager for logic products in
DEC’'s components group, describes the micro-
processor module as the first of a series of products
that will use any appropriate semiconductor chips with
the right combination of cost and performance.
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1. Interface and control. Today’s microprocessors are applied in
computer systems primarily where they do not atiect data fiow, but
that limitation will only last untit their performance improves.

use in the interface and control sections of their ma-
chines (see Fig. 1). The interface section responds to sig-
nals from the central processor and generates status sig-
nals to it. The control section sets up the device
controller for a particular task. But neither of these
functions is concerned with the actual passage of data
through the controlier, which may involve such steps as
serial-to-parallel conversion, assembly of words from
bytes, and error detection and correction.

Although the enthusiasm of controller designers, like
that of terminal designers, is tempered by the perform-
ance level of presently available microprocessors, they
look forward to a new generation of microprocessors
now on the drawing board. The higher performance of
the new microprocessors will enable them to graduate
to full use in the data path as well.

New single-chip processors made with silicon-on-
sapphire and bipolar technologies are expected to pro-
mote such a graduation by reducing the typical execu-
tion time to the range of 50 to 500 nanoseconds (from
today’s 2 to 20 microseconds) and increasing the num-
ber of instructions toward 200 (from today’s 40 to 75).

132

Specifically, Intel is reported to be working on a bipo-
lar microprocessor that can execute instructions in as
little as 500 nanoseconds. In MOS, Rockwell’s Microelec-
tronics Group, one of the earliest to exploit sapphire
technology, is developing more powerful processor chips.
They already supply devices to General Automation for
their LSI microcomputer line. Also, Inselek Corp., Prince-
ton, N.J., has proposed a C-MOS-on-sapphire micro~
processor that could handle a data rate of 3 megabits
per second with its cycle time of 300 ns. Inselek says the
device will be available early in 1975.

For its paper-tape emulator, Remex, a unit of Ex-
Cell-O Corp., Santa Ana, Calif., chose the Intel MCS-4,
a chip set that includes the 4004 4-bit microprocessor.
The emulator is a magnetic-tape cassette drive that
works with a minicomputer like a paper-tape reader.

Currently, the programs for the emulator are stored
in programable read-only memories—the kind that can
be erased under ultraviolet light. Program bugs turned
up by the first few customers can be easily corrected.
Later, when change activity has died down somewhat,
Remex plans to switch, perhaps first to fused-link ROMs,
which can be updated but not erased, and eventually to
masked ROMs that can’t be changed in the field at all,
except by physically exchanging one part for another.

Stamp out logic monsters

Decision Data Corp., also of Horsham, Pa., indicates
great interest in microprocessors—particularly in data
recorders. In these peripherals, a few microprocessors
replace a multitude of interconnected integrated cir-
cuits. The company manufactures a line of punched-
card machines—both the old standard 80-column type
and the newer, smaller 96-column equipment for IBM’s
System/3 and similar computers. The line includes a
data recorder, which is a sort of combination keypunch,
card reader, card punch, and printer, with various other
outputs available and usable either on line with a com-
puter or as a stand-alone device.

“Data recorders are monsters in logic,” says Thomas
Richardson, vice president for engineering, refetring to
the multitudinous functions that the machines perform.
Present designs, he says, use 700 to §00 small-scale inte-
grated-circuit packages, plus as many as 400 signal lines
to interconnected equipment—cleariy a prime territory
for an invasion by microprocessors. Richardson indi-
cates that the company will begin to move in this direc-
tion before the end of 1974, initially with its own design
implemented with medium-scale 1Cs and later gradu-
ating to bona fide LSI microprocessors.

Despite the advances already made, development of
faster, more powerful microprocessors is continuing. Al-
though today’s microprocessors have word lengths of 4
to 8 bits and instruction-cvcle times of 2 to 20 micro-
seconds, at least one 12-bit unit has already been devel-
oped in Japan [Electronics, 3/21/74 , p. 111]. And
semiconductor manufacturers in the U.S. are working
feverishly to increase speeds.

What’s more, LSI processors being made with bipolar
and sOS technologies are yielding processor chips that
blur the distunctions between the capabilities of the mi-
croprocessor and the small minicomputer. Indeed, the
LSI miniprocessor is already on the design bench.




Sysiams ar

by Michael J. Ff'/ezenman‘ Industr/al Editor

Anyone who has ever twiddled the controls of a pulse
generator, wasted a couple of hours trying to recall how
to use a scope’s delayed-sweep feature, or laboriously
calculated the standard deviation of a set of measure-
ments knows that it takes detailed knowledge and re-
fined techniques to use a complex modern instrument
properly and efficiently. But soon, microprocessors will
bring about a new generation of “intelligent” instru-
ments that will automatically relieve the operator of
routine procedures. And most of these “smarter” instru-
ments will be cheaper than the ones they replace.

Instruments can be made less costly because, in many
cases, the software techniques used with micro-
processors will be cheaper than the hard-wired logic
and mechanical switches they replace. Probably multi-
instrument systems can benefit even more because mi-
crocomputers should replace minicomputers or pro-
gramable calculators in small systems and do much of
the repetitious work so that much cheaper mini-
computers or calculators can be designed into larger
systems.

Many cost-related benefits can be expected from a
whole new class of small computer-controlled instru-
ment systems that would be too expensive if built with
minicomputers or even programable calculators. And
for large systems that need minicomputers as control-
lers, microprocessors may be able to make significant
reductions in the costs of the computers by using them
as preprocessors in the instruments that are controlled
by, and are feeding data to, the minicomputers.

These reductions should be significant. The intelli-
gent application of, say, $400 worth of microcomputer
components in each of five or six instruments may make
it possible to replace a Digital Equipment Corp.
PDP-11/45 minicomputer that costs about $16.000 to
$18,000 in an approprate configuration, with a
PDP-11/40 at a cost of about $12,000.

The straight bench instrument that can probably real-
ize the greatest cost reduction by use of a micro-
processor is the frequency synthesizer. A high-resolu-
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tion synthesizer uses a large number of expensive
electromechanical switches and a great deal of complex
logic circuitry simply to tell the frequency-generating
circuitry what to do. Replacing these switches with sim-
pler, cheaper ones or with a keyboard and replacing the
logic circuitry with a microprocessor will, in most cases,
justify the cost of the microprocessor, even if it brings
no other benefits.

Of course, microprocessors will provide a whole host
of such other benefits as data-formatting for the instru-
ment’s input/output interface. Moreover, the micro-
processor will enhance accuracy and reliability through
the use of special routines for self-diagnosis and the
elimination of systematic errors.

Automating testers

Already several manufacturers have introduced mi-
croprocessor-controlled instruments. Among them are
the in-circuit IC testers built by Testline Inc., Titusville,
Fla.; the model 76A automatic capacitance bridge made
by Boonton Electrics Corp., Parsippany, N.J.; the Qual-
ifier 901 IC tester made by Fairchild Systems Tech-
nology, Palo Alto, Calif.; the Digitrend 220 recorder
made by Doric Scientific Corp., San Diego, Calif.; and
the interfacing circuitry used by Tektronix Inc., Beaver-
ton, Ore,, to marry the digital processing osc1lloscope
with the company’s model 31 programable calculator.

Most of these pioneering applications use the micro-
processor more as a manipulator of bit patterns than as
a number-cruncher. The microprocessors are used more
to set up tests, perform interfacing chores, and control
other subsystems than to process the data that the in-
struments have acquired.

The IC testers are perhaps the best examples of this
emphasis, since, strictly speaking, these instruments ac-
quire no numerical data at all. They use the micro-
processors for the quick and easy setup of complex
input-bit patterns and comparison of actual and ex-
pected output-bit patterns without resorting to either
expensive minicomputers or so-called performance
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1. Generalized Instrument. Typical digital-readout instrument is really an analog machine with a lot of digital control and display circuitry
tacked onto it (a). In particular, signal processing is performed by conventional analcg means. With microprocessor, a-d converter is moved
up front so that most processing can be done digitally (b). in both diagrams, signal paths are shown in color, and control lines are in black.

boards. One of the additional benefits of the Qualifier
901 is a thorough self-test routine. Under control of the
microprocessor, the machine checks itself out every time
a program is loaded into it.

While they use the microprocessors largely for con-
trol, the Boonton capacitance bridge and the Doric
recorder also exploit the processor’s ability to do a bit of
numerical calculation, as well. The capacitance bridge
directly measures only capacitance and conductance. It
then processes these numbers to find such quantities as
equivalent series resistance, equivalent parallel resist-
ance, Q, dissipation factor, and percentage of deviation
from a preset reference.

The Doric Digitrend 220 recorder is programed with
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a set of linearizing equations for various thermocouples.
Instead of using different linearizing networks for each
of the six common thermocouples (types J, K, T, E, §,
and R), the instrument does it all with software. (See p.
87 for more details on this instrument.)

A generalized microprocessor-controlled instrument
and its conventional digital counterpart are shown in
Fig. 1. The exact nature of the instrument is not speci-
fied, but it may either be a two-channel voltmeter or a
wattmeter.

The main point is that the conventional version of the
generalized instrument (Fig. 1a) does all of its process-
ing, which may include such difficult operations as mul-
tiplication and linearization before the output is digi-




tized. Also, the conventional instrument needs lots of
logic circuitry to control the making of the measure-
ment, to format the digital display, and to handle the
I/0 interface with any other equipment to which it may
be connected in a systen.

The microprocessor-controlled instrument, on the
other hand, (Fig. 1b) converts the data into digital form
as close to the front end as possible and does all of its
signal processing digitallv. Its potential for cost reduc-
tion comes from the capability of a single micro-
processor to do the signal processing and also handle all
of the interfacing and formatting chores that would re-
quire literally hundreds of TTL packages.

Getting ‘smart’

The most dramatic impact of microprocessors on in-
strumentation will be in the creation of new “smart” in-
struments for a host of new applications. A smart instru-
ment is one that performs a significant amount of
internal arithmetic processing. From a number of inputs
(either signals or switch positions), it calculates an out-
put to display and/or performs additional processing.

Indeed, smart instruments, like people, may be ex-
pected to come with a wide range of intelligence. At the
low end of the spectrum may be a digital voltmeter for
communications applications that can be programed to
make, say, 1,000 measurements and then display their
mean and standard deviation. For this, the micro-
processor, together with associated control memory and
I/0 circuitry, would perform all the logic-management
functions.

Assuming that very fast measurement times aren’t
needed, such a system could be built of one of today’s
§-bit n-channel microprocessors, together with, say,
eight 1-kilobit random-access memories to supply 8,000
bits of main memory and the associated read-only
memory for control, plus 1/0s. The entire system could
be implemented with fewer than 20 LsI packages—only
a tenth of the more than 200 standard TTL circuits that
would be needed.

A somewhat smarter instrument might modify its
own behavior as a result of its calculations. An example
of such an instrument already exists—it is Hewlett-Pack-
ard Co.’s model 3805A distance meter. This surveyor’s
tool measures distances by measuring the time required
for an infrared beam to travel from the instrument to a
reflector and back.

Since atmospheric perturbations can affect the read-
ings, the meter is programed to make 3,000 measure-
ments and to calculate their mean and standard devia-
tion. Then, if the standard deviation is within a
specified limit, the mean is displayed as an accurate
reading. If the standard deviation is out of spec, the me-
ter makes as many additional measurements as are nec-
essary to get it within spec. If, after it has made 32,000
measurements, the instrument still fails to get a suf-
ficiently good standard deviation, it displays the mean
in flashing numerals to tell the operator that the mea-
surement conditions are less than ideal.

The next level of instrument made possible by micro-
processors could, by today’s standards, be called ge-
niuses. These instruments will probably be most
noteworthy for their high degree of human engineering.

Their value may best be appreciated by considering the
hairy problems that one may encounter when using a
complex pulse generator or oscilloscope. Highly skilled
engineers, not to mention technicians and service per-
sonnel, can easily waste several hours refamiliarizing
themselves with instruments that they haven’t used for
several months. Even an instrument that one has used
every day can present problems if someone else borrows
and returns it with some small, seldom-used, control out
of its usual position.

Building ‘genluses’

Microprocessors can and will be used to generate a
“genius” class of instruments, but how it will be done is
uncertain. One can imagine an oscilloscope that has had
most of the knobs and switches replaced by a keyboard
through which one punches in such parameters as the
sweep speeds, vertical sensitivities, and triggering
modes needed for any particular application.

Seldom-changed controls might be automatically set
to preprogramed states from which they could be
changed, via the keyboard, if desired. The status of the
machine could be presented on the cathode-ray tube by
a character-generator similar to the one already avail-
able on Tektronix’ 7000 series scopes. In addition to
simply presenting the machine’s status, the CRT readout
could also warn of incompatible instructions or of valid,
but unusual, measurement conditions.

In a sense, oscilloscopes and other measurement tools
aren’t difficult to deal with because they present the
user with displays, which, if abnormal, warn that correc-
tive action is needed. The myriad possibilities for error
in setting up signal generators, synthesizers, and other
signal sources, on the other hand, can drive an engineer
to a psychiatrist. Few users of pulse-generators can
claim that they have never set the pulse width to a dura-
tion longer than the period defined by the selected repe-
tition rate. And on some complex two-channel pulsers
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intel Corp. centainly deserves the credit for exploiting the
microprocessor concept and was the first to market mi-
" croprocessors, although much credit must also go to the
many companies and individuals who contributed in
some way to the development of large-scale integration.
Remember Viatron? in 1968, the Burlington, Mass.,
firm startled the world by announcing its intention to buiid
a data-handling system that would rent for $40 a month
in its basic configuration. {Electronics, Oct. 14, 1968, p.
193]. Heart of the Viatron unit was an 8-bit micro-
processor run by a primitive program in a read-only
memory. But the company encountered serious financial

Who invented the microprocessor?

and management problems, and it went bankrupt after
about two years.

Meanwhile. General Electric Co. found itse!f designing
integrated logic circuits for some of its terminals, dupli-
cating much of the work from project to project, but not
generating enough volume on any one of them to justify
the use of custom-designed LSi—until somebody thought
of a customized programable LS| circuit. GE then devel-
oped an eight-chip basic logic unit, or BLU, that could be
used without change with different programs in many dif-
ferent terminal designs—essentially what is done today
with microprocessors.

that have separate controls for such settings as ampli-
tude, offset, delay, pulse width, and trigger mode, the
fact that these highly interactive controls have been set
wrong is not always obvious.

The microprocessor can unravel that complexity. If
all of the instrument’s operating information is fed in
through a small keyboard-controlled processor, the in-
strument could simply refuse to accept an input that is
incompatible with earlier instructions. Alternatively,
electronic stops could be programed into the machines,
and a small light-emitting-diode display could be posi-
tioned above a vernier pulse-width control. As the con-
trol is rotated to increase the pulse width, the display
would reflect its position, so long as the pulse width did
not conflict with any other control settings.

If such a conflict ariscs, thc machine might be pro-
gramed to ignore the control setting and to set only the
maximum pulse width that could be accommodated.
The LED display would keep the operator informed of
what is happening by always showing the actual pulse
width being generated, regardless of the front-panel
control setting.

Although each of the ways in which a microprocessor
might be used in an instrument has been discussed as a
separate idea, it should be clear that, at least until their
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prices are reduced considerably, the devices will be used
primarily in applications where they can perform sev-
eral functions.

Most industry sources agree that an instrument would
have to sell for at least $2,000 to $3,000 to justify the in-
clusion of a microprocessor. There is no upper limit to
the size of instrumentation systems in which micro-
processors could be included, since even systems large,
complex, and costly enough to justify the use of a mini-
computer may benefit from the inclusion of micro-
Processors as preprocessors.

Peak picker

Such an application might be in an analytical chem-
istry laboratory, where a single, fairly small mini-
computer couid controi, say, two or three mass spec-
trometers and a dozen gas chromatographs if each of
them were equipped with a microprocessor programed
to act as a peak-picker. The outputs of these analytical
instruments, if drawn by a chart recorder, are typically a
series of peaks separated by nulls. Unfortunately,
closely spaced peaks tend to blend into each other,
which makes it difficult to decide exactly where the
‘peaks are.

An experienced human operator can locate the peaks
by eye, but it takes a fairly complex computer program
to do the job. If the computer is to do all the peak-pick-
ing, it would have to be an extremely fast machine with
a lot of memory. Adding the microprocessors brings the
task well within the capabilities of a minicomputer of
modest size.

Improvements are Imminent

Thus far, only a handful of commercially available
instruments contain microprocessors. But this state of
affairs in no way indicates a lack of interest in them by
the major instrument houses. Quite the contrary.

Although details are not yet available, it is clear that
microprocessors are responsible for previously unavail-
able or unaffordable capabilities that will be offered in
several new meters, counters, signal sources, and oscillo-
scopes before this year is out. The designers of these in-
struments speak of “totally new approaches to the mak-
ing of measurements” but, understandably, they refuse
to elaborate on what that means right now. However,
the next six months promise plenty of excitement for
the makers and users of electronic instrumentation.
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by Wallace B. Riley, Computers Editor

It’s a whole new world, but it’s really not all that differ-
ent from what the engineer is accustomed to. Sup-
posedly, EEs experienced in the conventional approach
to design—{lip-flops and gates—might expect to encoun-
ter difficulty expressing their design ideas in term of
software. But, although the end result of a software de-
velopment effort looks different on paper from the tra-
ditional logic diagram, it is basically identical.

An engineer’s usual approach begins with a set of
functional specifications, which he translates into a
block diagram and then reduces to the level of individ-
ual gates. The completed design is assembled on a
breadboard, built into a prototype, and then, with a
series of tests and redesigns, reduced to a form that can
be manufactured in volume and sold at a profit. Mean-
while, it may be undergoing simulation on a computer
as part of the design refinement.

Likewise, software design begins with functional
specifications, but it is translated into a sequence of in-
structions, rather than into an array of gates. The paper
design usually involves a flow chart, which shows events
graphically in the proper order, together with conditions
that can cause the order of events to change. The first
step can be a high-level flow chart, which closely resem-
bles the block diagram. This is broken down into a form
in which each block in the flow chart represents a single
instruction in the program. Standardized shapes of
blocks in the flow diagram have evolved (Fig. 1) so that
one person can more easily follow the logic of another
person’s work. [For an example of applying a flow chart
to either the hardware or software implementation of a
specific design, see Electronics, Oct. 11, 1973, p.97.]

For some individuals, software is a problem until
they get the hang of it. At some companies, teaching en-
gineers how to program and programers the limits of
hardware has turned out to be a great enlightenment on
both sides. But the highly motivated people who under-
took the project knew that understanding micro-
processor software would be essential sooner or later,
and they have managed to overcome any obstacles to

understanding. Still other companies have assigned the
task to younger engineers who had no previous strong
commitment to either hardware or software designs,
and who, therefore, made the transition easily.

In the last analysis, any intelligent person who can
lay out a procedure accurately one step at a time can
learn to write a program for a microprocessor.

Support is essential

Some users and potential users of microprocessors gx-
press concern about the level of software support from
the manufacturer. Since microprocessors come from
semiconductor houses, those users fear the vendors
don’t have the capacity to offer the assistance that is ex-
pected from the IBMs or the DECs.

The concern is largely unfounded because the need
for software support, compared to the requirements of
large computers, is small indeed. But to the extent that
microprocessor users have had no previous exposure to
computers, they may need to be led through thickets of
unfamiliar concepts to get their applications working.

Support for a large general-purpose computer is sig-
nificantly different from support for a minicomputer,
and it differs even more from the kind of support that a
microprocessor user will need. And since a general-pur-
pose computer is likely to cost its user hundreds of dol-
lars an hour, he doesn’t want to shut it down even mo-
mentarily if he can avoid it—not even to load new
programs into it. To protect him from unnecessary ex-
pense, manufacturers offer operating systems, which are
software packages designed to keep the machine run-
ning under all but the most catastrophic conditions, as
well as various aids that simplify the task of writing pro-
grams for the large computer.

But a minicomputer is likely to be operated in a dedi-
cated application so that a single program runs over

and over indefinitely. Furthermore, it’s sufficiently inex-

pensive that its occasional stopping between jobs or
when an error occurs is only an inconvenience, not a
major expense. Minimakers also offer support, in the
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1. Flow-diagram conventlons. These are among standard shapes that simplify communications via flow charts. Also often used are specific
input/output functions, such as a torn sheet of paper for a printout, a tape reel for magnetic tape, or a cylinder for a disk or drum.

form of some kinds of programing aids and perhaps a
relatively low-level time-sharing system. Of course,
there’s maintenance of the hardware, but this is far
short of the support that is expected from the manufac-
turer of a general-purpose computer.

None of this kind of support applies in any way to
microprocessors, except possibly in the form of higher-
level programing languages like PL/M [Electronics,
6/27/74 p. 103]. Like the average passenger automo-
bile, a microprocessor remains economically feasible,
even though it may be *parked” 90% of the time. Its
program is likely to be wholly in 2 read-only memory,
making it even more dedicated than a dedicated mini. It
doesn’t even need hardware maintenance, because it
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can’t be patched the way a board or chassis can.

For users wholly unacquainted with the art and sci-
ence of computer application, extensive support from
the vendor will be necessary. By and large, this support
is available now—in the form of users’ manuals, pro-
graming manuals, application notes, and similar docus-
mentation—and it shows no signs of abating. But in all
probability, using microprocessors won’t be a wholly
new experience for most people. Many engineers have
already used minicomputers in some form or have en-
listed the aid of various computer-aided-design pro-
grams. And, as indicated previously, most of those who
have already tried microprocessors haven’t found the
software a serious problem.
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How
MiCroprocessors
boost profits

by William Davidow, Intel Corp., Santa Clara, Calit.

When the first single-chip microprocessors were in-
troduced two years ago, few designers or project man-
agers could foresee how massively these devices would
influence creation of new products and services. To
most, the microprocessor was merely another interesting
LsI device to be evaluated and built with some memory
and interface chips into prototype equipment.

But as designers became familiar with the early mi-
croprocessors and equipment began to benefit from
them, respect grew for their capability and versatility.
Rapidly there arose an awareness throughout the elec-
tronics industries that the microprocessor was indeed a
significant extension of computer technology. Suddenly,
the concept of distributed computer power became a
reality, applicable to a host of new equipment.

There, are compelling and fundamental reasons for
the dramatic success of today’s microprocessors:
w Manufacturing costs of products can be significantly
reduced by designing around microprocessors.
® Development costs and time are reduced.
& Products can be rushed to the market faster, which
enables a company to seize advantages in sales and
market share.
® Product capabilities are enhanced, and manufac-
turers can economically add features that boost profits.
® Product reliability is increased, leading to a corre-
sponding reduction in both the cost of service and war-
ranties. :
Microprocessors enable designers to replace hard-
ware with software. Using programed logic, they can
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RM siz-:‘ k Gates T le N
(bits) replaced replaced
2,048 128 - 256 13-25
4,096 256 - 512 25— 50
8,192 512 - 1,024 56 - 100
16,384 1,024 — 2,048 100 - 200

now substitute a handful of ICs for a large number of
conventional random-logic networks. In such a system,
the information about logical sequences and the output
responses provided from input signals are stored in a
few memory chips instead of in relatively expensive in-
terconnect patterns on printed-circuit cards.

Use of microprocessors saves money and time at ev-
ery stage of the product’s life cycle. These savings are
passed on to the customer in products with greater ca-
pabilities and higher reliability than has ever before
been attainable. Microprocessors are not only improv-
ing the performance of established products, they are
bringing about completely new products. They are be-
ginning to permeate every walk of life.

Memory replaces random logic

If microprocessors were fast enough with their pro-
gramable techniques, they could replace all hard-wired
logic. But as the speed of new generations of micro-
processors is wcreased, they will move into more and
more designs now implemented with conventional ICs.
And although each new application has its unique
structure, 1t’s possible to estimate the package reduction
that accrues when hard-wired random logic is replaced
by programable techniques.

Again, the microprocessor replaces logic by storing
program sequences in memory, rather than implement-
ing these sequences with gates and flip-flops. While it is
impossible to prove quantitatively, designers use a
rough rule that they can replace one gate by using 8 to
16 bits of memory. Therefore, if the average hard-wired
logic circuit contains on the order of 10 gates, Table 1
indicates that a single 4,096-bit read-only-memory can
replace 50 Msj packages. Each new 16,384-bit ROM save
as many as 200 IC packages in every design. No wonder
system designers are being so quickly convinced of the
capability of microprocessors to reduce IC coraplexity.

Reducing manufacturing costs

Clearly, reduced IC complexity translates directly into
reduced product costs. Table 2, which presents a de-
tailed analysis of the sources of these surprisingly high
costs, shows that the average sale price of an integrated
circuit today is approximately 50 cents. Incoming in-
spection and testing cost an average of 5 cents more:

Many companies are now buying aged and tested cir-
cuiis for their applications to increase system reliability,
and this adds about 15 cents to unit costs. A simple
printed-circuit card may cost as little as 25 cents for
each IC position, but the average cost in most appli-
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Ic $.50
Incoming inspection .05
Peccard .50
Fabrication : .05
Board test and rework 10
Connectos 05
Discretes .05
Wiring .10
Power 10
Cabinetry, fans, etc. A0
Total $1.60

cations for high-quality cards is closer to 50 cents. (In
some systems, costs of sophisticated multilayer cards
can go as high as $1 per location, and if wire-wrap as-
semblies are used, the cost per IC position can reach the
$2 mark.)

Next, board test and rework add another dime to sys-
tem cost, while the cost of a connector, divided by the
number of ICs per printed-circuit card, frequently ex-
ceeds 5 cents. Then the system requires such compo-
nents as resistors, capacitors, and power-bus bars, which
add another 5 cents per IC.

Systems frequently average one wire or more per IC
position, and the wires—even those installed by auto-
matic equipment—frequently cost more than 10 cents
each. Finally, the cost of power supplies and mechani-
cal packaging add another 20 cents. Altogether, the
minimum system cost approaches $2 per IC.

Table 3 shows the potential system saving in manu-
facturing costs that can be achieved by using a micro-
processor. The savings are derived by assuming that the
typical manufacturer can save $1.50 to $3 by displacing
a single IC, after which the cost of implementing an
equivalent system with a microprocessor is taken into
account. In moderate volumes, a system such as the
MCS-4, made up of 16,384 bits of ROM, a processor, and
a minimal amount of RAM, can be purchased for less
than $100. This system has the potential of displacing
$150 to $600 of manufacturing cost in a system.

Reducing development time

Use of microprocessors simplifies nearly every phase
of product development. Because of the extensive de-
sign aids and support supplied with microprocessors, it
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ROMsizs IC Savi
{bits) replaced avings
2,048 13-25 $18.50 - 878
4,096 25-50 $37.50 - $150
8,192 50 - 100 $75.00 - $300
16,384 100 - 200 $150.00 - $600
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Proddct definition
System and logic design Done with logic diagrams
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Less power to distribute

Change program in PROM

is relatively easy to develop applications programs that
tailor the devices to the systems and then implement
these systems in very short turn-around times. Indeed, a
principal reason for the increasing popularity of micro-
processors is the speed with which products can be de-
veloped, designed, and rushed to the market. Discus-
sions with system designers indicate development cycles
have frequently been shortened by as much as six to 12
months to only a few weeks.

Table 4 tabulates a number of the steps in a system-
development cycle and the effects of the microprocessor
on the design-cycle time—designing becomes easier,
faster and less costly. Surprisingly, product definition is
frequently speeded up as soon as the decision is made to
US€ a MICTOPIrocessor because ihe incrementai cost for
adding features to the system is usually small and can
be easily estimated.

For example, adding such features as automatic tax-
computation to an electronic cash register may require
only the addition of a single ROM, which has a minimal
effect on total system cost, power dissipation, and pack-
aging requirements. But adding the same function by
means of IC logic might require two or three fairly large
pe cards filled with ss1 and MsI logic packages.

Building around microprocessors also reduces the
time needed for system design. When the engineer de-

cides to use a microprocessor, he designs by program-
ing—potentially a more organized and faster way to de-
sign than by using logic diagrams. What's more, the
ready availability of extensive software aids, such as
simulators, assemblers, editors, compilers, and moni-
tors, reduces the cost of program development. These
aids also reduce the time needed for system debugging,
Pc-card layout time is reduced simply because fewer
cards need to be laid out.

Getting to market fast

When product-design cycles can be shortened, ob-
viously new products can be rushed to the market
faster. This permits companies to either beat out the
compeiition or effeciively respond io competitive
moves. Figure | shows what typically happens in a com-
petitive program when one company beats another to
the market. Assuming that both companies have about
the same marketing capability, the company that intro-
duces the product first usually can gain a greater share
of the market (Fig. 1a) and reach a mature sales volume
more quickly.

Figure 1(b) shows the price erosion characteristic of
most products during their life cycles. This erosion
means that the company introducing the product first
will not only sell more but will sell at a higher price. In

FIRST PRODUCT
100 1.0
SECOND PRODUCT
075 |~ -
w3 w
3 g
E 050 - =05
z 5
025 |- =
0 ! l ! l 0 1 L | l il L
1 2 3 4 5 6 1 2 3 4 5 6
YEARS YEARS
(a) (b)

1. Market jump. Microprocessor design helps get equipment to the market fast, resuiting in a greater share of market than second entry (a)
as product matures. What's more, first product shows a slower rate of price erosion (b).
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3
FIRST PRODUCT Viithout With
Year Price Unit sales Income microcomputers | microcomputers
; s o s Sales 100% 100%
3 80 1.00 ‘80 Cost of goods sold —55 —45
4 70 15 52
L .60 25 .16 Gross margm 45% 55%
Totsl $2.63 Development
ECOND PRODUCT Engineering 8% 6%
Seco RO Oacumentation 15 1
Year Price Unit sales Income Warranty 15 1
1 $1.00 0 $.00 Marketing 20 2
2 .90 .25 .23 G&A 3 3
3 .80 15 .60
4 .10 .50 35 , . .
5 50 o o5 Engineering and marketing costs 34% 3%
Total $1.24 Before-tax profit 1% 28%

this hypothetical example, the first product to the mar-
ket generates about twice the total income that the sec-
ond product does (Table 5). As a result, the advantage
gained by application of a microprocessor to achieve
early product introduction can have a much greater im-
pact than merely reducing manufacturing costs.

Again, since product features can be added to equip-
ment built around microprocessors simply by adding
more program storage, many manufacturers are taking
advantage of this characteristic {6 increase the value of
their products. For instance, makers of point-of-sale-
equipment are adding automatic tax-computation to
cash registers by merely increasing the ROM size. Instru-
ment makers are adding automatic calibration to their
instruments. Makers of vehicular-traffic-light controllers
are adding automatic sensing of traffic loads to their
basic equipment and adjusting the duration of the sig-
nals. From a profitability point of view, these optional
features, many of which are requested by the customer,
are frequently sold at 10 to 20 times the cost of adding
them. Some companies have been able to earn sizable
profits from marginal products and services through the
application of microcomputers.

Because the danger of their failure is eliminated by
replacing many ICs, the use of a microprocessor can sig-
nificantly increase system reliability. A digital system
fails most frequently because interconnects fail. The use
of a typical 16-pin IC will introduce approximately 36
interconnections in a system (16 interconnections from
the chip to the lead frame, 16 from the lead frame to the
pc card, two interconnections from the pc card to the
back plane, and two interconnections from back-plane
point to back-plane point).

If one ROM eliminates 50 iICs, then it eliminates ap-
proximately 1,800 interconnections. While little data ex-
ists to prove the point, it is believed that the reliability
of the electronic portion of a system can be increased by
a factor of 5 to 10 by use of microprocessors.

Finally, consider the bottom line. Table 6 presents a
comparison based on information from users of the
profit-and-loss statements of a hypothetical product line
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before and after the use of microprocessors. The prod-
uct using the microcomputer has a smaller final cost be-
cause the manufacturing costs of systems containing mi-
crocomputers are generally lower than those built with:
conventional ICs, and the enhanced capability of many
microprocessor-system products enables manufacturers
to charge more for their equipment.

In addition, the shortening of development cycles and
the elimination of much documentation can save a com-
pany another 2.5%. Warranty and service costs, such as
those associated with stocking spare parts and training
service engineers, can also be greatly reduced. The net
effects of all these savings can frequently increase prod-
uct-line profits by 10% to 20%.

The challenge is here. The design and cost advan-
tages of putting computation and decision-making into
equipment are clear messages to product-planning
managers for all kinds of manufacturers, many of
whom have been outside of the orbit of the electronics
industries. These technical managers are finding that
the use of microprocessors can afiect such basic ingredi-
ents of corporate success and failure as manufacturing
costs, market share, development costs, time, system
reliability, and serviceability. The advantages of micro-
processors have been demonstrated already. The chal-
lenge now is to use them wisely. O

Want to lsarn more about microprocessors?

Here are some additiona!l articles on microprocessors that have been published in Elec-
fronics:

Kildall, Gary, “High-level language simplifies microcomputer programing,” June 27,
p.103.

Aliman, Laurence, “‘Single-chip microprocessors open up new world of applications,”
April 18, p.81.

Shima, Masatoshi, and Faggn. Federico. “in switch to n-MOS, microprocessor gets a
2-us cycle time.” April 18, p.95.

Young, Link. Bennett. Tom, and Lavell, Jet!, "N-channe! MOS technology yields new gen-
eration of micreprocessors,’” Apnt 18, p 86

Tarui, Tadaak:, Namimoto, Keiji, and Takahashi, Yukiharu, '‘Twelve-bit microprocessor
nears mintcomputer’s performance fevel.” March 21, p. 111,

Eiectranics siatt, ""The minicomputer comes on,” Oct. 25, 1973, p.98.

Gladstone, Bruce, ''Designing with microprocessors instead of wired logic asks more of
designers,” Oct 11, 1973, p91.
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meats. Siace the aserage uses will never see the provessor
M0 uclon set case of progranuming is secondary
to efficient memory uttlization.

A complete description o the COSMAC microprocessar
has appeared preciondy ' and will not be sepeated hese.
Ths wichisecture Las demomtrated its advantages in proto-
1 pus of the low cost honee schoeol system.

Due to the nature of vur application. RAM s required
for both program and data storage. 1t's well known that
programs dend o expand 1o 0 avalable memon space
Providing a 309 byie memen only isures that no pro-
gram will he wotten segquinng a smaller memorny. bven
projecting & cost ot 2¢ per bvte would vield o cost of SN2
tor a 4096 by te memory. This stize memary would add
$200 or mure to the selling price of the S)slc;n.lu\tc.nd of
asking ow mach RAM we could use. we provide 1024 by tes

jn the minimum system. This is consistent with keeping
memory cost equal to projected nucroprocessor Chip cost.
Should LS memory costs drop below 2¢ pee byte we can
increase minimum system capacity to 2048 bytes or jower
the price of the 1024bvte system Based on current
trends, we can safely predict one npcrosecond LS RAM
costs of 2t 3oper by e Dynamie RAM chips are ot this
cost tevel now, while static, single soltage RAM clups are
currently availuble at 7 to 8¢ per hvite,

The challenge ofa 1024-byte memory seems to stimulate
cleverness i programming and makes 3 future 2048-by e
memory seem farge by comparsson. 10 we had antaliy |;m-
vided a 30%0-byte memory. subsequent size sedaction o
meel cost bargely would bave been exticnehy deheutt.
Assuming 28023 it RAM chips are avadable witlne the
uent several deats. a i sy stem would segaee only
twa chips tor memeny ’

Limitng the aunimum wstem metmoty to 1024 by tes
also provides several system cost advantages. Power supply
cost is reduced, memory address dosers are chivnsted. and
printed cireut board space iy saved. A fess obviois system
imphcation s the effect of memory size on program l(ﬁdnﬂg
CUSIS,

In general, the user shoull be able to load a program in
half 4 muate o so. Vs concides with ohawened wsers
patienue factors,

At occaswsnal error sequinmg reloud can be tolerated for
short load times, so that lower relability loading devices
may be used, Toload a 1024:-byte memony e 30 secands
only requires @ senal transfer rate of 300 bits'second This
assumes a panty bit for each byte, For a $096-byie
memory. the required ite jumps 1o 1200 bty second The
sequired tramster rate mfluences twe chowe of o program
Toading technrque. Lower rates can generally be transiated
into lower costy and better relsabiity,

15 m abe arca of mpat, output, and hulk storape that
we encounter the major cost problems The chowe of 0
and bulk storage technigues atse has o magor effect on the

| CONTROL PANEL |

@2 RAM CPU Cut
v - cus L
1024
(3 e COSMAC KEY/CARD ™V
NN
.I’.
CARD KEY CASSETTE TV

Figues 1. Baic System
22

COMPUTER

*

rnge of porsible systen applications, Ohviousty, a single
switch input and single light outpot wonld achieve minimum
cost but would also result in a trivial system relative to use.

Qutput Display

Formmately, an ideal, low-cost output device for home/
school apphications abieady exsist 3 standasd TV st proe
vides a flexible. dynamic autput display device whuch most
users already own.

The choice of a TV display format involves 3 number of
system considerstions. These include types of appheations.
display refresh memory requirements. and complewty of
control circutts. A low resolution. black and wiite dot
maten was chosen for maximum flexibility st nunimum
st An array of white dots is displayed on 3 black hack-
ground. The black hackground avoids putential picture noise
problemy. Artays of 323A2 ied, and 3264 duts are
provided. Figuse 2 allusteates she Nenbility of this format
for diplaving anall game boards, simple pictures, words,
numbers. or symbols. Each dot represents the state of a
main memory bit. 1 the bitis 17 the dot is on;if the hit
15 0" the dots off

Changing the memory bit patten smmedialely changes
the TV picture accordingly  Bit patierns are readily moved
in and out of the displayed memory area by normal pro-
gramming procedures. Sumple animation can be achiesed by
modifying memory it patterns at appropnate nme miervals.
ARy contiguous 128 of 250-byte sechon of memory can be
selected fur display by setting a smicroprocessor address
pointer. This deplay pointer can he modified at any point
in a program, thus aowing the user to siep through various
memory display areas at any desed rate. 1t is easy to flash
selected purnions of a picture by alternating between twe
display areas in memory

For 32x32 and 16x643 displays anly 1024 bits (128 bytes)
of memory are tequired for dnplay refresh. This as only

§2.8 percent of the nunimum 1024 byte memory. The
32v04 diplay opton utibizes 25 pervent of the mmmum
systesm memory hat prosudes a furger area pictute whea
requued. [t as also usetul in expanded memory systems. ¢
should he emphaszed that no ROM is required for TV dis-
play in the minimum system and that frame refresh sturage
is provided via main memory.

The TV control unit (CU3 in Figure 1) contains the -
cuits for generating TV sync signals and Tor requesting
memony bytes via the COSMAC PMA channel as required
for display refiesh The mdwidual bits of cach byte are
used 10 generate 3 video signal The composite syne and
wideo signal modulates the autput of a simple RE oncillator.
Thic modulated RE can be applied to the antenna terminals
of any stundard 1V set.

Figure Xillustratesthe detaled timing for displaying dots
on the TV screen. A magnified view of four dots is <hown.
Each dot is twe horizontal TV lines bigh with 2 two-hine
space between dots. An K-byte row butfer s provided in the
TV contred unit. Each TV line time is 65 microseconds,
During the two blank line times, between rows of dots, up
10 8 bytes (64 bits) are retrieved from main memoty and
stored in the row huffer. Duting the next two TV hine times
the bits in the row buffer modulate the TV beam to display
the proper dot row pattern. By spreading the dots as shown,
the low resolution display fills up the TV screen without
requiring a high refresh rate.
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Where can 1 find
out about micros
and mims in pro-
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and find out,

The TV control unit also gencrates a program interrupt
signal at the beginning of each TV frame. This interrupt
permits the program to initiahize the microprocessor display
address pointer at the appropriate time. Since TV program
interrupt occurs 60 times/second. a free real-time clock
exists when needed. This clock capability is useful for
timing purposes in a number of applications.

Buik Storage

Program library storage and loading presents another
major problem area in a low cost system. The high cost of
enisting computer devices such as floppy discs and digital
tape units immediately rule out their use. Paper tape is
awkward and stil fairly expensive. Conventional punched
card readers are expensive and inconvenicnt.

This problem was solved by using another enisting, in-
expenave consumer device - the audio cassette recorder,
Surrable portable units sell for under forty dollars. A built-
tn urit could be provided for less than $20. Several methods
for stoning hitserial digital data on audio cassettes have been
descnibed** and others are possible. We developed a pro-
prictary, pulse counting technique that yields a SO byte per

second trapsler rate, tolerates nussing or extra pulses, and
permits tape speed variations of 30 percent. This system
works well cven for cheap portable audio wints. Only single
track capability is required n the sstem

Since errors can be expected on occasion, a panity hitas
added to cach byt on tape. The camette control unit
chiecks the parity of input data read from tipe and wrns on
an error light tor incorrect parity. Reloading a program
when an error occurs 15 a simple and quick procedure.

Figure 4 shows the single track, cassette tape format
which was used. Digital or audio blocks are always (ramed
by 4 kHz stop tones (1). The stop tone detection cicuat is
designed 1o respond only to Tong (.8 sec) continuous tones
so that voice or music frames will not cause false tnpgers.

Figure § shows how a standard cassette playeris used in
the system. Most cassette recorders provide an eaternal
speaker or carphone cutput jack. Th cutput s connected
to the contiol unit as shown, Stop tones and digital data
are detected vig this cassette output hine. A relay s also
provided which permits the cassette vutpuat to be connected
to 3 speaker under program control. This permits selected
tape frames to be passed inaudibly,

The majonty of inexpensive cassette recorders have a
temote start-stop control jack. This s designed for use with
a microphone or foot switch. For use wm our system the
cassette remote jack is connected to a program controlled
relay. This gives the computer the ability to start and stop
tape, providing the user has previously placed the cassette
recorder in its PLAY 1node.

The primary system operating controls comprise two
toggde switches - LOAD and RUN. The LOAD switch
actvates the cassette control unit (CUZ wm P 1) The
desited program cassette is selected by the user, rewound,
and the recorder set to PLAY. When the first stop tone 1s
cncountered the dats reading circuits are automatically
turned on. Waiting (oe this stop tone eluninates posble
noise problems at the begmning of tape The dytal data
representing the program is loaded wquentally mto mem-
ory 4t S0 bytes/second. The second stop tone sutumatically
stops the tape via the tape controd relsy. Turming off the
LOAD switch resets the computer. The RUN switch e
tiates exccution of the program which was just loaded

During program execution the tape can be autoratically
restarted so that the user will hear audio frame =1 at a
Jesired time. The stop tone following audio frame 21 will
autonativally stop the tape. The program can momitor the
state of the control relay to detenmine when the end of

<«—TAPE MOTION

DIGITAL
PROGRAM

AUDIO
FRAME

AUDIO '
FRAME

Figure 4, Cassette Tape Format
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data/andio trames oceur. This pernuts synchronizing audio
material on cassettes with a program.

The proviuon for prograin controlled audio sepments
has an important system imphcation. The ability 1o provide
instructions, questions, or other data m the form of voice
frames on tape munimizes the need for 2 high resolution,
alphanumenc TV display with its attendant requirement for
large refresh and back-up digital storage capaity.

The speaker provided for use with the cassette recorder
provides a useful output device. A flip-flop which can be
sel and teset by program drives the speaker when it's dus-
connected from the cassette output. Programs can. there-
fore, create inany audible sequences of tones,

input Devices

The primary input device for our system is a 16 position
keyboard. A number of S8 to S10 keyboards of this ty pe
have heen developed (or use in pocket caleulators. A flat,
printed cicuit type was chosen to facilitate an overlay
feature. A shght moditication of the keyboard permits
inserbion of a ponted card above the switch array. Virious
cards are provided to relabel the switch airay for different
programs. For educations! programs keys can be labeled
with colors, pictares, words, or possible answers (o gues.
tions. For other programs, the keys aught be labeled with
Juection artows for manputation of the TV display The
variable Libel hevhoard s fundamental to ineeting the case-
of-use critenion tor this 1y pe of ystem.

Unfortunately. the Nat keyboard which is ideal for
vanable labeling lus no tactde feel Thin objection was
overcome by taking a systems approach. Smee a speaker
already enints, swatch depressions need only he coupled
into this speaker to provide an audible “click.” Tlus has
proven to be an adequate substitute for tactile feel. The
scanming approach wsed to decode the switch panel nini-
mizes the cost of this approach Speaific programs can also
gencrate vanous tones tor switch depressions which again
substitute for tactibe feel

The I6-poution keyboard normally causes an 8-bit byte
to be stored nomemory for each key depresaon. The most
significant tour bits edigin) are normatly 0060, A shift swatch
pressed e comune on witiv g hex key causes the maost
significant four bits to be POO1. The least sigmficant four
bits of a stored byte represent the code for one of the
16 posaible hew digits shown i Figure 6, The hex keyboard
in comunction with a shitt switch permits entry of 32 dif-
ferent codes

An alternate mode of keyboard entry is aiso provided.
In this mode two key depressiuns per by te are required. The
first key specifies the most significant hes dipit of the byte
1o be entered. The second key provides the least significant
hex digit of the byte. This mode provides the sophisticated
user with a2 convenient way to manually load his own
machine Tanguage programs. 1t's also a useful ode for cer-
tain turnkey programs.

The hes keyboard control unit (CUT in Figure 1) also
supports the addition of an inexpensive card reader to the
minimum system. This unique device uses 3-inch x S-inch
punched cards. Data is punchied in the form of rows of
holes. Figure 7 shows four such rows (A.B.C.DD) punched on
one side of a card (both sides can be punched). Each row
represents the 4-bit code for one hex digit. A fifth hole is
added and encoded with odd parity. At least one hole will
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te puached for each of the posuble hev digit codes. Cards
ate read by dropping them into a 3-inch slot. They fall past
a bight sonrce and siv photodiodes. One photodiode senses
the presence of the vard and conditions the control unit
crrcunis aceordinghy . The other five photodindes read the
elf cockmg hen diat codesinto the svstem. Hen digits are
parred to form by tes berore storage m memory

By linnting the wntormation content of d vard to 16 hex
digits per side, the mechamicad tolerances of the seader can
pe constderably relaved. The reader has no moving parts,
and pliotodiodes can drive the COS MOS control umt cir-
cuats directly . These factors combine o provide avery fow
costipput device 4825 or fessh A simple el cand panch
cant abvo be provided pernutting users to punch their own
cards

The fow cont vard reades can be uaed 1o enter short hsts

of parameters or shott user prepared prograns, I g cluss
roont, the teacher might use paranicter cards (o set up test!
drill programs, Picture cards wsed by the student could
contamn the spelbing of the word pictured for checking by
the computer The cards also favilitate certain simulation
Lingnszes and permit wsers to save simulation language
programs that they develop.

Another low vost. optional input device is a simple light
gun. Thus contains a lens system and a photodiode. The
computer Jetects when the gun is pomted at any lighted
area of the TV screen. The hight gun fucilitates various
computerized target shooting games. By alternately flushing
portions of the TV display a program can determine the

26

area 3t which the Tight gun is pointed. This pernuts the
user to wdicate vanous types of choices by painting the
gun at appropriate portions of the display.

Applications Philosophy

The open ended aspect of a stored program computer
differentiates it from other types of recreational and edu-
cational devices. Any number of special purpose devices
such as TV games, shutfleboard tables, electne foathall
games, and educational toys are wWeally susted 10 ther m-
tended function, None of these. however, wili change thew
characteristies as user moods or interests change. Many of
these special purpose devices are seldom used atter their
il novelty expires The stored program computer s a
geaeral purpose device, New programs can adapt a1 to
changng moods and wterests without the expense of new
hardware. Tt can satisty the needs of young and ohd and can
grow with individual abihities,

The real value of the home school system hes o ats
abitity to stunatate and develop hwnaa capabilities that are
often ignored or discouraged by conventiondl recreational
and educational devices. The computer system provides an
environment that stunulates experimentation, anadysis, and
creatinity. For example. contemporaty TV encourages pas
sive viewing, However, the computer attached toa 1V wt
enibles the user to nteract and play o game with the TV
set. As the games plaved meeease in sophistication. the user
is encouraged o improve s anabveal abiities. The user
can subsequently he encouraged to experiment via speafic
progearis or eventually to write his owa programs,

fora child, the computer may uitally provide anthmetac
or spelting drills. Even this kind of memory developmient
can be made more interesting vig interaction with the com-
puter. However, the chuld will eventually bepin 10 wonder
about the compater. Programs are made avalahle which
stunulate this cuniosity and let han experanent with chang.
ing game males. He can even begm to formulate snd develop
his vwn sinple programs it g vanety of simuabation fanguages,
While the initiat use of the compuater mvolyes memory shalls,
1t eventually envouriges expernnentation and e develop-
ment of analy heal and other capatubities

The creation of programs that stimubate the user 1o
develop mentably s a clullengime task with a high payott m
terms of satisfuction We have only begun to esplore this
ares of use tor very sanalll inexpensive, prachcal compulers
of the type desciibed here, Even so, the nuber and nchness
of uses for thas type of system are surprsing. fhose of us
who are expenenved with 63,000 byte mam memones and
large dise files may be mchimed to demns o 1024 byte
Moy systeitt us unascable But, m fact, such a system
can be adapted to o wide range of uses Over S0 speaitic
applivations of the imexpensie home school system wall
be listed i the following sections. Many represent chasses of
programs which could be developed.

Four general areas of use are wdentificd i Fagure 8. These
arcas will be discussed indwvadually slthough there i a high
degree of overtap between them. Most of the hsted uses only |
require the busic svitem. Reference 18 also descrbes a
number of uscs tmostly games) that have been programmed
on larger computers with hard copy output. Many of these
are readily adapted to the low-cost computer.

COMPUTER
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Utility Applications

This category of applications involves use of the computer
o aclueve speciabized functions such as those listed in
Table 1.

*Four Function Decimal Caicuistor
Hex Binary Calculator
Game Score Kesper

*Number Base Converter
Weight/Measure Converter (Metricl
Secret Code Computer
Logic Mactune’
Classstication Computer
Gambiing Steategy Computer
Other Specialized Catculators
ftemperature convarsion, interest, #1c.)
Electrnnic Dice
Randam Number Generator
Stmulation Game Computer
Bar Graph
Interactive Audio-Visual Toy

*TV Greeting Card

*Elecironic “Etch 8 Sketch™
TV Puppe!

*Audho Vitual Demonitrator

Mind Reading Computes

Party Compatituhity Computer
Programmed Timet/Controller
Stop Watch/Game Timer

Simptie Electronic Organ
Metronome

Adverusing Display

*Already devetoped ftor the COSMAC miniprocessor.

Table 1. Unhity Apphcations

A simulated four-function decimial caleulator has been
implemented on the basic 1024 byte memory system. This
includes display refresh, digit pattern tables, and decimal
arithmetic algorithims with 20-digit operand and resuit
capabibty. A 2044 byte memory would permit develop-
ment of a programmable calcultor with mubti-line display.
Optional ROM chips could provide a permanently resident
calculator capability if desired.

A vaniety of speciahized caleulators can be implemented
on the basic system. Programs (o provide scorekeeping for
card, war, of commcercial games could be provided. Children

could have their own seeret code coumputer o several
years a plastic toy rock identification computer fias been
on the market. Certain tests are performed teolor, hard-
ness, ¢te.) on 2 mineral sample The plastic compater and 3
set of cards is then used to wlcntify the sample. The basic
home/school system could readily be programmed as a
classification computer of this type

Logic machines have held 2 certain fascination for yeans.®
The computer readily simulates a variety of machines of
this type. It can alsa be programmed 10 sumnlste yambling
algorithins. A pair of dice s caaly simulated for uee ina
number of games. Random number generating ma. lunes find
use in various schoul courses and expenients. Senous war
game fans can use computer penerated hattie sesubts and
score keeping to advantage. The leadmp magasine an the
field, “Strategy & Toctics,” has over 20,000 subscrihers
indicating a wide inferest in this (ype of g tivity

For very young children the computer simulates a vanety
of interactive, audio-visual toys that make sounds and
change TV pictures in sesponse 1o key depressions. Cus-
tomized, animated. TV Greenng Cards Decaratims for
Birthdays, Christimas, or Halloween can be provided  Sun-
ple, key operated TV puppets are porsible Stepping a spot
around the screen pernuts diawing TV protures

The abiity to synchromze auhio tape frames with pro.
grams permits programmed audio visual tutonals for home
and school or eye-catchmg adsertising displays The basic
system real-time clock facihitates key operated pame timee
or stop watch capsbibity. The program controfled speakes
turns the computer into a simple electron arpan or
metronome. TV display can be included with the sound
generation,

Test and Drill Applications

These are probably the first types of uses that come 10
mind when cducation 1s mentioned Drills involve the devel-
opment of memory or conditioned retlexes. Testing can
involve the development of uther skills, as well The infwnte
patience of a computer makes st sdeal for dnfls Imeractive
capability adds nterest and motwanon. Some specfic

examples are included in Tahle 2.

*TV Anthmenc Dald
*Word Spelling Drb)
*Ward Recogrition Test
*Pattern Recogninion {(Superimposed, Complex}
Elecironic Flysh Cards
Classroom Group Games
Preschool Shape/Color Recogninion
Up Down, Lett Aight Disceimination
Sound Picture Matching
Reading Readinass Skt Dnills
Logrcal Aptitude Test®
*Number Base Conversion Onitl
Fiap Board Simufatar '
Morse Code Drul
Reflex Testing
* Logical Deduction Test {21 Questions)
Logidex
Memory Yraining (Sobriety Test)
indwiduat Testing & Scoring Acd
Change Making Drilt
X-Y Curve Plotting Drill
Time Sense Devetopmant

*Already develaped for the COSMAC mintprocessor.

Figure 8. Arees of Use
August 1974

Table 2. Test snd Dril) Applicatioms
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Lecl

DEDICATED LEASED

CHANNEE\\\

OVERSEAS -—
CU- OVERSEAS CU - U.S. LINK
LINK

TYPICAL LEASED CHANNEL SYSTEM

LCCU FUNCTION

¢SPEED/CODE CONVERSION
SMESSAGE STORAGE
*PLAYBACK/ANSWERBACK
¢CHARACTER EXPANSION
*CHANNEL CONTROL



Lecw

=

SPEED/ CODE CONVERSION

e OVERSEAS — § BITS/CHAR
(BALDOT)

— SLow sSPEED (TTY)
(So - 300 R®\TS|SEC)

e DOMESTIC — & W\TS /CHAR.
' CASC 1Y)

— HIGHER SPEFDS
(300 — 4800 BvITs|S.)
- VOICE GRADCE

Lec L

MESSAGE STORAGE

e TIME DIFFERENCES

e RUWFFERING FOR SPEED®
DIFFERENCES




[ Y

EXAMPLE OF CHARACTER EXPANSION

ASCII BAUDOT
$ —DOLLAR
# — NUMBER

e 2

PRE-X P \MPLEMENTATION

HARDWARE CODE CONVERSION
HARDWARE ANSWERBACK
TAPE LoOPS (MIN. OF TWO)
CUSTOMIZATION IN HARD.

— CHAR. EXPANSION

— CONTROL CHAR,

- CHANNEL CONTROL




Le

*COSMAC

oFLOPPY DISC & INTERFACE
*COMMUNICATIONS INTERFACES
*OTHER

LeLm

OVERSEAS

COMMUNICATIONS
INTERFACE

[}
|

|
IDEDICATED TTY
} CHANNEL

@ = o -

OVERSEAS
OFFICE

-t

TV
DISPLAY KEYBOARD
LS| MICROPROCESSOR
CONTROL PANEL DOMESTIC
- COMMUNICATIONS
o5 LSIoHER INTERFACE
MOS LS| MEMORY
TV INTERFACE 3
RS-232C
MODEM
FLOPPY DISC —3
VOICE GRADE
INTERFACE YOICE GRADE |
:
' | U.S.
OFFICE
FLOPPY ) 512 BLOCKS

DISC

LEASED CHANNEL CONTROL UNIT




LCec
COMMUNICATIONS INTERFACES
-- USE UAR/T LS| CHIPS
-~ TTY/RS-232
' -- FULL DUPLEX
-~ SOFTWARE CONTROL
& SPEEDS
® CHARACTER CODES & FORMATS
e PARITY
® CHARACTER EXPANSION
LN

ADVANTAGES OF MICROPROCESSOR IMPLEMENTATION

e SYSTEM CUSTOMIZING VIA SOFTWARE CHANGES

® DYNAMIC MEMORY ALLOCATION

PROGRAMMABLE SYSTEM SPECS (SPEEDS, CODES, ETC.)
MESSAGE PRIORITY

LOWER COST, HIGHER PERFORMANCE

MAINTENANCE

RAPID SYSTEM REGENERATION




Lecen

FUNCTIONS

--SERIAL TO PARALLEL, PARALLEL TO SERIAL
--CHARACTER SYNCHRON{IZATION & BUFFERING
--PARITY GENERATION & CHECKING
-~ABNORMAL CONDITION DETECTION
--STATUS/OPERATOR DISPLAYS

[N 119

COMMUNICATIONS CE'S

e INTERRWPT CPlLL
e FLAGS ENCODED
. e PRIORITY IN SOFTW ARE
— READ REFORE WRITE
— DOMESTIC CHIGH-SPEED)
BEFORE OVER SEAS (Low-
SPEED).




Lt

Ve

INTELL

IGENT COMMUNICATIONS SUBSYSTEMS

MICROPROCESSOR-BASED
*CONCENTRATORS
sMULTIPLEXORS
*FRONT ENDS
*CODE/SPEED CONVERTERS
*ANY COMBINATIONS OF THE ABOVE

FLOPPY DISCS

FLOP
IemMm

a—

CDS-1l0 FD CUSED IN SYST)

CE

PY DISCS

DISKETTE
SOFT/HARD SECTOR\N G
DOUWBLE FREGQ. ENCODING

- ORGANIVZATION

= T/O \WSTRUCT\ONS




weut

ELOPP‘/ D\sc S

e LOW COST <~.oa_¢/srr)
e RANDOM ACCESS (T0 8LOCK)

e NON-VOLATILE

i

Leck

FLOPP\/ DISC (FD)

P st

FLEXIBLE OXIDE COATED Disc
IN TACKET
DATA ON ONE SIDE ONLY
e HOLES FOR

- INDEXING

~ SECTORING (OPTIONAL)
o HE’/-H) CONTACT WHEN
READING fwRITYWL &



Lech

Leew

TYPICAL SPECS

CAPACITY => I-3 MBITS
TRACKS = c4-77
TRANSFER RATE = 33-250 KBITS/S.

DISC LIFE = |—~/0 MiLLIoV PaAsSES
PER TRACK

e (HARD SECToRS =7 8-32 /TRACIK )

FD DRIVE

SLoOwW SPEED (90-37§ RPM)
HEAD LOAD/UNLOAD
HEAD STEPPED TO DESIRED
TRACK ( 6-I0 MS/STEP)
STABILIZATION DELAYS
( HD LOAD, LAST STEP, ETC.)




LCCHA

IBRM DISKETTE

e 77 TRACKS
e 360 RPM

e 250 WKRITS /SEC.

e UWSE ONLY ONE SIDE OF

DISC |
e SINGLE INDEX HOLE (SOFT)
X e 32 SECTORVWOLES

X HARD SECTORING STD.

tecl

E. ]

DISKETTE CAPACITY
e 3. MRITS RAW CAPAC\TY

e HARD SECT. |28 BYTES |BLock
32xX77 = 2464 BlLockSs

=> 3]3: 392 RBYTES
- DATA E = 2.5 MBITS

e SOFT. SECT. == 2 MRBITS.




Lecuw

Wen

HEAD CONTROL

e HEAD MOVED VIA STEPPER
(E-10 MS STEPS)

e« HEAD LOADED/UNLOADED

e STARBILIZATION DELAYS
(HEAD LOADED, LAST STEP, ETC)

e

DISC_SECTORING

e SOFT (SOFTWARE)
" — ONE [NDEX HOLE

e HARD C(HARDWARE)
— ONE INDEX HOLE
— SECTOR HOLES PHYSICALLY
IDENTIFY START OF SECTOR

9
0




LEC

DI\SC FORMAT

Ao

SECTOR SECTOR
Ps Syuc BYTE P
GaP ¢6S ' BDATA *$| GaP
R TrALWEG
_YTES
Sk CHECiC

C\L8 BYTES)
msnmew
Cdd's)

tecu

syre

- to

HRRD SECTORING (vs SOFT)

/2 REV. AVE. LATENCY (] FoRS)
SIMPLER HARDWARE
e LESS CPW ACTION

e FIXED LENGTH RECORDS

Cl128 /256 RYTES)

- HARD

HIEHER CAPACITY (2.5 VS 2 MBITs)

J

SoFT
CX8W FORMAT)



Al el o

NOTE
3
CAPS BETWEEN BLockS USWALLY
ALLoWw FOR DATA CHAINING
“on THE FLY ',

Lecu

¢ 1 ¢ d 1 v ¢é 1t ¢ 1 ¢ 1 ¢

BIT¢ 1+ 2 3 4 S5 6 T P

CHARACTER-8BITS + PARITY (9BITS

/CHARACTER)
LEGEND

| svc puise . ALL PULSES ARE OF THE SAME
| DATA PULSE-PRESENCE =>"1", ABSENCE =>"¢" }WIDTH-WIDER SYNC PULSES

E A
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A microprocessor implementation of a dedicated
store-and-forward data communications system

by P. AL RUSSO and M. D. LIPPMAN

RCA fLaboratories
Princeton, New Jersey

INTRODUCTION

The stored-programy  approach to data communications
system design is not new. The past several years have
witnessed a large and ever-increasing number of mini-
computers and larger processors dedicated to the imple
mentation of a variety of data communications funections.
To date, however, the use of computers has been relegated
primarily to medium-sized and larger systens where highly
complrx dats communicalions requirements justifv reason-
ably large investiments in hardware and software. In many
low-cnd applications, however, the high cost of minicom-
puters and their associated peripherals cannot be justified.
This is especially true in a dedicated system where two
terminals (or groups of terminals) communicate over a
dedicated communications channel.

The advent of low-cost LSI microprocessors and mass
storage devices (e.g., floppy discs) is having a significant
impact on the design of new low-end data communication
systems. A multitude of systems that, until recently, would
have required a hard-wired logic implementation with
logic speeds far in excess of the system requirements, can
now realize the many advantages of the stored program
approach. These advantages include, among others, lower
cost, programmahility (fexibility), improved reliability,
ease of maintenance, and the addition of many new system
functions hitherto impractical to implement via hard-wired
logic. The many advantages of micro-processor implementa-
tions of data communications systems are discussed more
fully below,

In this paper we will deseribe a dedicated storc-and-for-
ward system that may prove suitable for international data
communications. The system is configured around the RCA
COSMAC LSf microprocessor and the Century Data Sys-
tems CDS-110 floppy dise, with suitable dise, keyboard,
display and communications interfaces. The system archi-
tecture, disc interface organization, COSMAC micropro-
cessor, data structure and the system functional capability
will be detailed. Fmphasis will be placed on various new
functions achicvable with stored-program control. Finally,
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other potential applications of microprocessors in the data
communication ficld will be briefly discussed.

LEASED CHANNEL SYSTEM

The dedicated storc-and-forward data communications
system that we have implemented is functionally reluted
to currently eommereially jeased
channel systems. Henee, for the purpose ot this paper, we
will also refer to the microprocessor based system as a
leased channel system. An international leased channel is a
dedicated communieations link  between a  customer’s
domestic and foreign offices, Figure 1. Typieally, this link is
made via a leased channel control unit (CU7) that performs
a varicty of functions. Many CU's are usually located in a
single centralized control room. The CU acts as an interiace
between domestic and foreign communications networks.
This includes both clectrical interfacing and message format
interfacing, such as code and speed conversion. Typieally,
the international link employs 3-level baudot character
encoding whereas the domestie link uses 8-level ASCILL The
control unit also handles character expansion, handshaking,
playback/answerback control, message switching and mes-
sage storage. Message storage is often desirable both because
of existing time differences between distant offices and
because of transmission speed differences on the interna-
tional and domestic links.

A typical current implementation of a CU consists of a
dedicated rack of special-purpose hardware specifically
tailored to a given customer’s requirements. The principal
sub-assemblics are a message switch with appropriate
communication interfaces, code converters, and relatively
cxpensive tape-loop storage media. Also a minimum of two
tape loops are required per system sinee internationally
and domestically bound traffic cannot share the same loop.
Finally, usc of scrial storuge media necessitates that mes-
sdges be transmitted in the same order they are received.

The principal undcesirable features of hard-wired leased
channel implementations are high cost, difficulty in custom-

internaiional
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Figuee 4 One byte instruction format

of the R oregisters. but is decodid as needed. For example,
for wetruction #37, N sefeets the type of branch instruction
desarind

Instruetion “07 permits byte transfers between memory
and input output deviees via the common byte bus. The
value of N spevifies the direction of the byte transfor,
MR X3 ean be sent to an input output deviee or an
wput output byte ean be stored at MURX)). The digit in
N 1’ om avatluble externally during exceution of the
inpat eutput byte transfor fnstruetion. This digit code can
b used by enternal T O deviee logie to interpret the com-
moi pus byt For exampie, speeibie X eades might speeify
that an eutput by te b interpreted as an 1 O deviee seloes
tion code, & control code, or a data byte. Other N codes
might catse status or data bytes to be supplied by an 1.0
devies COSMAC ean directly address up to 63K bytes of
RAN or RUML has a program exeeution sperd of up to
10000 instructions second und can achieve o DALA barst
transior pate of up to 200,000 bytes second. Additional and
wmors detaibad infermation on the COSMAC microprocessor
at-hitecture und its instruction set is available in References
Tand 2.

Our expenenee, to date, indicates that COSMAC s
ndead veey well suited 1o the types of processing requined
in data enmimunications svstems (table look-up, interrupt
dnven woltware, data managementt. Multiply and divide
mist be done inosoftware, but these operations are un-
commen in fow end data communications systems,

COMMUNICATIONS INTFERFACES

An interface links the microprocessor to each communi-

cations

annl The domestic interface connerts 1o 8 voiees
grade tebephone hine via an R2223207 cotpatible medem or
dits <ot The overseas interface conneets directly to overseas
clanel terminal equipment which aerepts TTY currents
heop signals

Hoth anterfaces may be active simultancously supporting
full«luplox asynchronous data transmission, They perform
seoabto-paraliel and pamllel-toserial conveavion, parity
generation and checking. and  character synchrenization
and bufering. For convenience, status display registers are
sl included in the communications interfaces. To maintain

maximum fexibility, all other communications funetions, 0

such ag code conversion and coutrol charncter revognition,
are prrformed in software. More detailid information on
the operntion and implementation of the communications
interfaces i prscuted inoa companion papee.?

FLOPPY DISC INTERFACE
Floppy discs

Sinee the commercial intraduction of floppy dises in the
latter part of 1972, the nunber of anhouneed drives las
inereased from two (CDS and Memorexs te almost a dozen,
Use of floppy dises in sy~tems sach as the TRA 3740 Data
Entry System attests to the foppy dise drive’s basic sim-
plicity, Jow cost (potentinlly much ower) and applicatility
to many low end svstems,

Propertivs common to most floppy dise drives include
the following: The recording malium is a non-volatile,
Rexible, small {(7.5% dia.) oxide ronted dise, usunlly packeted
i an eavelope. Daty is tecorded on only one side of the
dise. Typically, & one inch reconting band i aceessidle
through an aperture in the snvedope, During reading or
writing, coutact is usually made between the hiead and
medivin (in some
Sinee some contaet ¢

Loa “ragile” aie besting evists)
Nists, precise “flviag head” and e
chanieal stability problems are avoided- - however, head
and mcdium wear do oceur and must be aceounted foe
(uually by maintaining head dise contact only during
reading gnd writing). The dise rotates at slow speads ranging
from 90 to 400 RPM, ean store typically 0.5 ta 2.5 Mbits,
has an average ne e ol whout 500 mitliseconds, ean
transfer data at 3 Rbits second, and costs about §5.
Chunging cartridges can be accomplished in sevonds. More

oisc
G4 TRACKS

Figure 5—Floppy disc duta structurs

)
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information on foppy dises in availuble in Refercnces 4
Vrough .

Interfaee organization

Appendix A presents a block dingrsm of the floppy dise
FDVintertace and discussen the hardware implementation.
The  philosaphy behind  the interfaee architecture wan
wetivated by oour Jeared channel project, A substantial
portun of the CI'U processing power will be noeded 10
support the conmunications imterfaces. Thus it was deeided
to dediate the CPU'S Duert Memory Aceess (DMA)
channel to the FD wheurver I O 10 Srom the dise i required
O courw, the DMA w avilable 10 other deviees (curh an
e TV diplay) whenever the FI i et busy. With the
atwve philasophy, the CPC need onhy issue & few instrue-
tione and then cheek, periodically, to s if the dota trans-
fer i completed,

Four instructions nead to be iesued by the CPU to offect
data transfer, Theswe will seleet the FD. Joad approriate
statue information into a two-byte buffer (2 insiructions)
and start the 10 aperation. \When block Gansmission in
completid, o flag s raisdd which eare bee texted by the CPGL
Earh dise sector 68 sectors track, 68 trucks dise) wil
contain one 256 Inte block, see Figure 5 Fach bluek eonsist«
of & 16 byte rviihitenizition pattem duta by tew and
80 X byte teahing pattern, Fycuee 6 The total dise capaeity
i thus 512 blocks or 131072 bytes (118,754 data byten),
There are 9 bats byvee ata Ints plus parity This block
per sevtor approwmh greatly siphins the anterfnee elee-
tranies awd vome 1o b g useful arpanization for most low
cunt randotn wevess bulk storage sy stemis envisioned.,

The selection of a0 256 byte blovk size i conjunetion with
the present design allows for an 11 mser guard gap fodlow-
ing the data black before the next sector i peached. Thus
there 1 enongh time for the ~ftware to acama the very

next wetor shoubd data chaining be desieed.

dd0ded0000teeed4 (|15 pyTES SYNC
4644454004 94FC || PATTERN

////
1P Ls

232 DATA BYTES

8 TRAILING BYTES

Figure 8— Data block structure

The present inlerface v equipped wite s cantrol paned
which, among other things, rescte the head over toack @#9,
A boatstrap feature enubles the vser 1o enter w bowdee pro-
gram (resident on the dise) into the CPU's menore at the
flick of a switeh. This loader con then lnad the CPU S aom-
ory with any other program residing on dise, and rendera
the system completely  seliv ontaned nofar as Initsal
Program Londing (31111 i« conecned.

Controd buffer

Kinee the FD interface must work independontiy ol the
CPU, it mustinitially be provedod sith <tatus anfornation.
Thix status informntion st s dud the following

= track inforwation
- peretar ifornution
~— peadd wate anforiation

Ktatus information ju storad n the antrfaee a0 o teo
byte coutrol buffer, The it asagmments are presentod n
Figure 7.

Cae of the conteml buffer in ta FD onterfare condides it
to work vumpletely independentiy from the CI'F e all
the information the mterfaee soeds s ontinumedy avaitable
tait,

Dise related CIPU insdiurtions

In our current inplementation, s 61 peteaction s deets”™
the periphersd deviee tooor from which smiotmation e te
teansfoered Deviee seloctinn s cwenmpdiodo d by esanng
euch IO device a “devies smds t and oneanng that
MAUXD enntuins the desped dovies nade e when the
“GIT instruction s executed. The fve CPU St tions
nevded for dine CPU eommian et ate ws Gllow

1 MARIN Fuae tion

6l Selort K

G2 Lol Bufor A
2 Looad Buffer I8
(24 X X Start 1 0

62 WINNXXNXXX Turn Fly ol

When o start [0 instruction s ieaued, the hond moves
over the desired travk ahd the correct sector in lovgted
Simultancousty, the head is doaded teontact witle dice 1o
made) and all suitable stabthzation defays are gowerated.
When the desired sector reaches the hexd and all <t dihiza-
tion delave have clapsed, the interface will raise the IN
REQ or OUT R¥Q} linex of the DMA ether wishing to
store a byte in MR or requesting s byte fram M:tah).
Sece References 1 and 2 for detailx on the operation of the
CPU's DMA channcl. When onc data block huy been trans-
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Microcomputers promise the engineer new design
freedom. But, to harness the potential power of tiny
computer chips, he has to enter an often unfamiliar
world where software and circuitry must be skillfully
combined. In forging the connections between various
pieces of microcomputer system equipment, the engi-
neer faces a task that demands the full use of these
skills.

The box on this page reviews some of the basic
terms used to describe this interconnection, or inter-
facing process.

Starting on the next page, Paul Russo and Michael
Lippman describe how they designed the interfaces
for a microcomputer-based store-and-forward commu-
nications system. Their experience illustrates how in-
terfacing techniques can be combined to meet the re-
quirements of a particular system design.

Howard Falk Senior Associate Editor

Reprinted by permission from IEEE SPECTRUM
Vol. 11, No. 9, September 1974, pp. 59-67
Copynght 1974. by the Institute of Electrical and Electronics Engineers, Inc.
PRINTED IN THE U.S.A.
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A proper interface serves as communications traffic cop,
setting priorities and directing the flow of messages

Taking a more general view, it seems important to
consider the overall role of a microcomputer interface.
The basic job of such an interface is to allow the
transfer of information, back and forth between the
processor section of the microcomputer system and
various devices such as communication lines, key-
boards, CRT displays, large memories, data collection
devices, and control actuators.

Since the processor usually talks to all its peripher-
als over only one or two main interconnecting busses,
the interface must insure that processor outputs reach
only the intended peripheral. In the reverse direction,
the interface must provide a means for information
from each peripheral to reach the processor without
interfering with other units hanging on the system
busses. In addition, the interface must reconcile any
differences between microprocessor and peripheral
timing. The microprocessor runs on its own internal

- A vnee s Lcoen fmdoncen ol
clock, D“th\dula miay, Or may oy, nave internai

clocks of their own.

What is a peripheral interface?

A Microcomputer system centers around a Micropro-
cessor unit, capabie of performing logical functions
under the control of sequences of software instruc-
tions. Closely tied to the microprocessor is a Memo-
ry unit, capable of storing data and programmed
(software) instructions.

The rest of the system is made up of peripheral
units. Devices such as keyboards. teletypes, tape
readers, CRT displays, disk memories, and even
communications links, are all considered to be pe-
ripherals, when they are connected to the processor.

Data flows between the processor and the periph-
erals over a Data bus. Individual, binary data bits,
travel on this bus in groups called bytes. For most
microprocessors, a byte consists of 8 bits (however,
there are also 4-, 12-, and 16-bit processors). One of
these can be a parity bit, which may be added to

B
Pt EE——
" % ; ! Data bus Data
‘ Microprocessar S . T Peripherii Peripheral
‘ and bi | nterioce device
memary
| DolET TEERETIT TR
i . Control signais | j Control signals \

~

make the sum of the 8 bits in the byte either an odd
or an even number. This process can then be used
to check for possible errors in the data, caused by
noise or system malfunction.

The Peripheral interface is necessary to convert
the data from the processor format to one that is ac-
ceptable to the peripheral device, and also to per-
form the required conversion from peripheral to sro-
cessor data formats. The interface also reconciles
timing differences and relays processor instructions
in the form of control signals to the peripheral.

Flags—-usually fiip-flops—in the interface, are set
to inform the processor of significant current, periph-
eral conditions. Interrupts are signals generated by
the interface to force the processor o take immedi-
ate action when the peripheral must have quick ser-
vice.—H. F.
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Data from peripherals

The interface usually handles timing prohlems by
temporarily storing data in shift registers or (lip. Nops.
Then, when the provessor is ready to take the data
from a peripheral, the bits can be “clocked” out of
this temporary storage hy the processor clock.

Beyond the problem of reconciling data-transfer
tining, the interface provides means for the processor
to control peripheral actions and to get status infor-
mation {rom the peripherals. Most mictoprocessors
also provide one or more interrupt lines that the pe-
ripheral devices can yank, when they have an urgent
need for attention from the processor.

Latches and muttiplexers are basic

A simple input-output interface arrangement is
shown in Fig. 1. Here, the bus from the processor
transfers data to the peripherals through groups of
flip-flops, called latrhes. A control signal {rom the
processor selects the flip-flop group in which each
segment of output data is to be stored, and each of
these groups is connected to a different peripheral de-
vice.

Data coming into the processor from the peripher-
als is fed into a multiplexer. Using input select sig-

e o0

nals the processor can choose which input it wishes to
conneet toits datn bus,

Muitiplexing is generally done by hanging a set of
logae gates on the data bus connected (o the output of
each peripheral device. When enabled. a given
group of gates conneet the desired peripheral output
to the data bus.

Tri-state gaten are increasingly used for this func-
tion. In addition to the usunl input and output signal
lines, tri-state gates have a rpecial control line input.
When the contral line is ON, the gate looks like any
other logic gate--that is, its outputs can be either in
the “1 or 0 state.” The added fenture comes in when
the contral hine in OFF. Then the autput of the gate
has a very high impedence, and looks almost like an
open circuit.

For the engineer who wants to connect many differ-
ent deviees directly o a xingle, common bus, the tn.
state gate is indeed a hoan, It victually eliminates the
need to deal with complicated impedance laading cal-
culations, and kubstitutes simple control Jine selec-
tion of devices, for what might otherwise be 8 more
cumbersame multiplexing procedure.

However, many logic designers don't yet feel com-

fortable connecting outputs direetly together, in the
way made possible by (ri-state gater.

Intertaces on a chip are appearing

Mast 1 O interfaces for microcomputer systems are
built up on integrated logic circuit pack , bt
complete interface packages on a single chnp are be.
ginning to appear.

Designing and producing a large-scaie integrated
(LS chip is expensive, but many powerful features
can be packed into a small space. The idea 8 to pro-
vide one part that can be set to serve many differ-
ent interface functions. Then each peripheral device
can interact with the microprocessor through its own
inter{ace chip. With one chip for each peripheral, the
volume use of the chips make the use of LN economi-
cal.

The P'eripheral Interfare Adapter (P1A), shown in
Fig. 2, was designed by Motorola Semiconductor
Products Inc. to serve peripheral devices. Data from
the microprocessor reaches the peripheral through ei-
ther of twa Peripheral Interface Registers that con.
tain the necessary iatches. Data from the peripheral
to the processor is gated directly onto the processor

Case history: stere and forward

Here, in one system, are interfaces for
communications, a {loppy disk, and a TV display

Interiaces were a central concern in our desiun of a
micrprreces<ar-haseu  store-and-forward cstem at
RUAor mternational leased line communications.

We found it desirable to make a number of inter-
face parimeters pregram-selectable, or programma-

Paul M. Russo, Michael D. Lippman
RCA Laboratories

eyt L

ble. For example. in our communication link inter-
faces, transmission characteristics such as data rate,
stop-bit tength, character length, and parity are pro-
grammable and can all be set by simple software in-
structions.

A} Systemi-intertace interconnections. Linking the proces-
sor and the peripheral interfaces are a data bus, a control
bus. and speciat lines for: interrupls, cycle slealing, and
Initial program loading.

frites = aton gt
commune atons
et LN egurpment

e
{Kevboad |

.

Just how our desizn finally took shupe will become
evident as we present a deseription of the wystem's in-
terface hardware and soitware.

Moving messages through the system

Incominy messages enter the sustem theough one of

twe communications interfaces, Here the messages
are converted from a stream of bits into charaeters,
cach contmned in an R bit data byte. Fhese byvtes are
transferred, one at a thoe, into the system’s semicon-
ductor random memory (RAM). When 232
bytes aceumulnte, they form a Bluck of data.

‘The data block s then moved into the larger disk
memory, where it s held until needed for retransmis-
xion. Outzionng date blocks move from dick, to RAM.
W the appropriathy commumcations line.

The REA COSMAC microprocessar controls this
sequence of events with programs written o fll the
requirement« of the overall store and-forward com-
WUNICATON Process,

aceess

The entire microcomputer svstem (Fig. A) conaists
of a large seale integrated miceoprocessor, a 4096 hyte
RAM, and five penipheral interfaces, each of which
wse a group of integrated eireait packages, and serve
to connect different “deviees™ to the system

The nueraprocessar makes both 1 data bus and a
ceatrol hus availuhle o the peripherals. Fhese busses
varey almost all the informition that flows hetween
the processar and the peripherads

Since several different interfaces are connected to
these busses, there must be a clear way to indicate
which interface is permitted to be active at any given
motwtt. The Select instruction pedorms this assign-
ment funetion

Fach interfuce has its own, unique selection num-
ber. For exumple, s Select jnstruction together with

the numbier U8 on the data bus, will activate the flup.
py disk interfare. Once an interface is ected, it ix
free to act on further pracessar instrycetjon-.

To controb certain peripheral functions such as
disk startup and head location, of cotimuncations
transmiscion spred  the procecar o a0 Set

struction. Other processor instructions are ased ta
test the state of external flag jines. Tle aes are
connected to flip-flops, set by the peripbaral inter
faces to indiente such conditions as reading s to read
orwrite, s well as foults and error condstens

Three special lines allow the peripberal interfaces
to initiate system actions, without first petting per-
mission from the processor. By using the Interrupt
ftne, the communication interfices demand immedi-
ate handbing of ineoming data ad it arnes o the
commumeations links, and an immediate supply aof
outpoing data fram the RAM, ax it i~ needed for
transmission over the dinks. With the (efe apeal
hness the tloppy disk memory and TV display gain
direct aceess 1o the RAM o they can wiite inta the
memory. or readd from at, without software instruce-
tions Finallv, via the Load hine, the ss tem ean be
reset and restarted  using o disk-stored program -
after a catastrophie failure or loss of power

Inside the communications interface

When a commumications interface has roceived an
incoming character from its communication- hink, it
raices the miceaprocessor interrupt line At the same
time, this unit raises an external flag, EFY to indi
cate that s receved character is assilable,

At the mictoprocessor, the intermpt canses the
ongoing program o hranch to a special software ron
tine desined to service interrupts. Since there s anly
one interrupt line, the routine must first find ot

TENE specirum SEFTEMBER 1974
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\2\ intettace an a chip, This tiexitle and sophisticated ln-
teriace was designed to connecl a wide variely of periph-
erals to the Motorola M6800 microprocessor system. Two
sets of lines are used to send and receive peripheral dala.

Contreol imnes |

data bus,

The provessor selects the peripheral deviee it wish.
es to talk to, by sending chip seleet control signals to
the PIA Control and Select Logic. Fvery peripheral
interface chip in the system is selectively wired so

ench wet up by nomingle contral bvte (34 bite of data}
sent from the processor on the system data bue. Sepa-
rate control signals to the Chup operation logic specifly
the register that will recewve the first control hvte.
When such a byte is received, its bits xet the registers
(or the kind of peripheral operation that is desired.

For example, the lata dircction register conirol
bits detine whether data can flow into, or out of, the
aystem data bus lines connected to Peripheral inter.
face regl A and 8. The data bus includes eight
parallel bit-liner and the direction of each of these
can he independently ket

Usually the “A™ data lines are set to send data in
from the peripheral 10 the processor, while the "R
lines are used to send data out to the peripheral. In-
deed the A and B sides of the PIA are specifically de-
signed to handle these data transfers efficiently. The
Control registers are set up to select the use of the in-
terrupt lines to the processor and the control lines to
and from the peripheral. One combination of control
hits in Control register I3 might set up control line B2
tiee Fig. 2) to go low, right after a data word from the
processor in loaded into Peripheral interface register
B. The same contro} setup could also specify that B2

would remain low until a rignal from the peripheral -
on line Bl -indicates that the data has< been received.
Finallv. the same control setup could relny the B
gignal back to the processor, on Interrupt line B, to
call for another datn word (o the peripheral. With this
kind of automatic operation, the programmer can set
up the PIAs to handle peripherals with very simple
and (nst software routines,

The PIA has two “interrupt” lines going to the mi-
croprocessor. These can be set up as (lag lines  pre-
senting information about the status of the peripheral
to the processor —or they can be set to he used as in-
terrupts, which demand the immediate attention of
the processar,

For situstions where input- output needs don’t have
to he gerved immediately, polling technigques  are
often used. In that case. the microprocessor is pro-
grammed to test the Control registers every so often,
for given logic levels on the flag lines, and when these
are found, it can leave its ongoing progrun temporar-
ily, to rerve the peripheral device that needs atten-
tion. When peripherals require more immediate at-
tention, interruptr fram the peripheral are used to
force the processor to branch from its ongoing pro-

FF2R i used to indicate special conditions, such as ab-
noarmad comamunteation ime operation

While a gaves interrupt is being serviced, al} other
interrupts must want their turn, Priorities for servic
ing interrupts are established in the processor’s soft-
ware anterrupt routine. For example, the domestic
communications interface s alwavs selected first by
the routine. Domestic data rates are usually higher
than international rates, and therefore the penalty for
keeping the domestic line waiting is greater. Like-
wise, Read interrupts are alwayvs given priority over
Write interrupts, because failure to read may result
in doss of data, but the worst penalty for failure to
write is time lost onan idle transmission line.

The interrupt driven form of data transfer is well
suited to the communications function. Competing
functions and devices are easily queued; each input
character can be examined and processed as it is re-
ceived: new devices are easily ndded; and existing de-
viee priorities are casily changed.

The hardware that communicates

Communications interface hardware centers on a
large-seale inteprated cirenit - contained in a single
4irlead  chip  that handles several kev functions.
This circwit, ealled a Universal assnchronous re-
cottor pranvnitter (ACARTY converts data bytes from
the microprocessor inte a stream of serial hits for the
tions link. The UART also performs the
opposite conversion. taking serial hits from the com
mumications link and shaping them inte characters
for the microcomputer svstem, Actually, each charae
ter consists of up te A data bits, and an odd even par
ity bit may be added. When eatled for, these parity
bits are geoerated by the UART as it transmits char.
acters, and the UART also checks the parity of in-

cOmmunic

coming characters from the communications Jink

Surroundmg the VART are a number of functional
blacks nnplemented in transistor transitor logic (we
Fig. Bi. The dnterface program regester provides the
means [of  MICTocomputer prograt i troctions to
contrut the Clock and the communu atims mode
(half- or full-duptex). Flip flops in this reciter select
speed-contrdl lines into the clock to atlow program
selection of bit-per-second transmission and reception
rates. The tvpe of parity (even or odeli, length of
characters, and number of stop bits u-cd in serinl
transmission are also under progrom control

To connect the transistor transistor I
circuits in the interface (o communicatens link «ir
cuits. some matching is necessary. This s done in the
Communications ik interface eircaitry, For finks
using RS dustry standard data interfaces volt
age-level shifting of “FIL signals is needed  For tele
type links, output currents must be cratrofled e
specified levels. Some communicstions links reqrire
that there be no direet ground connection. For these,
optical isolation devices must alsr be ineldid

Instructions to the communications iontoeluce (cran
the processor are received over the system’s control
bus and routed through the Instruction o coder which
interprets micenprocessor codes gnd generates logic
signals that can be used to controf the interfice hard-
wnre. Sinee some of these microprocessor codes come
over the system data bus, there is a Conironid deeord
er o interpret this added information. ‘[he Interface
status repnter indieates whether the interfoce is, or is
not, enrrently selected and thus allowed 10 communi
cate with the processor.

logae

The Control Togie disteibutes all the approprate in.
formatvn to the Interface program rocister, the
UART. and othier parts of the interface. '} he external

ot Dot Penpmerat ‘:__:;:: l.i:;n lh;.w signals will activate only the interface that is °
register A direction interface | + selected. .
register A repister A Other control signals from the processor allow the
p "B Data | processor data bus to reach any one of the rix PIA
: registers shown in Fig. 2. There are also signals that
Interrupts | properly time the peripheral interface outputs to the
] Nl To-"l processor and that reset .(he 'inl(-rfuu- f-in'uils when
[—s— | | peripheral | System power comes on. Two interrupt fines allow the
- y | PIA to initiate needed processor activities,

—— i : The PIA is capable of a wide variety of different
| Cortroi L . | operations, including  several powerful, automatic
| venais Control lines | mades. For example, a single command from the pro-

3 — [ cessar can send a data byte through the PIA ta its pe- R
~ Control Data Peripheral | <”B1— ripheral on a handshaking basis, and the PIA will do |
~=From direction wtorface (€823 pheral on ndshaking . ) |
¢ processor register 8 register B register B all the necessary detaits of housekeeping completely
: 1 N “T] T Data | automatically. '
! 3 E : 1 To get this kind of operation, the PIA must first be i
! Datatus N N .j L l set up, by loading appropriate control bits in its Con. !

e t z i y trol and Date direction registers. These Tegisters are |
o
1]
which of the two comaunicatinns interfaces sent the cessar {or transfers in the opposite direction, n Write 3
interrypt, and then determine what kind of service is instruction is used). On receipt of the Read instrue- i
weded ninrmation is obtained by testing tosee tion, the interface places the received byte on the H
whivh external flags are raised. ingoing data bus, and the processor clocks the hyte ;
Lhe actual programmed sequence in the interrupt into RAM memory. !
reatine includes a Select instruction for each commu- The system allows up to four external flags (EFs) (‘;
nications interface. Alrer an interface is selected. its for each peripheral interface, and the meaning of each H
external flags are tested to determine the presence  of these flags - or combinations of flags—can he dif- A
and catse of the pending terrupt. Knowing the de- ferent for cach interface. For the communications in-
vive and s flagued condition, the processor issues an terfaces, EF1 is set in conjunction with EF1 il the re
appropriate instruction to service that condition. For  ceived character is erroncous (bad parityy. When an
example, 1n response to flag EF1, indicating a re- interface is transmitting data. KF2 is set to indicate
ceived vte of dara is available, a Read instruction that the next character can be transferred. Finally, !
would be ixsued to call (or the transfer of a byte of ~
data frem the communications interface to the pro-
{8] tnternal of the ¢ intertace. Two
of these inlertaces are used in the system. One handles the .
domestic Iraftic link: the other, the overseas traftic link.
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gram to one that will serve the peripheral as soon as
powsible,

Interrupts and more interrupts

Mt present-day microprocessors make some form
of interrupt capability available. But there are inter-
rupts and interrupts. Some processors just give the
ustr a single general interrupt signal to work with,
and that s often far from adeguate. To handle the in-
terrupt properly, the system usunlly needs to know
where it originated and why it occurred.

Other processors, like the Intel 8008, use a single
interrupt line, hut offer 8 somewhat more eloborate
capahility, The user can code three bits, which allow
him to reach specified main memory locations. The
iden is to store the first instruction of an appropriate
interrupt-handling routine at each of these locations,
With three hinary bits, up to eight different interrupt
routines can be addressed. The capability is called a
vector interrapt.

some of the newer processors offer more than one
intermapt bie. The National Semiconductor IMP-16C
microprocessors offer two lines— one is a vector inter-
rupt; the other, a general interrupt. Motorola’s M680O

processor provides two interrupt lines, and the Toshi.
ba TLCS-12 processor has eight independent lines,
with a hardware-implemented priority scheme,

Of course, the system designer can usually make
his application work with a single, general interrupt
line, but there may be extra costs attached to his de-
sign. He may use external circuitry to handle priority
when several different interrupts occur together. That
will mean added equipment costs, He may be able to
solve the priovity problem with sofiware. But an in-
terrupt -handling subroutine takes time to handle the
jub, and time can be a eritical design parameter.

The capabilities of the interrupt lines give only part
of the design picture. Important also is the sequence
of events that occur when an interrupt takes place.

At thut time, the processor is probubly churning
away at ongoing program tasks. When an intereupt
oceurs, the processor is supposed to complete the cur-
rent ongoing program step, and then drop everything
to take care of the interrupt.

The problem is, that after the interrupt has been
served, the pricessor is supposed to continue the
ongoing program just where it left off. To return to
this task smoothly, it is always necessary to store

something. 1deally it would be best to store the entire
state of the machine including the contents of the
arithmetic accumulator, and all registers, as well as
all of the flags that indicate the statuses of various
system operations. In practical terms, storing the
contents of a few key registers may be adequate.

Having stored the ongoing program status, the pro-
cessor is free to handle the interrupt. When finished,
it can retrieve the status information and smoothly
resume its angoing tasks. This store-and-go operation
should, ideally, be as fust and simple as possible.

Some of the newer processors, like the Intel 8080,
Muatorola 6800, and the RCA COSMALC, take care of
this store-and go operation automatically, but with
other machines, the process may be more ditficult.

For example, a simple store-and-go procedure is not
possible in the Intel R0 After an interrupt, the 8008
registers that are used to reach the microcomputer
memory continue to hold address values needed by
the interrupted program. The user can get around
this shorteoming by reserving two of the processor's
general-purpose registers to hold the contents of these
main storage address registers during the interrupt.
But this is awkward, because in addition to the time

lost for the necessary program steps, two of the sys-
tem’s seven registers are then not available for pro-
cessing the interrupt.

A more acceptable alternative is to add enough ex-
ternal circuitry to supply a register that can hold
three bytes of information. By passing the contents of
the two storage address registers through the &%&'s
accumnulator register, the contents of all three of these
registers—-all the information needed to resume the
interrupted program-—can be stored in the new exter-
nal register.

Following the interrupt servicing process, the end
registers can be reloaded by using an input instruc-
tion to the external register. This process can be quite
efficient, in terms of the number of program steps re-
quired, if the external register is in the form of a push
down stack that can be bath “pushed” and "papped”
hy a single instruction. However, it does mean that
added hardware--the external register—must be
used.

One-chip communications interfaces

In minicomputer and microcomputer svstems, in-
terfuces with communications lines have usually been

flaz~ that sidorm the processor of the intertace cur
rent statts are placed on the system’s control bus by
the fnterrape and flay penerator. This information
comes from the UART and Status register, which is
used by the UART and other circats to recard the
cecurrence o such Gt conditions s parity etrors
and apen communivations Hnes.

The durd mmor element of the system, in adilition
to the compnications interface and the microproces-
sor KAM cowdanation, s the Quppy disk inteelace.

Stealing cycles for more efticient operation
The keyv i dure of the floppy disk interface s its
direet avee s 1o RAM memory, without necd for de-
taled tmicrocampater program control. Using this di-
built into the COSMAC
the disk can it data bytes into the RAM,
of take them out, without receiving even a Scleet

rect memory acvess feature
prowessor

command. In fuct, it can transfer this data while the
processar 15 occupied with other tasks, such us talking
ton commanicstions interface.

The direct memary sevess mechanism used here is
called cyele atealing. There are normally two micro-
provessor oycles tor each Program instruction: g feteh
cyele, followed by an execate cyele. When the evele
stent line comes up. say dirng w fetch, the processor
wl complete that tetch, and the corresponding exe-
cute eyvele, and then hald s breath for a one (yele
tnteeval before moving on with the next instruction,
fetch cycle. It is during these stolen one-eyele inter-
vals that data bytes are moved between the RAM
and the disk.

Before the cyele stealing can begin, a direct memo-
ry access address register must be loaded with the

[C}] Floppy disk interlace. Once set in motion by processor
commands, the disk speaks diroctly to the system's RAM
memory using a cycie steal lechnique.
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first RAM 1emory address of the data Dluck to be
read fron, or written on, the disk. Then the register
is automatically incremented at each succeeding sto-
len eyele, until an entire block of 232 data bytes has
been transfereed, And all the processor sees is a slight
slowdown, usually less than g T-percent reduction in
the time available for its ongoing prograne activities,

Controlling the floppy disk

The tloppy disks used in this system are 7.5 inches
in dinmeter. Data is recorded on one side of the disk
-- eoated with onide material - which is made of flexi-
ble plastic. The disk is packeted in a paper envelope,
and i recordmg band, about one inch wide is accessi-
ble through the envelope.

During reading and writing the disk is “loaded,” so
that physieal contact is made between the read -write
head and the disk surface. Since this causes wear, it
is desiruble to unload the disk as soon as possible.
The disk rotates at 90 r/min, can store 1.4 Mb, and
Data can be transferred from the disk

costs about

at a rate of 33 kbos, and it takes an average of 560 ms
tu reuch o desired specific data bluck on the disk.

Each of the disk’s 61 concentric dita tracks can
hold B complete blocks of data. Aand each of these
blocks begins with 16 hytes of synchronization infor-
mation. followed by 232 bytes of data, and capped off
by B hytes of trailing zeros.

This structure provides an 11-ms gap between adja-
cent blocks on the same track, and this gives the s
tem enoagh tune to process the blocks one right after
anuther,

Dhate from the disk s always trunsferred to the sys-
tem’s RAM mienmory, before going elsewhere, and all
data storcd on the dish comes to it frone the RAM
» with the compunications intertaees, o Select ine

s

struction - inctuding the disk’s identitving number
16 used to initiste contact between the processor and
the disk. Four additional instructzons are ueed 10 con-
trol dish functions, Lecate Awnd Lecere B ospecify the
disk storaze location for cach block of Nrart
fouds the disk head and allows data fow o or frem
the disk when the desired loepton s reached: N:
unloads the disk when the desired daty mransier is

RRIFN

completed,

To fullgw these disk cantral aperations in ware de
tail, refer to the interface functien diagrom in Fig. €
The Locate A instruction sends the desired track.
location number to the intertace Control Leate,
Locate B sends the corresponding sector-location
number.

Actually. the Locate B instruction servis a douhie
purpose sinve it also tells the control lezic whether
data is to be written onto the disk or read from ot

This tnformation, aleng with the current track and

sector location data, is stored in the Contnol Bogfer
where it i» available until updated by new Lecate A
or Locate B instructions.

When a Ntart instruction iz received, the Conenad
Logic activates the Head Positioning Logic to move
the head into the position stored in the Control Bujff-
er, and simultaneously loads the head into contact
with the di-k.

After the disk mechanizms have had time to settle
to steadv-state operation (delays to guarantee this are
generated hy the Control Legic), the actual dara
transter s initiated by the interface itself. No proces-
sor instrictions are needed during this transfer, which
is not complete unti} an entire block of data has Leen

and

moveat,
Wihen the disk is to he read. the disk head i57firet
loaded, the desired location is reached, and the read

oy trnum nuer
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constructed of dozens of integrated circuit Jogic pack-
ages mounted on large boards. Development of stan-
dard Universal asynchronous receiver-transmitter
{(UART) chips, each replacing 20 to 25 logic packages,
han conxiderahly wimplified this type of equipment.
The communications interfaces described by Russo
and Lippman in this article, illustrate # UART-based
design.

Recently, single-chip communications  interfaces
huve been announced and are expected to be on the
market soon, These large.scale integrated circuits
combine, in & single package, all of the functions
needed to connect a microprocessur system o 8 com-
munications link.

Mataraln Semivonductor seems to have the most
sophisticated of these new single-chip devices, Called
the Asynchronous Communications Interfuce Adapter
(ACIAY, this device operates with the Motorola
MGHOU microcomputer system to provide software
control of a variety of interface functions. Serial data
flows frum the communications link into a shift regis-
ter in the ACIA's Recrive data register section tsee
Fig. 4.

Here, incoming hits are assembled into bytes, 10 be

sent 1o the microprocessor on the system data bus,
Outgoing data moves from the system data bus to the
Tyransmit dota register, where it is shifted out as a
stream of serial bits—with necessary added trim-
mings, such as start bits and parity bits—onto the
communications link.

Operation of the interface i8 set up by software, in
the form of a single byte of control information stored
in the Control register. Among the communications
parameters controlled by the contents of this register
are: the word length, parity teven or odd), and num-
ber of stop bits for each transmitted or received char-
acter,

1 is interesting to note that Paul Russo and Michael
Lippman tsce companion article below) also made pro-
grammuble parameters o feature of their communica-
tion systers interfaces. In faet, after completing their
equipment, they felt that their floppy chsk interface
would also have benefitted from the use of program-
muble paraineters.

They tound that this approach is preferable, in most
applications, to one that requires manual hardware
modification, whether this conaists of logic modifica-
tion or simple strap selection. For their disk, they felt

circuits are ativated somewhere within the {6-byte
rynchronizing, pattern that prefaces the desired block
of 212 data bytes. The Svne Patteen Detector then
seatches for the synchronizing patteen to determine
the exact moment when the tiest data bit in the block
is about tagmove ints position under the read. write
ficad ‘Fhie nootle of operation sllows Large design tol-
eramces o both the location of the head and oo the
g ot Feading and writing,

The Bvod Write Lote frames the data bytes while
the disk t~ read, That s, it detines the beginning and
end of caclt bate as it appears in the seriad stream of
ane bit cead pulses from the disk. When 1t is tinwe to
transfer a byvie of dats to the microcomputee KAM,
the Contrid Logie pneses one of the evele ateal lines,
and the tene s then placed on the svstem data buas,
Winn data s being recorded on the disk, the Read
Write Lare takes in vach data byte and converts it
o a wtream of one it wiite putses to the disk head.

At the prosent time, the Kead Weite Logic adds a
parity bt sfter every # bhits it sends to the disk. When
the disk iy read, these partty bits are checked to get
imthcations ol errors that may have accured during
the disk read operation. Since disk errors tend to
wecur in buuches, or bursts, future system design
plans cull for the use of burst error-detecting coding
techngoes rather than parity bits. The savings in
avarlublye storage space should be substantial.

I adihition o coordinating all the mher disk inver-
face nperations, the Control Logie sets the external
flags that notify the processor about disk conditions.
For vxample a flag is ruised when the interface fin-
ishes transterring a complete block of data to the
HAM. or when a complete block of data has been
written on the disk. By testing this flag, the micro-
provessor program can decide when to chaage Lovate

instructions, and initiate new Start instructions ta
read or write additional data blocks,

As a convenience feature, the disk stores s boot.
strap program thil can restart the entire microcompu.
ter system from scratch after power is lost, or after
some other unanticipated condition puts the system
out of commission. Anv other provrom residing on the
disk can then be luaded using this bootstrap program,
eliminating the need for auxitiory program load de-
vices sueh sa cuseettes of paper tape, nnd greatly sime
plifying system regeneration aftera crash.

Lass vital to the system than the floppy disk. but
still interesting from an interfacing viewpoint, is the
TV display.

Talking to a TV display

The ‘I'V can display text indicating communica-
tion-link fault conditions, and other system status
conditions. But expecience has shown that its most
useful function is to displav memory patterns; bit
patterns on the data bus, and other information for
dingnosts, test, and maintenancee of the system.

A stundard, anmoditied TV set s wsed foe the dis.
play which is refreshed from 128 bates of RAM mem-
ory. This storage space is dedicatad to the display,
und these data provide 1021 dots for the display. Like
the floppy disk, the TV display usex the direct memao-
ry aecess (eyclestealing) cupability of the system.

Every 60th of a second, the TV interface interrapts
the processor and usks for new information. the .
terrupt routine then points to the beginning of the
128 bytes of RAM memory that contain the TV dis-
play data, These duta use then sent to the TV inter-
fuce on i evele stealing hasa.

Since only ane peripheral device can be served at a
titme by the direct memory nevess eapabibing, the disk

(SRR
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and the TV cannot aperate simultaneously. The disk,
vital to the main commuications function of the sys-
tem, is given absolute priority over the TV. The re-
sult is thit when disk and PV peeds comflict, the TV
display may flicker or show a reset pattern for up to
about % second.

The lowest-priority peripheral in the system is the
manunl kevbourd used to enter data bytes (in the
hexamdecimal eomde internally used by the system) into
the RAM memory. This provides a means to debag
and modify programs - for example, to change track
and sector numbers manually for floppy disk opera-
tions

Paul M. Russo (M) joned RCA Laboratories, Prince-
ton. N.J , in September 1970. There, he has done re-
seatch in the areas of computer architecture, pro-
gram behavior, computer system performance evalu-
abon, microprocessors, and data communicabions.
Duting the 1965 70 acadenuc year, he taught circuit
theory and Circuit optimization at the University of
Catitornia, Berkeley Dr. Russo was born in Plevije,
Yugostavia, i 1943 He received the B Eng degree
in Enginecring Physics from McGill University in
1965, and the M.S. and Pn.D. degress in electrical
engineering fram the University ot Catitornia. Berke-
ley. in 1966 and 1970. He is a member of ACM, Eta
Kappa Nu, and Sigma Xi.

Michaet D. Lippman (M) has been a member of the
Techmcal Statt ot the RCA Laboratories, Prnceton,
N.J, since 1966 He has done research on magnetic
rocording, vapor transport processes, and graphics
data compression. He is currently engiged in the
dovelopient and dasign of mcioprocessot-based
dala communications systems. Mi.o Lippman IS &
member of Tau Bota Prong t1a Kappa Nu H

(L]

4ehw apw Lesess sBY tyetmen (04

Fath

b inksong poa snegaen s wmita b il et wanhd

parameters such as parity, block length, character
length, sector size, and head stepping-time could all
have been made program-selectable. The interface
would then have been capable of controlling a multi.
tude of different disk drives with only minor modifica-
tions to its hardware.

The ACIA contains its own clock, to time incoming
and outgoing data, and the rate of this clock is set by
control register bits. Here, control is limited to the
basic clock rate and rates of *1g and s¢ of the basic
rate. The control register contents also determine
whether or not an interrupt will be generated when
the receive data register is ready to commumncate
with the microprocessor. Finally, the control register
provides for optional transmiission of a break level
(space) on the communications link, sets the lesel of
request-to-send signals for controlling a communica-
tions modem, and enables or disables a ready-to-
transmit interrupt to the microprocessor,

The Status register stores the flags that notify the
microprocessar of important conditions at the inter-
face. These include indications that data has been re-
ceived from the communications link, and that the
transmitter is ready for data from the microprocessor,
as well as such error indications as overrun (data
coming in faster than it is being read) and parity
error.

The ACIA can be operated on a polling basis, in
which case the microcomputer program checks status
flags and initiates all transiers of data to and from
the interface. It can also be operated on an interrupt
basis. Interrupts to the microprocessor are generated
when the Receive data register contains a fuil byte of
data for the processor, and also when the presence of
a carrier is first detected on the communications link.

A second vne-chip communications interface is the
Telecommunications Data Interface TDD desianed
for use with Rockwel! Internationat’
sor systems. Like the ACIA, the TDI accepts serial
bits from a communications link, converts them into
bytes fur the microprocessor, and vice-versa, while
taking care of formatting, parity, and other communi-
cations housckeeping chores,

A unigue feature of the TDL is the inclusion of a
full inodem on the same chip as the interface circuit-
ry. The 1200-b’s modem is designed to drive a tele-
phone line through an uperational amplifier.

The ‘TDI generates interrupts when the transmitter
register is empty and when the receiver register is
full. These must be followed by microprocessor in-
structions to test the source of the intetrupt. From
one to eight characters may be transmitted or re-
ceived within a single pair of start and stop bits, al-
lowing very flexible formats.

Parameters like bit-rates, parity, and word length
are set by wired-in circuit straps and cannot he
chunged—as they are in the ACIC—by program in-
structions.

PI'S microproces-

Reprints of this article (No. X74-09%) are available at
$1.50 for the lirst copy and $0.5C for each additionat copy.
Please send remiltance and réquest, stating articte Aumber,
to tELE, 335 E. 47 St., New York, N. Y. 10017, Aw:  SPSU.
{Reprints are available up to 12 months from date of pub-
lication.)
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MICRO USES

e MINI REPLACEMENTS
e HARDWIRED LOGIC REPLACE-
MENMT  CLccw)
e NEW APPLICATIONS
CFRED) |

Piva

MICROPROCESSOR APPLICATIONS

®DEDICATED CONTROLLERS
== INTELLIGENT TERMINALS
-- DATA COMMUNICATIONS
-- PROCESS CONTROL
== NUMERICAL CONTROL
== INTELLIGENT PERIPHERALS
== INSTRUMENTS
-- AUTOMOTIVE APPLICATION

MICROPROCESSOR APPLICATIONS

oSTAND ALONE MICROCOMPUTER SYSTEMS
-- HOME
-- SCHOOL
-- ARCADE
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ADVANTAGES

HIGHER RELIARIL\TY (FEWER PARTS)
o LOWER COST

MORE PINS FOR T /0 \NTERFACE |
EASIER TO USE

=) WOULD OPEN MORE NEW APPLICATIONS
THAN FASTER CPu'S 5 RAMS wWwirk
JMPROVED PRICE /PERF.

cCCcD'S

e IMAGERS
* ANALOG SIENAL PROCESSING
o BLOCK-OR\ENTED MEMORI\ES
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COURSE SUMMARY

® WHAT ARE MICRO PROCESSORS
e COSMAC CWDETAIL) , .
® ONE ¥ TWO LEVEL T/0 STRUCTURES
® APPLICATIONS
— FRED
— DATA COMM.
e FLOPPY DisSCs
e MULT\-MICRO STRUCTURES
¢ FUTURE — MORE LST, cenls gve






